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Developments to the TRNSYS
Simulation Program

The TRNSYS simulation program is a sequential-modular transient simulation pro-
gram which is widely used for both solar and nonsolar simulation studies despite
its near 20-year-old origins. There have been many revisions to TRNSYS between
its original release and the current version 13.1 but they have maintained the same
sequential computational scheme for solving simultaneous algebraic and differential
equations. TRNSYS 14 has recently been developed which implements a more robust
method for solving simultaneous sets of nonlinear equations. The new computational
scheme utilizes equation blocking to improve convergence properties and it handles
discrete control decisions in a manner which promotes convergence in the iterative
calculations. The new computational scheme allows TRNSYS 14 to solve problems
which were either difficult or impossible to solve in previous versions as well as
backwards problems, for which the output of a component is specified and the input
must be determined. The computation scheme incorporated into TRNSYS 14 is

Introduction

Solar energy systems exhibit a nonlinear dependence upon
the weather on both short (e.g., hourly) and long (seasonal)
time scales. As a result, simulations provide the only practical
means of optimizing the design of solar energy systems. The
TRNSYS program is a sequential-modular transient simulation
program developed specifically for solar energy system anal-
yses (Klein et al., 1975, 1976). With TRNSYS, each system
component is modeled with a separate FORTRAN subroutine
which is either taken from the TRNSYS library or supplied by
the user. The component models can be analytical or empirical
representations of the component performance. The TRNSYS
program allows the user to connect the components in a spec-
ified manner and then solves the resulting set of simultaneous
algebraic and differential equations. The modular format and
the ability for the user to provide his or her own component
models provide TRNSYS with general simulation capability
applicable to almost all transient system problems. This gen-
erality, along with the continuous program technical support,
are the major reasons that TRNSYS has been and continues
to be widely used for both solar and nonsolar simulation stud-
ies.

There have been many revisions to TRNSYS since its original
release in 1975 but all of these revisions maintained the same
sequential computational scheme for solving simultaneous al-
gebraic and differential equations. Version 14, however, im-
plements quite different solution algorithms which are described
in this paper. To appreciate why these changes were needed,
however, it is first necessary to review the computation meth-
ods used in TRNSYS 13 and earlier versions.
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described in this paper and its capabilities are illustrated with several examples.

Computational Scheme in TRNSYS 13

In TRNSYS, a simulation model is created by developing
and interconnecting models of the system components. The
component models, which may be empirical or physical, de-
scribe the component performance with algebraic and/or dif-
ferential equations. The performance of a system is the
combined performance of its components. Three distinct types
of information are associated with each component
model: parameters, inputs, and outputs. Parameters provide
information which does not change with time, such as the
physical size of the component. Inputs provide information
which may change with time, such as temperatures, flow rates,
energy flows, etc. The component models, written as a FOR-
TRAN subroutines, use the parameters and inputs to calculate
outputs as functions of time. The component models are con-
nected together to form an information flow diagram for the
system by linking the outputs of one component to the inputs
of another. As example information flow diagram is shown
in Fig. 1 for a simple solar space heating system. Each box
represents a component model. The input-output connections
which transmit information between component models, rep-
resented as lines in Fig. 1, are analogous to the pipes and wires
which interconnect the real components.

The information flow diagram of a system may exhibit re-
cyclic information flow in which the outputs of a component
model lead to other system components and then back to the
original component. In this case, an interative technique is
needed to solve the resulting set of equations. When recyclic
information flow exists, TRNSYS 13 uses a successive substi-
tution iteration scheme until all of the input variables in the
recyclic loop converge to a tolerance specified by the user.

Differential equations may either be solved analytically by
conversion into an algebraic form or numerically using the
integrator built into TRNSYS 13. The differential equations
often require a simultaneous solution with the algebraic equa-
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Fig. 1 TRNSYS information flow diagram for a solar space heating

system

tions. TRNSYS 13 provides several integration algorithms. The
original scheme is a first-order predictor-corrector method in
which Euler’s method is used for prediction and the trapezoid
rule is used for the correcting step. The advantage of a pre-
dictor-corrector integration algorithm for solving simultaneous
algebraic and differential equations is that the iterative cal-
culations needed to solve the differential equations occur at a
fixed value of time. As a result, the solutions to the algebraic
equations can converge by successive substitution as the iter-
ation required to solve the differental equations progresses.
TRNSYS 13 also provides an optional fourth-order predictor-
corrector algorithm.

An important part of the TRNSYS 13 solution scheme is
that only those component models whose inputs (which are
outputs from other components) or differential equations have
not converged to within specified tolerances are called during
the iterative calculations. In this manner, the computational
effort needed to solve the algebraic and differential equations
during each time step is minimized.

. Problems with the Computational Scheme in TRNSYS
13

Although relatively simple, the computational scheme used
in TRNSYS 13 has proven to be reliable and efficient for
simulating systems with energy storage such as solar domestic
hot-water systems. These systems typically have less than 50
coupled differential equations and 100 simultaneous nearly
linear algebraic equations with few controller decisions. The
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limitations of the computational scheme become apparent when
TRNSYS 13 is used to solve sets of nonlinear algebraic equa-
tions without differential equations. Equations of this type
occur in systems for which the energy storage is negligible,
such as for a photovoltaic array directly coupled to a load or
arefrigeration system operating at steady-state conditions. The
successive subtitution solution method used in TRNSYS 13
does not efficiently solve nonlinear algebraic equations and it
may, in fact, not be able to find a solution if the equations
are highly nonlinear. TRNSYS 13 has no formal means of
supplying suitable guess values of the INPUTS at each timestep
(except for using the solution at the previous timestep) and it
has no provision to bound the values it is trying to determine.

An Accelerate command was added to version 13 to improve
vergence in problems with recylic information flow. The Ac-
celerate command allows the user to break a selected input-
output connection and replace it with a single-variable New-
ton’s method solution algorithm. Although useful in some
circumstances, the Accelerate command has been unsatisfac-
tory for two reasons; (1) it requires the user to identify the
appropriate input-output connection and (2) it implements a
single-variable solution method when in many situations, a
multiple-variable method is needed. Another way in which
numerical convergence problems have been handled in the past
is by the user coding convergence-enhancing techniques within
the component models. For example, ¢ ‘combined-component”’
models have been developed for TRNSYS wherein the non-
linear equations describing two or more pieces of equipment
are solved internally in a single component model. Although
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“‘combined-component’’ models may eliminate numerical
problems, they reduce component modularity and require the
user to implement solution techniques, thereby defeating the
original purpose of TRNSYS.

The distinction between inputs and outputs made in TRNSYS
13 places a limitation on the generality of the component
models. When a model is formulated, a decision must be made
as to what are the inputs and what are the outputs. For example,
a model may be developed to calculate an energy flow for a
given mass flow rate and temperatures. However, in a different
application, the energy flow rate may be known and the model
must calculate the mass flow rate. The same physical model
is used in either situation, but the inputs and outputs are
different. TRNSYS 13 requires different component models
(or modes) to handle the change in information flow. It would
be most useful if TRNSYS could backsolve to determine the
inputs for given outputs.

TRNSYS 14 Computational Scheme

The limitation of the TRNSYS 13 computational scheme
have provided an incentive to significantly revise the executive
routines of the program. A large library of component models
have been developed for TRNSYS. A major consideration in
this revision has been to maintain compatability with the ex-
isting component library and therefore with the input-output-
parameter information flow classification.

The equations within any TRNSYS component model can
be reduced to the following general form:

X;=D{X;, U, 1) 0y
X;=F(U, 0 @

where U; and X; are, respectively, the vector of inputs and
outputs for the module, ¢ is time, and D; and F; are functions
representing the differential and algebraic equations, respec-
tively. An analogous set of equations can be written for the
combined set of equations in all components,

X=D(X,U,) ©)]
X=FU, 1 4

where U and X are vectors containing the inputs-and outputs
for all components. Every input in a TRNSYS model is either
an output from another component or a specified value. This
additional information can be written as a matrix equation

AU+BX+C=0 &)

where A and B are coupling matrixes with element values of
0and +/— 1, and Cis a vector of boundary conditions holding
the values of inputs which are set to fixed constants or known
functions of time. The system of algebraic differential Egs.
(3)-(5) can now be solved to determine U() and X(9). This
computational scheme is similar to that used in the IDA mod-
ular system simulation program (Sahlin, 1991).

The number of simultaneous nonlinear equations resulting
from this computational scheme can become very large. To
minimize computational effort, it is necessary to employ meth-
ods for decreasing the number of simultaneous equations. Some
TRNSYS inputs are always known, either because they are
constants or they depend explicitly only on time. Moreover,
it is possible for all inputs in some TRNSYS components to
be of this type. In this case, the outputs of these components
can be calculated independently of other components. Once
the outputs of these components are known, the inputs to which
they are connected are known, possibly allowing additional
components to be evaluated independently. This process is
repeated until only the components which require simultaneous
solution remain. This process is a first step in equation blocking
in which a large set of equations is broken into smaller sets
which are more easily solved.

The remaining sets of equations are solved numerically. There
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are a number of well-developed numerical methods for these
types of equations (Gerald and Wheatley, 1984, Broyden, 1965).
In TRNSYS 14, differential equations are solved by a back-
wards differential method (Gear, 1967) so that the combined
algebraic and differential systems can be converted to an al-
gebraic system which can be solved at each time step. This
method is extremely robust, even for stiff problems. In ad-
dition, this method allows use of variable time steps, although
TRNSYS 14 does not currently employ variable time steps.
Before solving the resulting system of algebraic equations,
TRNSYS 14 numerically calculates the Jacobian matrix and
permutes it to lower triangular form. This permutation facil-
itates equation blocking which breaks the original system into
smaller sets of equations which can be solved more efficiently
(Duff et al., 1986). Each block of equations is solved using
Powell’s method (Powell, 1970; Duffie and Beckman 1991).
This method combines Newton’s method and the steepest de-
scent approach and is one of the more robust and efficient
algorithms for solving nonlinear equations.

A major advantage of the new computational scheme is that
it does not matter whether inputs or outputs are specified as
long as a valid set simultaneous equations are defined. As a
result, TRNSYS 14 has the ability to solve backward problems,
i.e., problems in which one or more outputs are specified and
the corresponding inputs must be determined. An Outputs
command, similar in function to the Inputs and Parameters
commands, has been added to TRNSYS 14 to facilitate spec-
ified output problems. An example of a backward problem is
provided in the Examples section.

Unfortunately, there is also a disadvantage of the new com-
putational scheme. Because the new solver determines the Ja-
cobian matrix numerically. TRNSYS 14 usually requires more
component calls each time step than the scheme used in
TRNSYS 13—provided that TRNSYS 13 is able to solve the
problem. The computational scheme in TRNSYS 14 is far more
robust and is consequently able to solve a greater variety of
problems without experiencing computational difficulties. Be-
cause some problems can be more efficiently solved with the
older computational scheme, both computational schemes are
made available to the user in TRNSYS 14. A SOLVER com-
mand has been added to TRNSYS to select the computational
scheme.

Handling of Discontinuities and Control Decisions

A problem which has plagued TRNSYS 13 and other general
equations solvers in the past is the presence of discontinuities
or discrete states, particularly when they demonstrate hysteresis
properties. Many existing TRNSYS components have equa-
tions of this type. The most common example is the on/off
Differential Controller provided as Type 2 in the standard
TRNSYS library. This component calculates a control signal,
which is either 0 or 1, based on the differences between two
input temperatures and the control signal from the previous
calculation. The functional relation between the controller out-
put and its inputs is shown in Fig. 2. If the temperature dif-
ference is less than AT, the control signal is 0. If the
temperature difference is greater than A7, the control signal
is 1. However, if the temperature difference is between ATy
and AT,,, the output control signal is either 0 or 1, depending
on its previous value. This type of mathematical behavior can
lead to oscillations in the calculations preventing a numerical
solution to the system of equations. In fact, there may not be
a stable numerical solution, depending on the selected values
of ATy and ATy,

There are many examples of on/off controls is the TRNSYS
component library, such as the Flow Diverter (Type 11), the
Energy/Degree-Day Space Heating or Cooling Load (Type 12)
and the Pressure Relief Value (Type 13). Other examples of
discontinuities which appear in TRNSYS component models
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Fig. 2 TRNSYS Type 2 controller with hysteresis properties

are the shift from turbulent to laminar flow regime which
causes a discrete change in a heat-transfer coefficient or friction
factor, and the internode flow control logic for a stratified
water storage tank. During the iteration process the component
outputs can switch states resulting, in effect, in a different set
of equations with a different Jacobian. TRNSYS 13 handles
the convergence problems which result from this behavior by
*‘sticking” the state after a specified number of iterations. For
example, the Type 2 on/off differential controller has a pa-
rameters called NSTK which is the number of state changes
allowed before the controller state is frozen at its current value.
Although freezing the controller state eliminates most con-
vergence problems, it may lead to incorrect results in some
cases, particularly in short-term simulations.

TRNSYS 14 provides a very different approach for handling
these problematic discontinuities. The TRNSYS executive pro-
gram, rather than the component models, directly controls
discrete variables. At the start of each time step, the values of
all discrete variables are known. TRNSYS 14 forces these val-
ues to remain at their current state until a converged solution
to the equations is obtained or an iteration limit is encountered.

During these calculations, the component models calculate the

“‘desired”’ value of the discrete variables but they do not ac-
tually change the settings. After a converged solution is ob-
tained or the maximum number of iterations is exceeded,
TRNSYS 14 compares the current discrete variable values with
the ‘desired’ values. If they do not differ and a converged
solution has been obtained, the calculations are completed for
the time step. Otherwise, TRNSYS 14 changes the values of
the discrete variables to the “desired”” setting and repeats this
process, taking care to not repeat the calculations with the
same set of discrete variables used previously. If a solution is
not obtained after all combinations of discrete variables have
been tried, TRNSYS 14 issues a warning message and continues
on to the next time step. This method of dealing with discrete
variables eliminates numerical oscillations between iterations
and finds the correct solution to the equations, provided a
solution truly exists. Changes in the component models uti-
lizing discrete variables are required to take advantage of this
computational scheme so that the TRNSYS solver, rather than
the component model, makes the control decision. These
changes have been made in many of the TRNSYS library com-
ponents.

Examples

Selar Water Heating System. The major advantage of the
new computational scheme in TRNSYS 14 is that it allows
TRNSYS to solve problems that could not be solved previously
without the user providing some form of convergence control.
A second advantage, equally important, is that the new com-
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putational scheme allows solution of backwards problems,
eliminating the need to provide separate component modes or
even different component models when the information flow
in a problem is changed. The following two simple examples
illustrate these advantages.

- The first example shown in Fig. 3 is the typical solar domestic
hot water system with a collector-tank heat exchanger. When
solar radiation is available, a fluid is circulated through the
solar collector at a constant mass flow rate. The collected
energy is transferred through a heat exchanger to a storage
tank. 100 kg/hr of water constantly flows into the bottom of
the storage tank. Hot water removed from the upper part of
the tank is mixed with cold supply water in the tempering valve
at a mass flow rate sufficient to maintain the temperature of
the water going to the load below a specified maximum.

All of the components required to simulate this system exist
in the standard TRNSYS library. However, the tee-piece com-
ponent model has been developed to calculate the outlet tem-
perature and mass flow rate given known mass flow rates and
temperature for the inlet streams. In this case, it is necessary
to calculate the mass flow rate of the mains supply stream in
order to control the water outlet temperature. This is an ex-
ample of a **backwards’’ problem in which an output is known
and it is necessary to calculate an input. This problem could
not be solved with the existing tee-piece model in the TRNSYS
library using previous versions of TRNSYS. Results of the
simulation with TRNSYS 14 for a day in August in Sacra-
mento, CA are shown in Fig. 4 for controlled water outlet
temperatures of 45°C.

The ability provided in TRNSYS 14 to solve backwards
problems is very convenient since it does not require any mod-
ification to the existing components. In many cases, however,
backward problems of this type do not have a solution or they
may have a solution for only certain hours of the day. In the
system shown in Fig. 3, for example, it is possible to keep the
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outlet water temperature above 45°C only between 8:00 a.m.
and 6:00 p.m. as seen in the simulation resuits in Fig. 4. A
solution to the backwards problem does not exist during the
remainder of the day. If TRNSYS 14 can not find a solution
to the backward problem, it will issue a warning message and
proceed to solve the forward problem in which the inputs are
known. In this case the values of the unknown inputs are set
to their initial values and the outputs are calculated corre-
sponding to these inputs values. The result of this computa-
tional scheme is evident in Fig. 4 in which the mains water
flow rate through the tee-piece was set to 10 kg/hr outside of
the interval between 8:00 a.m. and 6:00 p.m. resulting in a
total mass flow rate of 110 kg/hr.

Photovoltaic System. A photovoltaic array directed cou-
pled to a resistance load results in a rather difficult problem
for TRNSYS because the system has no storage capacity and
therefore no differential equations resulting in a set of highly
coupled nonlinear algebraic equations. The photovoltaic array
is modeled using Eqs. (23.2.6)~(23.2.8) from (Duffie and Beck-
man, (1991). Current-voltage plots for the PV array at two
radiation levels are shown in Fig. 5. Also shown in Fig. 5 are
the straight-line current-voltage relations for two resistance
loads.

At a specified time, and therefore at known solar radiation
and ambient temperature, the photovoltaic array current-volt-
age characteristics are known. It is now necessary to find the
current and voltage at the intersection point of the load and
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array curves. For most insolation levels and loads, this alge-
braic system is very nonlinear, as evident in Fig. 5. The large
slope of the array current-voltage curve causes difficulty in
finding a numerical solution. Photovoitaic systems have been
simulated previously in TRNSYS 13 (Eckstein, 1990). How-
ever, in earlier studies, it has been necessary to add convergence
enhancing code to the component models, or to combine the
array and load models into a single component. In this ex-
ample, however, the photovoltaic array and the load are each
modeled as separate components using only the governing cur-
rent-voltage equations. The results of a simulation for a 24-
hour period with 1/10th hour time steps on June 1 in Madison,
W1 are shown in Fig. 6 using both TRNSYS 13 and TRNSYS14.

As the insolation increases, TRNSYS 13 is unable to solve
this problem even for small loads. The calculated performance
is unstable, oscillating above and below the true solution every
other time step. TRNSYS 14, however, experiences no diffi-
culties in solving this problem for a wide range of insolation,
ambient temperature, and loads.

Conclusions

TRNSYS, originally developed in the early 1970s, has been
widely used in simulation studies of both solar and nonsolar
systems. The computational scheme in TRNSYS was developed
for a particular class of algebraic and differential equations.
This computational scheme is either inefficient (requiring many
iterations and excessive computer time) or fails to solve prob-
lems involving highly-coupled algebraic equations. The com-
putational scheme also fails to properly handle some discrete
variable problems, such as those involving a controller with
hysteresis. For these reasons, a new computational scheme has
been added to TRNSYS 14. The new computational scheme
allows TRNSYS to successfully simulate systems which could
not be simulated with earlier versions. In addition, the new
computational scheme handles backwards solution problems
in which the outputs are known and inputs must be determined.
The backwards solution problem capability eliminates the need
for separate components or modes and should thereby simplify
component model development.
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