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Abstract—Two basic approaches are used to model the temperature distribution in thermal storage tanks
for solar domestic hot water (SDHW ) systems. In the multinode approach, the tank is divided into N nodes,
with an energy balance written for each node. This approach results in a set of N differential equations that
can be solved for the temperatures of the nodes as a function of time. In the plug flow approach, segments
of liquid of different temperatures and sizes are assumed to move through the tank in a plug flow manner.
The sizes of the fluid elements are determined mainly by the simulation time step and the flow rates.
Whenever the incoming fluid from the heat source is colder than the fluid at the top of the tank, “plume
entrainment” occurs. A model describing plume entrainment has been incorporated into both the multinode
and the plug flow models in the TRNSYS program(1]. A performance study of the TRNSYS tank models
has been carried out with experimental data from two different sources. Three performance numbers have
been defined for quantifying the accuracy of the models compared with experimental data. Recommendations
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are given as to which tank model should be used under which conditions.

1. INTRODUCTION

Stratification in a thermal storage tank depends mainly
on the volume of the tank; the size, location, and design
of the inlets and outlets; and the flow rates of entering
and leaving streams. There are four primary “destrati-
fication factors,” which contribute to the loss and/or
degradation of the stored energy:-(a) heat losses to am-
‘bient; (b) heat conduction from the hot layer to the
cold layer; (c¢) vertical conduction in the tank wall
which along with (a) induces convective currents
(mixing); and (d) mixing introduced during charge
and discharge cycles. Factor (d) is generally the major
cause of destratification.

The thermal performance of a solar domestic hot
water (SDHW) system depends on the temperature
distribution in the storage tank, which (for a specific
tank) is affected mainly by the collector flow rate. High
collector flow rates (>50 kg/h — m? collector area)
have been traditionally used in forced-flow SDHW
systems. High collector flow rates increase the collector
heat removal factor, as explained in Duffie and Beck-
man[2]. However, high collector flow rates can result
in short tank-turnover times, which cause mixing, re-
sulting in a nearly uniform temperature in the storage
tank. Reducing the collector flow rate lowers the col-
lector heat removal factor but also tends to increase
tank thermal stratification, which may improve the
overall system performance[3,4].

‘To relate high and low collector flow rates with the
tank size, a mean number of tank turnovers, which
gives an indication of the amount of mixing caused by
the collector flow, T', has been defined as

= Mhem + Mnad

T A

(1

Myen represents the total daily mass of the fluid coming
from the heat source, and Mg stands fpr the total
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daily mass of the fluid removed to the load. My rep-
resents the mass of the fluid in the tank. Using this
measure, low flow systems are defined by values of T
up to about five, and high flow systems have values of
T greater than five.

A number of models of differing complexity have
been developed to account for thermal stratification
in hot liquid storage tanks[1,5-9]. Validation of tank
models has been done by comparing the thermocline
(region of steepest temperature gradient inside the
tank) predictions with the experimentally measured
thermocline during single charge or discharge experi-
ments. The justification of this method is that if a model
is capable of accurately predicting the thermocline
during charging or discharging, then it will also predict
the correct temperature of the fluid being displaced
(and therefore the temperature of the fluid leaving the
tank) as a function of time. In this paper, a different
approach of validating the storage tank models is used
that does not use the thermocline.

2. STRATIFIED STORAGE TANK MODELS

2.1 Multinode model

In the multinode approach[l1,2,6], the tank is
modeled as N fully mixed volume segments (nodes).
The degree of stratification is determined by the choice
of N. Higher values of N result in more stratification.
A maximum number of 15 nodes can be chosen in the
current TRNSYS implementation. For the special case
of N = 1, the tank is modeled as a fully mixed tank
and no stratification effects are possible. Unequal size
nodes can be specified. The model also provides the
option of specifying fixed or variable inlet positions.
For fixed inlet positions, the fluid from the heat source
enters just below the auxiliary, if present, or at the top
of the tank. The mains water enters at the bottom of
the tank. At the end of the time step, any temperature
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inversions that result from these flows are eliminated
by mixing appropriate nodes. For variable inlet posi-
tions, the flows enter the nodes that are closest in den-
sity, i.e., temperature and no temperature inversions
are created. This mode of operation preserves the
maximum possible degree of stratification for the se-
lected number of nodes.

An assumption employed in the multinode model
is that the fluid streams flowing up and down from
each node are mixed before they enter each node. In
terms of Fig. 1, this assumption implies that 17, is added
to my; w1, is added to mi3; and a resultant flow, either
up or down, is determined before an energy balance
on the nodes is done. With this assumption, the heat
source and the load flow are treated simultaneously.

An energy balance written about the i-th tank node
is
Mcf % = aimhealcf(Thcat - Tvl)

+ Bit102aC ¢ Trnains — T3) + 8viCoe(Tiy — T3)

+ (1 = 8)7Cu(Ti — Tisy) + eQuuxi ‘

= (1 = Udni(T; — Tn) — UAi(Ti — Tenv) (2)

where

o; = 1, if fluid from heat source enters node i, 0 oth-
erwise

B; = 1, if fluid returning from load enters node i, 0
otherwise

i—-1

N
v = n;lheat 2 o — mlond z Bj

j=1 j=it)
1
5,‘ =
0, if 7,=<0

¢ = 1, if auxiliary is on, 0 otherwise.

if 4 >0

Equation (2) represents a set of N first-order ordinary
differential equations that can be solved analytically

i-1

my my

my m3

i+l

! I

Fig. 1. Internal flows associated with Node i.
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for the temperatures of the N nodes as a function of
time,

2.2 Plug flow model

The plug flow model simulates the behavior of a
temperature-stratified storage tank using a variable
number of variable size segments{1,2,7]. The number
of segments and their volumes cannot be controlled
but vary, depending primarily on the tank volume, the
net (heat source plus load) flow, and the simulation
time step. The maximum number of segments in the
current TRNSYS implementation is 50. This upper
bound is maintained by merging small segments, if
necessary. Figure 2 illustrates the operation of this tank
model. ,

In this example, the tank is initially divided into
four segments, each of volume ¥; and temperature T;.
In one time step, the heat source delivers a volume of
liquid, Vjca, at a temperature Ty, Assuming that Ty
> T, a new segment is added at the top of the tank,
and the entire profile is shifted down. At the same time,
a segment of fluid with volume V.4 and temperature
Tmains TEturns from the load. If Toains < Ta, 2 segment
is added at the bottom of the tank, and the whole profile
is shifted upward. These profile shifts occur simulta-
neously. The net shift of the initial profile is equal to
the difference between the total heat source volume
and load volume. The segments and/or fraction of
segments whose positions fall outside the bounds of
the tank are returned to the heat source and load. A
mean value for the temperatures is computed if nec-
essary.

The plug flow model provides the option of fixed
and variable inlet positions, as in the multinode model.
For both options, the incoming fluid mixes with ex-
isting segments if its temperature is within 0.5°C; oth-
erwise, a new segment is created. The plug flow model
also allows for the addition of auxiliary energy and
conduction between segments.

2.3 Plume entrainment model

In the late afternoon or during cloudy periods when
the availability of solar energy has decreased and the
top portion of the tank is still hot as a result of higher
energy input earlier in the day, the temperature of the
incoming fluid may be cooler than the upper portion
of the tank. As a result, a downward-directed buoyancy
force will drive the incoming fluid down into the tank.
Due to its turbulent motion and viscosity, the hot fluid
in the tank will be entrained in the falling plume, Thus,
the incoming stream is heated, and it will fall down to
the position in the tank where its density, and therefore
temperature, matches that of the tank. This phenom-
enon is known as “plume entrainment,” and it will
decrease the degree of stratification in the tank.

The mathematical model of plume entrainment,
developed by Phillips and Pate[8], is based on energy
and mass balances. The storage tank is modeled as
having two separate sections: the plume or stream re-
gion and the rest of the tank. These regions will be
referred to as the stream (S) and the tank (T) regions,
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Fig. 2. Concept of the plug flow model.
as shown in Fig. 3. The distance from the top of the Conservation of mass requires that
tank to where the stream merges with the tank is de-
noted as d and is defined as the smallest value of x for s _ omr 5
which the stream temperature exceeds the tank tem- ax  ox (3)

perature. It is assumed that, except in the vicinity of
the stream, there are no horizontal temperature gra-
dients in the tank, which is justified by the experimental
work of Pate[10]. A one-dimensional model can
therefore be formulated. It is further assumed that the
cross-sectional area of the stream is much smaller than
that of the tank, so that both axial conduction and
the thermal capacity of the stream can be neglected
and the tank cross-sectional area can be considered to
be constant.
Energy balances are written for the stream

(s T am
Cy ( cl S) C;‘T’r““—§ (3)
ax dx
and for the tank
aTr . (mnTr) iz
peACr — == —Cr —— =+ Gy
T,
-+ ka -a;zl - UTPT(TT - Tenv)- (4)

In order to solve for ms(x, t), wr(x, 1), Ts(x, 1),
and Tt(x, t), one additional equation is needed to
describe how mass from the tank is entrained into the

Mpeqr, Theat

tank

Fig. 3. Stream and tank regions.
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falling stream. The mechanistic model for entrainment
rates of a plume in a stratified environment can be
very complex, as explained by Phillips and Pate[8].
In this study, the mass entrained in the falling stream
is assumed to be independent of temperature. The
plume is treated as a momentum-driven jet. The theory
of isothermal entrainment has been summarized by
Schlichting[11]. It has been shown that, for developed
axisymmetric flow,

37"15 mhaal

ox D (6)
Numerical values for C under specific conditions can
be obtained from the theoretical work summarized by
Schlichting and the experimental work of Hill[12]. In
this model, C is assumed to be 0.32.

Equations (3-6) were discretized by Light-
stone[13 ]by using a finite volume approach. The tank
and stream energy equations were decoupled by de-
laying the energy lost from the tank into the stream
(using tank temperatures from the previous time step),
allowing an explicit solution scheme. The solution
procedure starts by solving for the stream temperature
field, which gives the penetration depth of the stream.
After merging the stream with the tank, the tank tem-
peratures can be determined by solving the equations
for the tank segments above and below the penetration
depth. This plume entrainment model has been in-
corporated into the TRNSYS multinode and plug flow
models. i

3. EXPERIMENTAL DATA

3.1 Low flow system

The data for the low flow system were taken at
Queen’s University, Queen’s, Kingston, Ontario[14].
The experimental apparatus consisted of a two-com-

Collector
Loop Heater

Theat

ponent (collector and tank), direct-flow SDHW sys-
tem, as shown in Fig. 4, and a microcomputer-based
data acquisition and control system. The solar collector
array was experimentally simulated, using a conven-
tional thermal heat source, as described in ASHRAE
standard 95-1981. The collector area was 2.9 m?, and
the values of Fr(re) and FrU,_ were 0.743 and 4.54
W/m?K, respectively, at a flow rate of 72 kg/h. The
collector loop heater was adjusted every minute to de-
liver energy equal to that of the specified collector op-
erating under a daily irradiance of 12 MJ/day and the
measured heat source return temperature. The daily
irradiance profile on the collector surface was simulated
as a sinusoidal profile between 0700 and 1700 h of the
day. Effects of different flow rates were accounted for
by adjusting the collector heat removal factors, Fg, as
described in Duffie and Beckman[2]. The collector
loop pump was turned on at 0700 h and turned off
when the rate of the useful energy gain for the collector
dropped below zéro in the late afternoon. A storage
tank with volume equal to 180 L and length-to-di-
ameter ratio of 1.84 was used. The U4 value was de-
termined to be 4.57 W /K by raising the tank to a uni-
form temperature and measuring the rate of temper-
ature decay over time. Water was drawn at a flow rate
of 6 L/min from the system. Tests for various collector
flow rates and load profiles were performed as shown
in Table 1. Successive test days were repeated until the
system was determined to be functioning in a “steady-
periodic” state. This state was identified when the daily
delivered energy was found to vary <3% between test
days. The data acquisition and control system super-
vised load draws, calculated thermal performance (de-
livered energy), and collected temperature and volume
flow rate data every 5 min. Representative experimen-
tal tank temperatures plotted in Fig. 5 show very def-
inite stratification.

%
T el load

Vheat

Tret

< Tmains é

Solar Storage Tank

Fig. 4. Experimental setup for the low flow system.
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Table 1. Experimental design for the low flow-system

Test Mlheat Load } Profile 1 Profile 2 Profile 3
no. (kg/h) profile Hour ) L) L)
1 24 Profile | 7 7 0 10
2 36 Profile 1 8 17 0 25
3 48 Profile 1 9 17 0 25
4 60 Profile 1 10 30 0 45
5 72 Profile 2 It 16 0 25
6 84 Profile 3 12 7 0 10
13 3 0 5
14 0 0 0
15 0 0 0
16 10 0 15
17 17 0 25
18 30 0 45
19 16 40 25
20 20 40 30
21 7 40 10
22 3 40 5
23 0 40 0
Total volume 200 200 300

3.2 High flow system

The data for the high flow system were taken at
Colorado State University, Fort Collins, Colorado{15],
from a drain-back system, as shown in Fig. 6. The
experimental test procedure consisted of a test in which
the solar radiation and water load profile, ambient
temperature (22 = 2°C), mains water temperature (22
+ 1°C), and hot water set point temperature
(=48.9°C) were specified. The tests were completed
at the end of 4 days or when the daily value of the
added auxiliary energy was within 3% of the previous
day’s value, whichever came first. The solar storage
tank was preheated to about 40°C at the beginning of
the tests to achieve faster convergence. The tests start

at 1700 h of the day. Solar radiation input was simu-
lated with an electric boiler downstream of the collector
array, located in a constant temperature dark room.
The boiler input was controlled according to an hourly
profile specified by the Solar Rating and Certification
Corporation (SRCC)[161, and calculations were out-
lined in ASHRAE standard 95-1987. The energy input
occured between 0800 and 1700 h of the day. The
value of the total radiation was 17.03 MJ/(m? — day).
The collector parameters, Fr(ra) and FrU;, were
0.602 and 5.56 W/m>K, respectively, at a flow rate
of 63.77 kg/h-m?. Because the collector was not ir-
radiated, a deadband controller for the collector pumps
was emulated through the control software.
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e 25 Frnnmlllasey, / . ;
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TIME [hours of day]

Fig. 5. Tank temperatures for the low flow system.
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Fig. 6. Experimental setup for the high flow system.

The daily hot water load was based on energy and
was made in three equal draws at 0800, 1200, and
1700 h of the day. The energy drawn from the system

. was specified as 49.8 MJ/day. Each draw required
about 130 L of mains water and was performed at a
flow rate of 720 kg/h. The UA values for the large and
small solar storage tank, determined by cool-down tests,
were 3.74 and 3.47 W/°C, respectively. The volume
of the auxiliary tank was 159 L, and the drain-back
tank had a volume of 30 L. Temperatures, volume
flow rates, energy usage, and energy delivery were
monitored throughout the system. Data were recorded
at varying rates during the tests. During a hot water
draw, data were recorded every 15 s. Data were re-
corded every 15 min during simulated daylight hours
and every 30 min during overnight periods.

Eight experiments were designed by combining two
different storage tank volumes, two values of the col-

lector gross area, and two different heat source flow
rates and collector flow rates, as shown in Table 2.
Figure 7 shows typical tank temperatures for the solar
storage tank, as measured by the thermocouple tree.

Table 2. Experimental design for the high flow system

Test

Tank volume  Collector area Plpear Mean

no. (L) (m?) (kg/h)  (ke/h)
1 0223 2.78 171 205.2

2 223 2.78 342 4104

3 223 . 5.56 171 4104

4 223 5.56 342 205.2
5 272 2.78 171 410.4

6 - 272 2.78 342 205.2

7 272 5.56 171 205.2

8 272 5.56 342 4104
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Fig. 7. Tank temperatures for the high flow system.

4. SIMULATION OF THE EXPERIMENTAL DATA

4.1 System

The experimental setup for the low flow system was
first simulated with a system similar to that shown in
Fig. 4 by specifying the energy to the collector, the flow
rates, and the mains water temperature. With this
method of simulating the experimental data, the equa-
tions describing the performance of the collector and
tank were found to be highly coupled. If, for example,
the tank model predicted an incorrect temperature re-
turned to the collector, then the collector added an
incorrect value of useful energy, resulting in an incor-
rect collector output temperature. This incorrect tem-
perature was used as tank input temperature, which
then affected the temperature of the fluid delivered to
the load and the temperature of the fluid returned to
the collector. The coupled system caused incorrect in-
puts to the tank, confounding the comparison with
experimental data.

It is necessary to have correct inputs in order to
validate a system component model. In this study, the
input values of temperature and flow rate for the tank
were forced to be the same as those measured in the
experiments. Forcing the inputs to be the experimental

values in TRNSYS required the use of time-dependent

forcing functions and small time steps.

4.2 Performance numbers

Comparisons were initially made between the ex-
perimental and simulated top and bottom tank tem-
peratures. However, no pattern could be recognized in
these comparisons. In addition, a complication arose
in that the top and bottom temperatures represented
by the models were at different locations for the mul-
tinode model, depending on the number of nodes, and
at variable locations for the plug flow model due to

the adaptive size of the segments. This complication
could be avoided by comparing the experimental and
simulated mean tank temperatures. There was again
no recognizable pattern that allowed any judgment on
the performance of the different tank models.

Three numbers have been defined in order to com-
pare the simulated outputs with experimental outputs.
For the load side (discharging), QD is defined as the
difference between the predicted and the measured de-
livered energy divided by the experimentally delivered
energy:

Qdc! sim Qdcl eXp
p = Sdsim _ cddlexp
Q Qdel,exp
with Qdcl = J; mloadCY(Tdel - Tmains)dt- (7)
ay

0D is a measure of the ability of the model to predict
the temperature of the fluid delivered to the load. For
the heat source side (charging), QI is defined as the
difference between the simulated and the experimental
energy input from the heat source divided by the mea-
sured energy input:

- Qin,sim - Qin,exp

with
Qin.exp

oI
Qin = L mhcutCY(Them - Trct)dt- (8)
ay

QI is a measure of the ability of the model to predict
the temperature of the fluid returned to the heat source.
A second number has been defined for the heat source
side, which is also a measure of the ability of the model
to predict the heat source return temperature, but does
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not allow the compensation of deviations of Treisim
from Treexp to both sides. This dimensionless: perfor-
mance number P is

torr
2 2 2A42
\/t_; ’nheatcf( Tret.exp - rel,sim) At
“lon
P =

9
f n:lhealcf( Them - rct,exp)dl
day

The denominator represents the experimental energy
input into the tank. The numerator is a sum of the
squared errors in the energy input into the tank. The
values of P are determined by both the magnitude of
the heat source flow rate and the magnitude of the
temperature errors Treexp = 1 retsim -

5. RESULTS

5.1 Performance numbers

Figures 8 and 9 show results for QI, @D, and P
obtained for test 2 of the low flow system. The fully
mixed tank model significantly underpredicts the ex-
perimentally measured energy quantities. For the other
models, differences due to fixed inlets, variable inlets,
or included plume entrainment can be noted. The plug
flow models with fixed and variable inlets tend to ov-
erpredict the energy quantities. Including plume en-

trainment in the plug flow model works well under the -

considered conditions. A large number of nodes is
necessary for the multinode models to represent the
experimental data. These results also indicate the lim-
itations of the fully mixed tank model. The use of the
multinode models with a large number of nodes shows
the best agreement with the experiment. The P index
suggests that the plug flow model is about as good-as
a three-node tank model.

Figures 10 and 11 show results for QI, OD, and P
for test 4 of the high flow system. The fully mixed

E. M. KLEINBACH, W. A. BECKMAN, and S. A. KLEIN

tank model leads to an underprediction in the exper-
imentally measured energy quantities, but less un-
derprediction than that for the low flow case. The
plug flow models overpredict the energy quantities.
Two or three nodes work well for the multinode
models with fixed or variable inlets. Four nodes give
the best result for the multinode model with plume
entrainment. An increase in the number of nodes re-
sults in an overprediction of the energy quantities for
the multinode models.

5.2 Choice of number of nodes

Because the performance of the multinode models
depends on the chosen number of nodes, a relationship
between the number of nodes and the conditions under
which the tank operates is needed. The quantities that
were varied significantly during the experiments or
simulations are the values of the heat source flow rate,
the load draw profiles (only for the low flow system),
the collector area, and the collector flow rate (the latter
two quantities for the high flow system only). The
variation of the collector area and the collector flow
rate have little influence on the results obtained for a
multinode model with a particular number of nodes.
Therefore, relations between the number of nodes and
mean number of tank turnovers, 7, for fixed and vari-
able inlets were developed. Equations (10) and (11)
relate the recommended number of nodes to the tank
turnovers for fixed and variable inlets, respectively:

Niyea = 458771218 (10)

Noaciabte = 23.17799%, (11)
The recommended number of nodes is the smallest
possible number of nodes for which the relative errors
in the energy quantities QI and QD do not exceed 5%
and the performance number P is within 10% of the
best value of P, Py.y. These criteria were established

0.5
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RELATIVE ERROR
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MN VI 15
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Fig. 8. Results for QI and QD for low flow test 2. (PF = plug flow; MN = multi-node; PE = plume
entrainment; FI = fixed inlets; VI = variable inlets; N = # of nodes.)
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Fig. 9. Results for P (eqn [9]) for low flow test 2. (PF = plug flow; MN = multincde; PE = plume entrainment;
FI = fixed inlets; VI = variable inlets; N = # of nodes.)

with two considerations. First, the number of nodes
that gives the best results for QI, @D, and P was often
found to be 15 for low flow rates, indicating that the
performance numbers might be improved if the num-
ber of nodes could have been further increased. From
this point of view, 15 nodes is an artificially introduced
maximum number of nodes. By introducing the above
5 and 10% criteria, it was possible in 11 out of 17 cases
to avoid the artificial limit of 15 nodes. The errors in

predicting the energy quantities, when using the num-
" ber of nodes proposed by the fitted curves, showed not
more than 13% deviation from the experimental re-
sults[17].

5.3 Time-step dependence :
The performance of both the plug flow and the

multinode models depends on the simulation time

step. To investigate this dependence, simulations were

0.5

performed with a simple system consisting of a col-
lector (2.9 m?) and a tank (180 L). Hourly radiation
and load profiles were specified and time steps ranging
from 1 to 60 min were used. The values of the deliv-
ered energy were taken as the criteria for the time-
step dependence. The results for two different collec-
tor flow rates of 20 and 180 kg/h are shown in Figs.
12 and 13.

For the collector flow rate of 20 kg /h, all the models,
except the plug flow model with plume entrainment,
exhibit a change in delivered energy with respect to
the value for the time step of 60 min of <1.5%. The
value of delivered energy for the plug flow model with
plume entrainment changes by 8%. For the collector
flow rate of 180 kg/h, all the models, except the plug
flow model with variable inlet, show a change of <3.3%.
For the plug flow model with variable inlet, the relative
change in delivered energy is 9%. In both cases a plug

RELATIVE ERROR

-0.3

-0.5

QI i
N QD

Fig. 10. Results for QI and QD for high flow test 4. (PF = plug flow; MN = multi-node; PE = plume
entrainment; FI = fixed inlets; VI = variable inlets; N = # of nodes.)
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Fig. 11. Results for P (eqn[9]) for high flow test 4. (PF = plug flow; MN = multi-node; PE = plume
entrainment; FI = fixed inlets; VI = variable inlets; N = # of nodes.) .

flow model shows the greatest difference. This differ-
ence is related to the change in the daily average num-
ber of segments employed as a function of the simu-
lation time step. The two models that exhibit the great-
est change in the average number of segments also have
the poorest time-step dependence.

5.4 Computational efficiency :

The selected models also were compared with re-
spect to their computational efficiency. A simple
TRNSYS deck with three forcing functions, one in-
tegrator, one printer, and the tank model under in-
vestigation was set up to simulate 200 similar days for
various heat source flow rates and time steps. The heat

22 L S S S LN B B ) =17

source flow rate operated 8 h/d. The temperature of
the fluid from the heat source was specified as an hourly
step profile with first rising and then falling tempera-
tures in order to force the variable inlet option and
plume entrainment to be employed. An hourly load
profile was specified with four equal draws equally dis-
tributed during the time of the heat source flow. The
simulations were performed on a VAX station 3100
model 38. Table 3 shows the CPU seconds for the dif-
ferent tank models, obtained by subtracting the CPU
time for simulating the deck without tank model from
the CPU time for simulating the deck including the
tank model.

The plug flow models are faster for the higher heat
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Fig. 12. Time step dependence of the tank models for a collector flow rate of 20 kg/h. (PF = plug flow;
MN = multi-node; PE = plume entrainment; FI = fixed inlets; VI = variable inlets.)
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Fig. 13. Time step dependence of the tank models for a collector flow rate of 180 kg/h. (PF = plug flow;
MN = multi-node; PE = plume entrainment; FI = fixed inlets; VI = variable inlets.)

source flow rate (200 kg/h) than for the lower heat
source flow rate (25 kg/h), because the higher heat
source flow rate results in a smaller number of nodes.
The CPU times for the multinode models depend
strongly on the specified number of nodes. The plug
flow models are faster than the multinode models,
For the lower heat source flow rate, the plug flow
model with variable inlets uses significantly more
CPU time than the other plug flow models due to a
large number of segments involved in the algorithms
for finding the heat source flow inlet position. In-
cluding plume entrainment significantly increases the
CPU time for the large simulation time step and the
high heat source flow rate for the multinode models.

Table 3. CPU seconds for the different tank models on a
VAX station 3100 model 38

Heat source flow rate

(25 kg/h) (200 kg/h)

Simulation Simulation

time step time step

Tank model 1h 0.1h 1h 0.1h

PF FI 30ls 40.72s - 221s 258ls
PF VI 505s 715 s 232s 26.53s
PF PE 295s 4206s 3.48s 28.48s
Fully mixed 37 s 37.77s 356s  38.83s
MN FI 3 nodes 6.37s 64.53 s 6.35s 63.77 s
MN VI 3 nodes 645s 64.18s 6.05s 66.63s
MN PE 3 nodes 7.05s 7148s 1409s 71.03s
MNFI 15nodes 172 s 177.27s 17.5 s 181.23s
"MN VI I5nodes 19.16s 17997s 18.15s 180.07s
MN PE 15 nodes. 21.47s 174.74s 51.57s 191.81s

PF = plug flow model; MN = multinode model; PE =
plume entrainment; FI = fixed inlets; VI = variable inlet.

The small increase in CPU time for the plug flow
model including plume entrainment for a high heat
source flow rate and a large simulation time step is
due to the fact that the employed number of segments
is very low (mostly one).

6. CONCLUSIONS

Several one-dimensional models for stratified ther-
mal storage tanks have been investigated and compared
to experimental data for a wide range of conditions.
The goal of this study was to give some recommen-
dations as to which tank model should be used under
which conditions in energy systems simulations. The
assumption of a uniform tank temperature (instan-
taneous mixing) leads to a considerable underpredic-
tion of the energy input into the tank and the delivered
energy under all considered conditions. The relation-
ships between the recommended number of nodes and
the mean number of tank turnovers are useful as a
guideline for choosing the most appropriate number
of nodes under given operating conditions. Use of the
multinode model with variable inlets is recommended,
as this model requires fewer nodes than the multinode
model with fixed inlets for equivalent accuracy and is
therefore computationally more efficient. The plug flow
models are computationally more efficient than the
multinode models, but both the fixed and the variable
inlet models tend to overpredict energy quantities, Use
of the plug flow model including plume entrainment
is recommended as an alternative to the multinode
with variable inlets for a mean number of tank turn-
overs lower than five. Care should be taken in choosing
the simulation time step because results obtained with
the plug flow models were found to depend on the
simulation time step.




166 E. M. KLEINBACH, W. A. BECKMAN, and S. A. KLEIN

Acknowledgments—The authors wish to thank Professor
S. J. Harrison of Queen’s University, Kingston, Ontario, and
Professor J. Davidson of Colorado State University, Fort Col-
lins, Colorado, for providing the experimental data that made

this study possible.

A (m?)
CE)
Cr(kI(kg-K))
D (m)
Fr(-)

k¢ (kJ/h-m-K)
1 (kg/h)
Pinear (Kg/h)
mlofnd (kg/h)
ms (kg/h)
mr (kg/h)
Mheat (kg)
M; (kg)
Moad(kg)
M (kg)
N(-)

P(-)

Poea (-)

. Pr(m)
Qnux.i (kJ/h)
oD (-)

Qua (KI)

QI (-)

Oin (K1)
t(h)

At (h)
Lor (1)
fon (h)
T()
Taa (°C)

Teny (°C)
Ty (°C)
Thea (°C)

1 (°C)
Tmains (OC)
Tean (°C)

T (°C)

T5(°C)
TT (°C)
U (kJ/(m? h °C))

Ur (KJ/(m* h °C))
U4 (KJ/(h °C)
UAg, (ki/(h °C))

Vcoll (m3/s)
. thul (mB)
Vieas (m*/5)
Vi (m?)
Vlond (mB)

NOMENCLATURE

cross-sectional area of the tank
(entrainment) constant

specific heat capacity of the fluid

inlet pipe diameter

collector heat removal factor

thermal conductivity of the fluid

mass flow rate

mass flow rate in the heat source loop
mass flow rate in the load loop

mass flow rate of the stream

mass flow rate of the tank

total daily mass of the heat source fluid
mass of the fluid in the ith node

total daily mass of the load fluid

mass of the fluid in the tank

number of nodes

performance number

best value of P (for a particular test)
perimeter of the tank

rate of auxiliary energy input into node /
relative error in the delivered energy
delivered energy

relative error in the energy input into
the tank

energy input into the tank

time

time step .
time when flow from heat source ends
time when flow from heat source begins
mean number of tank turnovers
temperature of the fluid delivered to the
load

temperature of the environment
average flue temperature

temperature of fluid from the heat
source

temperature of the /th node

mains water temperature

mean tank temperature

temperature of fluid returned to heat
source

temperature of the stream
temperature of the tank

heat loss coefficient of collector per unit
area

heat loss coeficient of tank per unit area
heat loss coefficient of the tank

heat loss coefficient to the gas flue of an
in-tank auxiliary heater for node i
volume flow rate in the collector loop
volume of fluid from the heat source
volume flow rate in the heat source loop
volume of node i

volume of fluid returned from the load

2.

3

10.

1L
12,

16.

17.

Vloud (mB/s)
X {m)
pe{ke/m?)
(ra) (-)
exp

sim

volume flow rate in the load loop
vertical distance from the top of tank
density of the fluid
transmittance~absorptance product
experimental

simulated
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