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Chapter 1

Introduction

The goal of this research is to characterize the heat transfer characteristics of annular

flow downstream of an obstruction. Applications of two-phase heat transfer are broad and

ubiquitous. From refrigerators, air conditioners and dehumidifiers, to nuclear reactors, data

centers, and space exploration, engineers take advantage of the high heat transport capability

of the vaporization phenomenon in a two-phase fluid. That is, heat is more efficiently removed

by a saturated fluid than by a sub-cooled liquid or a super-heated vapor. Saturated flows

are categorized by the two-phase flow regime that is present. Figure 1.1 shows the boiling

regimes as a slightly sub-cooled liquid flows through a heated flow channel and becomes

saturated.
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Figure 1.1: Evolution of saturated flow through two-phase flow regimes (top), and the asso-
ciated HTC and vapor quality (bottom). (Morse et al., 2021)

As a slightly sub-cooled liquid enters a heated flow channel, it becomes a saturated liquid

as heat transfer occurs. The amount of heat transfer between the fluid and the surrounding

solid surface is quantified by the heat transfer coefficient (HTC). The HTC is the ratio of

heat flux (units: W/m2) to the temperature difference between the solid and the fluid (units:

K). As the saturated liquid continues to remove heat from the wall, the flow vapor quality

increases. As seen in Figure 1.1, the local vapor quality corresponds directly to an associated

two-phase flow regime and HTC. Here, the vapor quality, x, is defined as,

x =
ṁv

ṁ

where ṁ is the sum of the liquid flow rate, ṁl, and the vapor flow rate, ṁv:

ṁ = ṁl + ṁv
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In general, the HTC increases with increasing x, up to xcrit, the vapor quality associated

with the critical heat flux, or CHF. The CHF is defined as the heat flux where the HTC

reaches its maximum value. Beyond xcrit, the heat transfer coefficient between the heated

wall to the fluid plummets, resulting in a sharp increase in the wall temperature, Twall, as

the thin liquid film dries out. The saturated liquid in the flow beyond xcrit exists mostly in

the form of entrained droplets in vapor.

Of the flow regimes shown in Figure 1.1, the focus of the current study is the annular

flow regime, where the greatest heat transfer occurs. Annular flows are characterized by

a turbulent vapor core, liquid droplets entrained within the vapor core, and a wavy liquid

film on the wall of the heated flow channel. The characterization of the wavy liquid film

in vertical annular flow is of interest in this study. The study requires the development of

experimental methods. Due to the complex nature of two-phase flow fields, a falling water

film was used to verify these methods before applying them to an annular flow. The falling

film is more accessible and therefore provides a straightforward environment for developing

and validating experimental methods.

Disturbance waves play a dominant role in the mass, momentum, and energy transport of

thin film flows such as falling film and annular two-phase flows (Morse et al., 2021; Moreira

et al., 2020). Due to their stochastic nature, wave statistics such as wave height, frequency,

and intermittency are used to characterize disturbance waves (Zeng et al., 2022). From these

statistics, a deeper understanding of the flow structures can be realized.

Wave statistics can be estimated using empirical correlations based on experimentation.

Empirical correlations are available for some disturbance wave characteristic in a variety of

thin film flows (Henstock and Hanratty, 1976; Zhao et al., 2013; Schubring et al., 2010a),

but physical models of the wave structures developed with experimental data are not as

comprehensive. This work aims to contribute in this regard.

A literature review in Chapter 2.2 describes the benefits and limitations of existing liquid

film thickness measurement techniques. An optical non-intrusive film thickness measurement
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technique with high temporal resolution that is used in this work is then described. In

Chapter 3.1, the experimental setup and validation process are presented. In Chapter 3.3,

analysis of the time resolved film thickness measurements are presented, and disturbance

wave shapes and velocities for a range of flow rates and conditions are calculated (Moreira

et al., 2020).

In Chapter 3.4, a two-layer physical framework is used to analyze the wave character-

istics. Compared to using only empirical correlations, the main benefit of developing such

an analysis framework to calculate wave statistics is wider applicability to different flow

conditions. Similar to the two-layer approach taken by Le Corre (2022), the two-layer char-

acterization framework for disturbance waves in this work splits the wavy liquid film into a

wave layer and a base film layer in order to more accurately describe the underlying physical

phenomenon. One of the physical quantities of interest in annular flows is the liquid film

flow rate (LFFR) due to its relationship to base film thickness, which has a direct impact on

heat transfer (Chen, 1966). The two-layer framework provides a method of calculating the

LFFR carried by the base film and waves, given time-resolved liquid film thickness (LFT)

measurements.
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Chapter 2

Literature review

Fundamentally, two-phase heat transfer is quantified by the local two-phase HTC, h,

using Newton’s law of cooling:

h =
q̇′′

Twall − T∞
(2.1)

where q̇′′ is the heat transfer rate per unit area, or heat flux, at the wall, Twall is the wall

temperature, and T∞ is the bulk temperature of the fluid. Since the fluid is saturated, the

bulk fluid temperature is taken to be the fluid saturation temperature: T∞ = Tsat. Eq. 2.1

can then be rewritten as

h =
q̇′′

Twall − Tsat

(2.2)

The consequence of this substitution is the assumption that all the heat transferred from

the wall to the liquid is used for evaporation. This involves two methods of flow boiling

at the two phase interfaces: nucleation boiling at the wall-liquid interface and convective

boiling at the liquid-vapor interface. Nucleation boiling has been well-studied (Galloway

and Mudawar, 1993; Zhang et al., 2012; Ahn et al., 2010); however, the convective boiling

phenomenon is less well understood and is the focus of this study.
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2.1 HTC and film thickness characteristics

The purpose of this section is to demonstrate the importance of liquid film thickness

to the annular flow HTC based on previous work in the literature. One of the earliest

publication in this area is by Chen (1966) who proposed a modification to the single-phase

correlation by Dittus and Boelter (1930) for vertical saturated two-phase flow.

2.1.1 Chen (1966)

The Dittus and Boelter (1930) correlation predicts a Nusselt number for turbulent single-

phase flows,

NuDB = 0.023Re0.8Pr 0.4 (2.3)

in terms of the Reynolds number, Re, and the Prandtl number, Pr . Re is defined as

Re =
ρud

µ
(2.4)

where ρ is fluid density, u is the velocity, d is a characteristic length, and µ is the fluid

viscosity. Pr is defined as

Pr =
µ

ρ

ρc

k
=

ν

α
(2.5)

where ν is the fluid kinematic viscosity, and α is the thermal diffusivity. The Nusselt number,

Nu, is defined as

Nu =
hd

k
(2.6)



7

where h is the local HTC, d is a characteristic length, and k is the thermal conductivity

of the fluid. The result of heat transfer correlations is a predicted Nusselt number, Nupred,

from which an appropriate HTC, hpred, can be calculated as:

hpred =

(
k

d

)
Nupred (2.7)

Applying Eq. (2.7) to Eq. (2.3), the Dittus and Boelter (1930) prediction of single-phase

HTC, hDB , is:

hDB =

(
k

Dh

)
0.023Re0.8Pr 0.4 (2.8)

where Dh is the flow channel hydraulic diameter. While the Dittus-Boelter equation works

well for single-phase flow, including at the two limits of 0 and 1 vapor quality, a modification

is needed to account for the interactions between the liquid and vapor phases. Chen (1966)

proposed a modification function, F , such that

hChen = hDB ,l F (2.9)

where hDB ,l is the Dittus and Boelter HTC prediction using liquid-phase values. The justifi-

cation for using liquid-phase value is due to the dominant effect of the liquid in a two-phase

flow, as heat from the wall is transferred directly through the liquid film in annular flow. F

is the two-phase Reynolds number ratio

F =

(
Re

Re l

)0.8

(2.10)
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where Re is the two-phase Reynolds number, and Re l is the liquid-phase Reynolds number.

The liquid Reynolds number is calculated as

Re l =
DhG(1− x)

µl

(2.11)

where x is the vapor quality of the two-phase mixture, and G is the two-phase mass flux.

The two-phase Reynolds number is calculated as

Re =
ρlDh

µl

G

ρAc

(2.12)

where Ac is the cross sectional area of the flow channel, Dh is the flow channel hydraulic

diameter, and ρ is the average two-phase mixture density, ρ = xρv + (1 − x)ρl. The Chen

(1966) modified correlation provides:

hChen = 0.023Re0.8l Pr 0.4l

kl
Dh

F (2.13)

which is an estimate of the convective HTC in vertical two-phase flow that relies on the liquid

film mass flow rate, G(1− x). One way of obtaining this value is through the film thickness,

δ, associated with the direction of heat transfer from the wall through the liquid film. In

other words, the liquid film thickness is integral to the application of the Chen correlation.

One drawback of this correlation is the assumption of no entrained liquid droplets in

the vapor core of annular flow. Re l represents the liquid film mass flux in the form of

Gl = G(1− x), when in fact, some portions of the liquid are entrained and may contribute

to the heat transfer mechanism differently than the bulk liquid film does. A liquid film

measurement technique with high spatial-temporal resolution would provide a more accurate

estimation for the liquid film mass flux.
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2.1.2 Liquid film and waves in annular flow

Hewitt (1969) showed images of the flow field under annular flow conditions. Based on

these images, Hewitt discerned two types of wave structures in the liquid film: disturbance

waves and ripples. Ripples are standing-wave-like structures that occur near the base film,

and between relatively large-amplitude disturbance waves. Ripples transport energy, but

not mass, and are continuously regenerated despite coalescing with disturbance waves, or

eventually dissipating due to viscous forces (Hewitt, 1969; Borhani et al., 2010).

Disturbance waves, on the other hand, transport mass and are the dominant wave struc-

ture in annular flow. As the high-velocity vapor flows over the liquid film surface, a stacking

effect of the liquid film occurs that ultimately creates the disturbance waves. The phenom-

ena is visually analogous to the spreading of icing on cake; as the viscous icing is sheared

along its surface, the icing stacks up and creates a lump. Extending the analogy, the balance

between the vapor shear force (spreading of icing) and the liquid (icing) viscous forces affect

the size of the disturbance wave (stacked-up lump). The turbulent characteristics of distur-

bance waves were also confirmed in the images provided by Hewitt (1969). The images show

the creation and dissipation of vortices, coalescence of waves, and the overall non-uniform

and stochastic wave behaviors.

2.1.3 Henstock and Hanratty (1976)

A model for predicting the time-averaged liquid film thickness along a flat wall in air-

water systems and free falling water films was developed by Henstock and Hanratty (1976).

They described the time-averaged dimensionless liquid film thickness, δ
+
, as a function of a

laminar flow and a turbulent flow:

δ
+
= f(δ

+

lam, δ
+

turb) (2.14)
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where the film thickness, δ
+
, is non-dimensionalized

δ
+
= δ

uτ

νl
(2.15)

by the liquid kinematic viscosity, νl, and the friction velocity, uτ =
√

τc
ρl
. τc is the charac-

teristic shear stress associated with the different types of wavy flows described by Henstock

and Hanratty.

For gas-liquid flow over a flat wall, δ
+

lam = 0.707Re0.5 and δ
+

turb = 0.0379Re0.9, which are

combined by an empirical fit

δ
+
=
[
δ
+

lam

2.5
+ δ

+

turb

2.5
]0.4

(2.16)

=
[(
0.707Re0.5

)2.5
+
(
0.0379Re0.9

)2.5]0.4
(2.17)

A similar process was carried out for a free falling film where δ
+

ff ,lam = 0.707Re0.5 and

δ
+

ff ,turb = 0.031Re0.9, which are combined by an empirical fit

δ
+

ff =
[
δ
+

ff ,lam

5
+ δ

+

ff ,turb

5
]0.2

(2.18)

=
[(
0.707Re0.5

)5
+
(
0.031Re0.9

)5]0.2
(2.19)

All of the experimental results used for empirical fitting by Henstock and Hanratty reported

no or negligible liquid entrainment in the vapor (air) phase of the flow. The work by Henstock

and Hanratty allows comparison of the time-averaged film thickness mentioned in this work

to previous work. From its close fit to those experimental results, this model supports

the assertion that a wavy liquid film is comprised of a laminar flow and a turbulent flow.

From observation, the former corresponds to the relatively smooth base film, while the

latter corresponds to the non-uniform and stochastic disturbance waves. Lastly, this work

shows the physical similarity in falling film flow and vapor-liquid flow. By adapting the

characteristic shear stress of each respective type of flow, the same modelling approach can
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be used to predict the time-averaged liquid film thickness.

2.2 Film thickness measurement methods

A wide array of liquid film thickness measurement techniques with different capabili-

ties have been developed over the years. A comprehensive review of these methods have

been presented by Clark (2002) and Tibiriçá et al. (2010). Some of the earliest work used

needle contact probes (Neal and Bankoff, 1963) for point measurements, and conductance

probes (Collier and Hewitt, 1964) for localized measurements. The needle contact probe

measures film thickness by physically measuring the distance at which a needle tip contacts

the film surface (Fujita et al., 1986; Nosoko et al., 1996). It requires access to physical

space above the film surface and is suitable for external flows. Several drawbacks of this

method include poor time-resolution, potential of probe bending during calibration (Hewitt

et al., 1962), and film distortion due to physical contact. This technique is limited to point

measurements.

Conductance probes are some of the most widely used film measurement techniques (Clark,

2002). Electrodes are arranged in and around the flow to measure the electrical conductance

of liquid in a certain region. Depending on the electrode arrangement, the film thickness

within a certain range can be linearly correlated to the measured electrical conductance.

With an appropriately designed electrode configuration, the ease of implementation and

near-instantaneous response (Pearlman, 1963) are contributing factors to their wide adop-

tion. These probes, however, require physical contact with the flow, and can potentially

disrupt the liquid film. Even in the case of flush-mounted electrodes, where the electrodes

are flush with the flow channel wall, the film can be disrupted by the the change in wall

material. Moreover, these measurement techniques are limited to being implemented in

electrically conductive working fluids. Capacitance probes operate similarly.

Optical methods are often used to measure refrigerant films as refrigerants tend to be
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dielectric (Ubara et al., 2022; Fehring, 2018). Interferometry (Jonsson and Höglund, 1993;

Morales-Espejel et al., 2015) is a commonly used optical thin film measurement technique,

where the optical interference pattern caused by monochromatic light passing through a

thin film correlates precisely to the film thickness. Fluorescence (Schubring et al., 2010b)

is another technique in which the intensity of the light emitted by a fluorescent dye mixed

with the working fluid is proportional to the film thickness. The introduction of the dye

can be problematic as it may alter the working fluid properties, and may be difficult to fully

remove from a flow facility. Confocal chromatic displacement sensors Ubara et al. (2022)

take advantage of controlled chromatic aberration to determine the distance between a target

surface and a polychromatic light sensor. As with optical methods in general, implementing

these measurement techniques require careful calibration and specialized optics, light sources

or materials.

2.2.1 Technique used in this work

The optical film thickness measurement technique used in this work was adapted from the

method introduced by Hurlburt and Newell (1996), and refined by Shedd and Newell (1998)

and Moreira et al. (2020). It relies on the total internal reflection (TIR) of light past the

critical angle of refraction at the liquid-vapor interface. The beam path of a laser ray through

the various layers is shown in Figure 2.1. A collimated beam is directed perpendicular to the

exterior glass surface. A translucent white tape is attached to this interface to diffuse the

incident beam into the glass. Diffused rays then propagate into the liquid before reaching the

liquid-vapor interface. Since the refractive index of vapor is lower than the liquid, a critical

angle, θc, exists that satisfies Snell’s law for TIR at this interface. Incident rays propagating

at an angle lower than θc will mostly refract through the interface, whereas rays propagating

at and above θc will reflect completely. The reflected light forms a circular shape resembling

a light ring. The position of the reflected beam on the white tape, where an image is taken,

depends on the water thickness at the point of TIR. By setting the initial incident beam
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location as a reference, the radii around the light ring are measured and the associated liquid

thicknesses inferred. The process of analyzing the reflected light ring images is described in

Chapter 3.3.

Figure 2.1: Optical schematic of the film thickness measurement technique.
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Chapter 3

Falling film

3.1 Experimental setup

The validation of the optical film thickness measurement technique used in this work is

performed on a falling film facility with de-ionized water as the working fluid. The facility

shown in Figure 3.1 features an inclined glass pane as the flow channel. The clear glass pane

is 1500 mm long, 430 mm wide, 0.7 mm thick, and allows optical measurements of the film

thickness. The schematic of the facility is shown in Figure 3.2. Water is pumped from the

lower tank to the upper tank using a rotary vane pump (Fluid O-Tech PA411) driven by a

permanent magnet DC motor (Dayton 2M167D). The pump provides a maximum volumetric

flow rate of 2 L/min. The mass flow rate is controlled using a motor control module and

measured by a Coriolis flow meter (Micro Motion 2700). The incline angle can be changed

from 0 to 60 degrees from horizontal.
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Figure 3.1: Photograph of the falling film facility. The adjustable inclined angle is manually
controlled using a rope-and-pulley system.
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Figure 3.2: Schematic of the falling film facility.

3.1.1 Optical setup

The optical setup includes a polarized 5 mW HeNe laser, a beamsplitter, and a high-

speed camera. A CAD rendering of the setup is shown in Figure 3.3. An aluminum optical

breadboard was used to hold all of the optical components. Starting from the laser source,

(632.8 nm, ThorLabs HNL050LB), a laser beam propagates through the 0.5 inch lens tube

(ThorLabs SM05L10) to the silver turning mirror (ThorLabs CCM5-P01). The laser module

is housed inside a 66-mm optical rail (ThorLabs XT66RL2) segment that also supports the

high-speed camera. Various optomechanical spacers are used to evenly support the laser

tube.
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Figure 3.3: Optical setup for the film thickness measurement system.

Following the laser beam path in Figure 3.4, the laser beam is directed to a beamsplitter

where the reflected is absorbed by a beam block. The transmitted light propagates to the

glass pane. The reflections of the laser rays from the glass-water interface projects a light

ring on a white diffusing tape. The high-speed camera (Phantom VEO 640) is mounted

directly over and parallel to the laser, so that it can collect images of the reflected image in

the beamsplitter.

Figure 3.4: Optical setup for the film thickness measurement system.
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3.2 Measurements

3.2.1 Parametric study

Two sets of parametric studies were conducted using the falling film facility in which

the mass flow rate and incline angle are the independent parameters. The first study was

carried out following the test matrix provided in Table 3.1, using 2000 frames per second (fps)

image sampling frequency. Each data set was 5 seconds long and included approximately

20 disturbance waves. Mass flow rates were chosen such that wave features moved slowly

enough that the captured images of both the ring and the film could be used to clearly

discern wave structures. Incline angles were limited by the capabilities of the facility to 60

degrees from horizontal.
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Table 3.1: Test conditions for 2000 fps sampling rate.

No. Γ [kg/m-s] ṁ[g/s] θ [deg]

1.1 0.0120 5 20

1.2 0.0241 10 20

1.3 0.0241 10 60

1.4 0.0361 15 30

1.5 0.0361 15 60

1.6 0.0482 20 20

1.7 0.0964 40 30

1.8 0.0964 40 60

1.9 0.1446 60 30

1.10 0.1446 60 60

1.11 0.1928 80 30

1.12 0.1928 80 60

1.13 0.2892 120 30

1.14 0.2892 120 60

After analyzing images captured in the first study, a second study was conducted to fill in

missing data. The first study was used to examine the variations among disturbance waves

in each flow condition. By lowering the imaging frequency to 1000 fps in the second study,

twice as many waves were recorded for each experiment, but with less time-resolution for

each wave. The list of tests in the second study is provided in Table 3.2.
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Table 3.2: Test conditions for 1000 fps sampling rate.

No. Γ [kg/m-s] ṁ[g/s] θ [deg] # Γ [kg/m-s] ṁ[g/s] θ [deg]

2.1 0.0481 20 20 2.26 0.1691 70 20

2.2 0.0481 20 30 2.27 0.1691 70 30

2.3 0.0481 20 40 2.28 0.1691 70 40

2.4 0.0481 20 50 2.29 0.1691 70 50

2.5 0.0481 20 60 2.30 0.1691 70 60

2.6 0.0721 30 20 2.31 0.1931 80 20

2.7 0.0721 30 30 2.32 0.1931 80 30

2.8 0.0721 30 40 2.33 0.1931 80 40

2.9 0.0721 30 50 2.34 0.1931 80 50

2.10 0.0721 30 60 2.35 0.1931 80 60

2.11 0.0961 40 20 2.36 0.2171 90 20

2.12 0.0961 40 30 2.37 0.2171 90 30

2.13 0.0961 40 40 2.38 0.2171 90 40

2.14 0.0961 40 50 2.39 0.2171 90 50

2.15 0.0961 40 60 2.40 0.2171 90 60

2.16 0.1201 50 20 2.41 0.2411 100 20

2.17 0.1201 50 30 2.42 0.2411 100 30

2.18 0.1201 50 40 2.43 0.2411 100 40

2.19 0.1201 50 50 2.44 0.2411 100 50

2.20 0.1201 50 60 2.45 0.2411 100 60

2.21 0.1451 60 20 2.46 0.2651 110 20

2.22 0.1451 60 30 2.47 0.2651 110 30

2.23 0.1451 60 40 2.48 0.2651 110 40

2.24 0.1451 60 50 2.49 0.2651 110 50

2.25 0.1451 60 60 2.50 0.2651 110 60
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3.3 Results

A time-series of light-ring images, one of which is shown in Fig. 3.5b, are first fit to

ellipses. The ellipses are defined by two orthogonal radii (R1 and R2), a rotation (θrot) about

the horizontal (x) axis, and center positions for which the corresponding local FTs can be

calculated Hurlburt and Newell (1996); Schubring et al. (2010a); Fehring (2018). Hurlburt

and Newell (1996) used the cross-correlated lag times of two independent FT sensors to

calculate disturbance wave velocities in the flow. The sensors were a fixed distance apart

and aligned in the flow direction. In this experiment, the light-ring captured from a single

FT sensor is used by bisecting the ring into two halves (the upstream (top) and downstream

(bottom) halves). The two radii are related to the upstream and downstream film thicknesses

and can be cross-correlated in time to provide wave velocity. The physical distance in the

flow direction between the two FT measurement locations are approximately 0.01 m.

(a) (b)

Figure 3.5: (a) Sample light-ring image. (b) Illustration of ring-detection parameters and
key variables. The green line is the fitted ellipse, the red lines are the radii and rotation that
defines the ellipse, and the blue lines are the two radii converted into film thickness values.

The two light ring radii, (Rup, Rdown), are calculated through several steps. First, a
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reference center point (xc, zc) is defined using the center of a ring obtained from a dry

calibration image. Since there is no liquid in a dry image, the center reflects the fixed point

at which the laser beam is incident with the glass pane. Next, a line passing the reference

center point is drawn in the flow direction. The coordinates (xc, z) of the intersection

between the fitted ellipse and the vertical line are calculated:

(
xc · cos(θrot) + z · sin(θrot)

R1

)2

+

(
xc · sin(θrot)− z · cos(θrot)

R2

)2

= 1 . (3.1)

Then, the distance from each intersection to the center point are recorded as the upstream

and downstream radii. Finally, the corresponding film thicknesses, δ, are calculated:

δ =
(R−Rdry)

2 tan(θcrit)
cpixel

where θcrit is the critical angle of light between water and air, and cpixel is the pixel size,

and R is the light-ring radius. The resulting film thickness time traces calculated from the

upstream and downstream radii of a light-ring are shown in Fig. 3.6.
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Figure 3.6: Time trace pair of film thicknesses, upstream and downstream. The raw data
(shown as scatter points) are overlaid with smooth curves using a moving median filter with
a filter size of 0.02 sec. Γ=0.19 kg/m-s, θ=30◦

The unfiltered data is smoothed using a moving median filter with a size that contains 0.02

sec of data. At this size, the processing algorithm yields results with values of the qualities

Γ̄w, Γ̄b, w̄w, and δ̄b that are both reasonable and insensitive to the filter size. Figure 3.7

shows the effect of the filter size on these flow characteristics. Sizes less than 0.015 sec and

above 0.060 sec result in fluctuating and obviously incorrect values. Large filter sizes also

remove distinctive wave shapes.
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Figure 3.7: Effects of the moving median filter size on ww, Γw, Γb, and δb. Γ=0.10 kg/m-s,
θ=40◦

3.3.1 Wave recognition

The wave recognition and velocity calculation process is based on the work by Su (2018)

and Moreira et al. (2020). Figure 3.8 shows the film thickness time trace associated with

three waves. The sudden increase in film thickness delineates one wave from another. These

delineations are identified through an automated algorithm. The start of each wave is defined

as a local minima on a rising edge in the upstream (top) thickness time trace. This rising edge

traverses from a trough to a peak, and passes through specified thickness values (±σ) above

and below the overall mean wave thickness, as shown by the horizontal lines in Fig. 3.8. The

boundaries between waves that are identified using this criterion are shown in Fig. 3.8. Small

ripples may create local peaks and troughs in the data, but due to their small amplitudes
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they do not satisfy the recognition criteria and therefore are not identified as individual

disturbance waves. Assuming that the waves are traveling at constant speed across the

small distance between the top and bottom of the light ring and that their structure stays

the same during this short travel, the cross-section profiles of the waves in the z−y plane

can be measured using this approach. Figure 3.9 shows several wave cross-sections, aligned

at their peaks, for Γtotal = 0.19 kg/m-s and θ = 30◦ measured with a sampling frequency of

2000 Hz. The same individual wave cross-sections (the lines) are shown individually in Fig.

3.10 overlaid with the corresponding unfiltered film thickness data (the shaded regions). The

overlaid unfiltered data shows that the filter rounds out (decreases) the peak of some waves.

Moreover, for the same mass flow rate, waves at 60◦ incline angle are less distinctive than

waves at 30◦, as shown in Fig 3.10b and 3.10a respectively. Time traces, overlaid wave cross

sections, and individual wave cross sections of all flow conditions in this study are presented

in Appendix A.1, A.2, and A.3, respectively.
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(a)

(b)

Figure 3.8: The start of each wave is defined as a point on the rising edge in the thickness
data, that travels from a trough to a peak, and passes through specified values (±σ) above
and below the overall mean wave thickness.
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Figure 3.9: Cross-section of the waves are aligned by wave peaks. Note that there are some
outliers, but the waves are generally extremely similar in both shape and size.
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(a)

(b)

Figure 3.10: Individual cross-section of the waves from raw data (shaded) and after applying
the moving median filter (line). The filter tends to round off the maximum peaks of waves.
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3.3.2 Wave velocity measurement

The velocity of each wave is calculated using the most probable phase lag found by cross-

correlating the top and the bottom film thickness data, as shown in Fig. 3.11a. Figure 3.11b

shows the cross-correlation for different phase shifts. The phase shift corresponding to the

highest cross-correlation indicates the most probable time required for the wave to travel

across the light-ring. The time resolution of the cross-correlation vs. phase shift data is

dependent on the sampling frequency of the film thickness data. In order to improve the

time resolution, a smoothing spline is fitted to the cross-correlation curve in the region near

the approximate maximum value. The maximum of the fitted curve is used as the most

probably phase shift to calculate the wave velocity. This phase shift is applied to the bottom

wave curve in Fig 3.11a, as shown by the dashed line, to verify that the shifted curve closely

matches the top wave curve.
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(a)

(b)

Figure 3.11: The phase shift associated with the maximum cross-correlation between the top
and bottom wave FT signals is the time estimate of a wave to travel across a known small
distance.
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3.3.3 Validation of wave velocity measurements

The accuracy of the wave velocities calculated using the cross-correlation method was

verified by comparing them with manually calculated wave velocities based on high speed

video taken from above the film. The manually calculated wave velocities were calculated

by measuring the time each wave took to travel a known distance in a series of wave images

taken from the side. These high speed images images were taken synchronously with the

light-ring images used for film thickness. Figure 3.12 shows a sample side view image with

a known distance reference. The velocities calculated using the automated versus manual

methods are compared in Fig. 3.13. 82% and 71% of automatically calculated velocity values

are within 25% and 15% of the manually calculated values, respectively.

Figure 3.12: Sample image of the side view of the wavy flow. The 10-mm reference mark is
used to measure the time for a wave to travel a set distance, which is used to measure its
velocity.
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Figure 3.13: Comparison between automated versus manually measured ring velocity with
a 25% margin of error.

Wave frequency as a function of the film Reynolds number, Re, and categorized by the

Kapitza number, Ka, is shown in Fig. 3.14. Re is defined as,

Re =
4Γtotal

µ
. (3.2)

The Kapitza number, Ka, is the ratio of surface tension force to gravitational force:

Ka =
σl

ρl(g sin θ)
1
3ν

4
3
l

, (3.3)

where σl is the liquid surface tension, and νl is the liquid kinematic viscosity. The results
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show that the median wave frequency is not a strong function of Re, and increases slightly

with Ka. As Ka increases, the spread of wave frequency tends to decrease.
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Figure 3.14: Wave frequency statistics as a function of Re. The boxes represent the 2nd and
3rd quartiles, which are separated by the median. The whiskers of the box plots represent
the 1st and 4th quartiles. The crosses represent outliers that are defined as values greater
than 1.5 times the interquartile range away from the bottom or top of the boxes.
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3.4 Two-layer characterization framework

The experimentally observed falling liquid film suggests that the film is composed of large

intermittent waves imposed on a base film layer, as illustrated in Fig. 3.15. In this situation,

the total mass flow rate per unit width into the page, Γtotal,i, for each segment of the flow is

the sum of Γb,i in the base film and Γw,i in the waves at any instant in time:

Γtotal,i = Γb,i + Γw,i . (3.4)

Time-averaging over the entire film, we obtain:

Γtotal = Γb + Γw . (3.5)



36

Figure 3.15: Illustration of the base-wave liquid film model for a falling liquid film on an
inclined plane. The incline angle is θ with respect to horizontal. δ and Γ represents the film
thickness and mass flow per span-wise width of the flow channel (into the page), respectively.
Subscripts w and b are used to denote wave and and base film quantities, respectively. Lw

is the stream-wise distance between waves.

In this work, the base film is defined as the underlying liquid layer with an associated

Γb,i given by:

Γb,i = ρlwbδb (3.6)

where ρl is the liquid density, wb is the time-averaged base film velocity, and δb is the base

film thickness. The base film layer in the falling film facility is assumed to be a wave-less,

gravity-driven, fully-developed laminar flow, with no shear at the liquid-vapor interface. The

mean velocity of such a flow is given by:

wb =
∆ρ g δ2b sin(θ)

3µl

(3.7)
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where ∆ρ is the difference in density at the vapor-liquid interface, g is the gravitational

acceleration in the downwards direction, and µl is the liquid viscosity (Carey, 1992). Here,

the base film flow rate is assumed to be constant with time. Therefore, the time averaged

base film flow is the same as the instantaneous value:

Γb = ρl
∆ρg sin(θ)

3µl

δ3b . (3.8)

Γw is the average Γw associated with many (n) waves observed experimentally

Γw =
n∑

i=1

[∫ Lw,i

0
δw,i dz

ti

]ρl
n

=
n∑

i=1

[∫ Lw,i

0
(δi − δb) dz

ti

]ρl
n

=
n∑

i=1

[∫ Lw,i

0
(δi) dz

ti

]ρl
n
−

= Γb︷ ︸︸ ︷
n∑

i=1

[∫ Lw,i

0
dz

ti

]ρl
n
δb (3.9)

where ti represents the duration of time required for wave i to travel Lw,i (the distance

between two waves); ti includes any intermittency between waves (during which δw,i ≈ 0).

Here, the wave shape is assumed to be 2-D and constant across the width of the flow channel.

Substituting Eqs. (3.6) and (3.9) into Eq. (3.5) leads to:

Γtotal = ρl
∆ρg sin(θ)

3µl

δ3b +
n∑

i=1

[∫ Lw,i

0
(δw,i) dz

ti

]ρl
n
−

n∑
i=1

[∫ Lw,i

0
dz

ti

]ρl
n
δb . (3.10)

Equation (3.10) represents Γtotal as a function of δb, the only unknown (or unmeasured)

variable. All other variables are known from experimental measurements. Rearranging Eq.
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(3.10) leads to:

(
ρl
∆ρg sin(θ)

3µl

)
δ3b −

(
n∑

i=1

[∫ Lw,i

0
dz

ti

]ρl
n

)
δb +

(
n∑

i=1

[∫ Lw,i

0
(δw,i) dz

ti

]ρl
n
− Γtotal

)
= 0 .

(3.11)

Eq. (3.11) shows that the base film thickness satisfying the two-layer wave equation is the

solution to a cubic polynomial. The following sections validate this approach and describe an

estimation of the base film thickness obtained from experimental data. Using the estimation,

other variables in Eq. (3.11) can be solved.

3.4.1 Validation of the two-layer framework

The performance of the two-layer framework is validated using independently measured

liquid-film flow rate and liquid-film thickness values. Fig. 3.16 shows that 70% of the

estimated base film thickness values, obtained from Eq. 3.11, agree within 25% of the

measured values. The measured base film thickness is defined as the median of the first

quartile of the measured film thickness, which is related to the film thickness that exists,

on average, between waves. The data points are categorized by Ka. Given a liquid film

flow rate, the framework accurately predicts the base film thickness. Alternatively, given an

average base film thickness, it predicts the corresponding liquid film flow rate, as shown in

Fig. 3.17. The framework tends to estimate both variables more poorly when Ka < 3900.

At these low Ka numbers, when the incline angle is steep, waves are traveling so close to one

another that it is difficult to measure the base film accurately. Consequently, the measured

base film is overestimated and predictions are not accurate.
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Figure 3.16: The two-layer framework generally predicts the base film thickness well when
compared to the observed base film thickness for Ka > 3900.
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Figure 3.17: The two-layer framework predicts the liquid film flow rate well given the base
film thickness.

3.4.2 Analysis using two-layer framework

The wave and base film liquid flow rates can be estimated using the two-layer framework.

As shown in Fig. 3.18, most of the liquid mass is transported by the waves. The base film

flow rate increases with Re, albeit at a slower rate than the wave flow rate.
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Figure 3.18: Estimated liquid flow rate in the base film and the waves as a function of Re
and Ka.
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The measurements showed several trends in the wave characteristics with respect to the

film Reynolds number. The characteristics are presented in wall units to be more generally

comparable with other data. Figure 3.19 shows that the wave velocity (in wall units) increases

with Re to approximately 1/3 power:

u+
w = 2.44Re0.31 (r2 = 0.87), (3.12)

The wave velocity in wall units is defined as:

u+
w =

u

uτ,w

, (3.13)

where uτ,w is the friction velocity of the wave represented in terms of the wall shear stress,

τwall,w = ρgδ̄w sin θ, and is estimated as:

uτ =

√
τwall,w

ρ

=

√
gδ̄w sin θ,

(3.14)

where δ̄w is the time-average wave amplitude. Fig. 3.20 shows that for Ka > 3900 the wave

amplitude in wall units increases linearly with Re:

δ+w = 0.03Re (r2 = 0.53). (3.15)

The wave amplitude in wall units is defined as:

δ+w =
δ̄wuτ,w

νl
(3.16)

where νl is the liquid kinematic viscosity.
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Figure 3.19: Wave velocity in wall units as a function of Re.
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Figure 3.20: Wave amplitude in wall units as a function of Re.

Henstock and Hanratty (1976) presented similar analysis for disturbance waves in vertical

annular flows, and developed an empirical fit of time-average film thickness (in wall units)

to the film Reynold’s number:

δ+avg =
[(
0.707Re0.5

)2.5
+
(
0.0379Re0.90

)2.5]0.40
, (3.17)

where δ+avg is defined as:

δ+avg =
δ̄fuτ,avg

νl
. (3.18)

The characteristics of the liquid film in annular flow are similar to those of a falling film,

although the liquid vapor interface is sheared in annular flow. Results from this work are
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well predicted by the Henstock and Hanratty (1976) correlation, as shown in Fig. 3.21. This

suggests that the current framework may also apply to other types of liquid film flows such

as vertical annular flow.

Figure 3.21: Results from the current work agree with published correlations by Henstock
and Hanratty (1976)
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Chapter 4

Annular flow

4.1 Facility

The Multiphase Flow Visualization and Analysis Laboratory (MFVAL) is an experimen-

tal research laboratory within the Department of Mechanical Engineering at the University

of Wisconsin - Madison. The MFVAL has worked to develop a low-pressure refrigerant two-

phase annular flow facility that is capable of vertical upward flows with any vapor quality,

and mass flux up to 200 kg/m2-s. The long-term goal of the laboratory is to develop a

mechanistic description of the transition to dryout based on local flow and heat transfer

quantities such as the local film thickness, film flow rate, wave characteristics, and local heat

transfer coefficient.

For the purpose of characterizing the heat transfer of annular flow past a wall obstruction,

three facility features are worth mentioning:

� Fully instrumented, optically clear, heated test section: The test section has

large glass windows coated with a thin film of fluorine-doped tin oxide (FTO). The win-

dows are transparent and allow optical access for measurements and flow visualization.

In addition, the windows can be heated by passing a current through the FTO coating

with a heat flux up to 55 kW/m2. The test section is also fully instrumented with
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pressure and temperature sensors. A schematic of the facility is shown in Figure 4.1.

� A suite of high-speed optical measurement techniques: The MFVAL has devel-

oped optical measurement techniques for the instantaneous, local, and non-intrusive

measurements of film thickness and wall temperature (Chan et al., 2019). Coupled

with high-speed videos, they allow for the time-resolved characterization of heat trans-

fer processes during transient and cyclic events, such as the re-wetting of a surface

driven by a disturbance wave. Recently, the film thickness measurement method was

extended to measure wave velocity and statistics (Moreira et al., 2020). The laser

optics technique used to measure wall temperature was adapted to measure the state

(wet or dry) of the inner wall surface (Morse et al., 2021). The state measurement

allowed for the acquisition of statistics pertaining to the duration of dryout events and

time between dryout events.

� Interchangeable wall obstruction test-section module: The most recent upgrade

to the test section is a wall-obstruction module. While single-phase flow past an

obstruction has been thoroughly investigated in literature, there has been virtually no

literature on two-phase flow past an emerged obstruction oriented perpendicular to

the flow direction. This module allows for studies with such obstructions; it can be

installed only when needed, and accepts a wide range of obstruction geometries and

sizes above 1 mm in diameter. Details of this module are described in Section 4.2.
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Figure 4.1: Schematic of the annular flow facility.

4.2 Test section obstruction module

The effects of a protruding obstruction on annular flow, either with or without heat flux

at the flow channel wall, have not been widely investigated in publications so far. Occlusions

may occur in an internal flow unintentionally, such as in the case of fouling, or intentionally,
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as in the case of cooling heated rods, or inevitably, as in the case of mechanical fasteners.

Regardless of the reason, these obstructions in the flow are analogous to bridge pillars in

a river, where the pillars disturb the river flow. While civil engineers are interested in

bridge scour avoidance1, and have published countless papers showing its importance, that

is not the focus for this task. The purpose of constructing the setup to investigate these

annular flow obstructions is to better understand their effects on the liquid film thickness

and, consequently, the heat transfer behavior of the flow near the obstructions.

4.2.1 Design Criteria

Several design criteria are considered for this experimental apparatus.

� Material compatibility The working fluid in the annular flow facility, R245fa, is

known to dissolve most commonly used polymers, including acrylic, silicone and Vi-

ton. Ultem (polyetherimide) and EPDM rubbers of particular compositions are two

exceptions; they are known to be compatible with R245fa from past experience. These

chemically compatible polymers, stainless steel, steel, and aluminum are used to con-

struct this apparatus.

� Obstruction geometry Obstructions with different geometries and sizes can be in-

stalled to the apparatus. This helps in investigating the effects of obstruction geometry

on the flow field. The mechanism that holds the obstruction in place needs to prevent

the obstruction from rotating about its longitudinal axis. The apparatus can accept

obstructions of any size that fits within the flow channel.

� Electrically insulated obstructions The obstruction needs to be electrically insu-

lated to prevent short-circuiting the electrically conductive glass wall. The channel

wall surface is deposited with fluorine-doped tin oxide (FTO), a conductive metal ox-

ide coating, that serves as an optically transparent heater, creating heat flux that is

1Bridge scour is the removal of sand and gravel from around bridge abutments or piers caused by fast
flowing water that compromises structural integrity.
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transferred to the flow. Ultem is used for the obstruction as it is electrically insulat-

ing and soft, which aids in avoiding scratching the channel wall as the obstruction is

installed.

� Thermal constraints - temperature The temperature of the area of the heated

channel wall where the obstruction makes contact can rise significantly due to the

low thermal conductivity of Ultem. A thermal analysis is needed to ensure the in-

creased wall temperature stays within the operating temperature range of the Ultem

obstruction.

� Thermal constraints - expansion The glass wall is expected to expand as it is

heated. While the magnitude of thermal expansion of glass is on the order of microns

for the operating temperature range of the test section, this is sufficient for the glass

to crack under a point load where the obstruction presses against the wall, or for

the otherwise unsupported obstruction to lose contact with the glass and fall into the

flow channel. The obstruction and its supporting mechanism need to account for the

expansion of both the glass and themselves through the use of elastic materials, such

as rubbers and springs. A simply rigid and fixed support is insufficient as it does not

compensate for gaps between the obstruction and the glass.

� Ease of use The test section into which the obstruction will be installed contains

many fragile components. Any damage due to installing the obstruction is highly

undesirable. The obstruction module needs to be installed in a simple way to avoid

damaging both the test section and the module itself. The obstruction falling into

the flow channel during both installation and operation is of concern. This is because

the upstream region of the flow channel (which is physically lower in the facility) is

connected directly to pumps and flow adapters. Disassembling multiple components

of the flow facility would increase downtime and refrigerant waste.

� Modularity Changing the obstruction geometry without fabricating an entirely new
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obstruction module is a requirement for this design. A modular obstruction mounting

mechanism is needed for parametric studies related to the impact of geometry on flow

behavior. Moreover, the stream-wise position of the obstruction in the flow channel

needs to be set precisely and repeatably so that the optics do not need to be re-

positioned each time the obstruction is changed.

4.2.2 Current design

A CAD rendering of the module is shown in Figure 4.2. The module supports the

obstruction with extendable rods that are attached to a cross bar on the top. The top bar is

part of the top plate which is installed to the test section as an additional module. Figure 4.3

shows the exploded view of the assembly with descriptions to each component. Besides

adding mechanical support and eliminating the risk of the obstruction falling, this design

allows for fine positioning of the obstruction during installation and sufficient compensation

for thermal expansion.

Figure 4.2: CAD rendering of the obstruction module for the annular flow facility.
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Figure 4.3: Exploded view of the improved design assembly. 1) Ultem plate attaches to the
test section top plate. 2) Steel chuck holds the obstruction. 3) Steel bottom attachment
holds the lower sub-assembly to the extendable rods. 4) Ultem obstruction. 5) Steel top
rod. 6) Steel retaining ring. 7) Brass set screw keeps the top rod from rotating. 8) Chuck
spring accounts for thermal expansion in the test section and maintains obstruction-window
contact. 9) Sealing socket head screw. 10) Cone-point set screw fine tunes axial position
of the top rod. 11) Spring plunger creates opposing force to the cone-point set screw. 12)
Stainless steel extendable rods. 13) Precision shoulder screw draws the obstruction into the
chuck. 14) Vented screw secures the extendable rod to the top rod.

A conjugate thermal and flow simulation using SolidWorks 2021 (Dassault Systemes,

2020) was performed to validate the thermal performance of the obstruction in dry-out flow

conditions - the worst-case flow scenario. The vapor flow (P=120 kPa and T=45°C ) is

super-heated at the inlet. The mass flow rate is 60 g/s. The wall heat flux is 30 kW/m2

and the HTC on the outer glass walls is 25 W/m2-K at Tamb=25°C . The cross-sectional

temperature distribution of the obstruction and surrounding walls are shown in Figure 4.4.

The simulation results show the maximum temperature near the obstruction occurs in the

glass wall and is approximately 140°C . The Ultem obstruction stays within its maximum

operation temperature, at 59°C , as shown in Figure 4.5.
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(a) Top view

(b) Side view

Figure 4.4: Section views of the temperature distribution of the lower obstruction sub-
assembly.

Figure 4.5: The surface of the Ultem obstruction at the glass interface reaches an estimated
maximum temperature of approximately 59°C .
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4.2.3 Evaluation

Qualitative and quantitative assessments of the seven design criteria identified in Sec-

tion 4.2.1 were performed. Those criteria are consolidated into and reported in three groups

as follows:

� Ease of use (Assembly)

� Electrical insulation

� Thermal constraints - temperature

Assembly and installation

The fully assembled obstruction module is shown in Figure 4.6. The exploded view of

the parts of the polyetherimide (PEI) obstruction submodule, on the bottom-right corner of

Figure 4.6 is shown in Figure 4.7a. The exploded view of the supporting structure for the

obstruction submodule is shown Fig 4.7b.
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Figure 4.6: Fully assembled obstruction module.
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(a) Exploded view of the obstruction submodule. From left to right:
PEI obstruction, obstruction chuck, spring, submodule body, C-clip,
and #0-80 screw.

(b) Exploded view of the obstruction support submodule. From left to right: #4-40
vented screw, top-support bar (with spring-pin attached), extension rod, obstruction
submodule (attached).

Figure 4.7: Exploded views of parts of the obstruction module.

Module assembly Assembly of the obstruction module is straightforward. The process

starts with the assembly of the obstruction submodule. The spring is first fitted around the

obstruction chuck, which is then inserted into the submodule body, and retained with the C-

clip. The C-clip is installed in the groove on the chuck body. Finally, the PEI obstruction is

inserted into the chuck from the left and screwed in place with the #0-80 screw on the right.

The full module is assembled by first installing the top-support bar (shown in Figure 4.7b)

into the module plate (square PEI plate in Figure 4.6). The end with the pressed-in spring

pin is inserted first. Next, the #4-40 vented screw is loosely fastened to the extension rod
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through the top-support bar. Then, the wall-contact surface of the obstruction is aligned

with the appropriate face of the module plate, so that the obstruction will fully contact

the inner test section wall upon installation. This is achieved by supporting the contact

surface with a machinist screw jack (not shown), such that the appropriate module plate

face is parallel to the obstruction wall-contact surface. Then, the #4-40 screw is tightened.

Finally, the orientation of the top-support bar is fixed by tightening a 1/8”-long #6-32 brass

set screw (anti-rotation set screw) into the upstream surface of the module plate. A 1/4”-20

positioning set screw is installed in the top-support bar insertion hole. The hole is then

sealed by a 5/16”-18 sealing screw.

Module installation Installation of the obstruction module requires disconnecting the

test section from the downstream refrigerant line at the flow adapter. Residual fluid in the

test section is first rarefied by evaporation and condensation using the upstream heaters

and the down stream condenser unit. Any liquid pooled upstream of the test section is

vaporized and drawn into the condenser. Next, the downstream isolation valve is closed

(upstream valves maintain close throughout the process) and the downstream flow adapter

is separated from the test section top-plate. Then, the obstruction module is inserted into

the test section from the top. The obstruction is first offset from the from window of the test

section to avoid dragging the obstruction during insertion. The module plate is then placed

on the test section top-plate. The flow adapter is then reinstalled on top of the module plate,

bolting into the top-plate. The positioning set screw is turned counterclockwise to ease the

obstruction to the front window. By design, the obstruction contacts the front window when

the set screw is disengages from the top-bar. The set screw is left in the module plate.

Finally, the sealing screw is installed.

Future improvements Two issues were identified when installing the obstruction module:

� Bending of the extension rod Due to the large amount of force applied to the

extension rod when the module was first assembled, the extension rod was bent slightly.
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In doing so, the mating hole for the rod in the top-bar was also slightly deformed, such

that perfect alignment was not automatically achieved during assembly. While the

bend was minor (estimated less than 1°C ), it was sufficient to prevent the obstruction

from fully contacting the test section window. This was realized when liquid droplets

were observed flowing between the obstruction and the glass wall. A replacement

extension rod remedied the issue. Moving forward, a precision hardened steel rod

should be used in lieu of the stainless steel optical cage rod. Further, the top-rod

should be hardened as well to prevent fine features from deforming. Lastly, an assembly

jig should be devised to prevent excessive manual turning and bending torque to the

extension rod during the assembly process when screws are tightened while maintaining

alignment.

� Marring in the top-rod Due to supply shortages of the brass anti-rotation set screw,

steel replacements were used. In doing so, the mating surface on the top-rod was marred

and prevented the top-bar from sliding when the set screw was loosely tightened. Filing

the marred surface and using a brass set screw resolved the issue. However, in the

future, a more robust method should be used. First, the top-rod should be hardened

as mentioned previously. Second, instead of a pointed set screw, a ball-tipped set screw

should be used. Alternatively, a square key and keyway can be used to prevent the

top-rod from rotating while allowing sliding.

The issues are resolved and the obstruction module works as intended for the current study.

Electrical insulation

Due to the electrically conductive fluorine-doped tin oxide heater coating on the inner

glass walls of the annular flow test section, any obstacle in contact with the wall surface

needs to be electrically insulating to avoid damaging the heater and Ohmic heating of the

obstruction. PEI has been previously used to construct the test section partly due to its

chemical and electrical resistivity. According to a material supplier, the volumetric electrical
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resistivity of PEI is on the order of 1015 [Ω-cm], which was considered sufficiently high in

this application. It was selected as the material for the obstruction. During operation,

no abnormalities were observed at and near the contact area between the obstruction and

the electrically conductive wall surface. The heater resistance reading saw no measurable

difference with the addition of the obstacle. This shows the obstruction does not contribute

to the electrical characteristics of the wall heater.

Thermal constraints - temperature

The poor thermal conductivity of PEI is both desirable and of concern. Its low thermal

conductivity (approximately 0.3 [W/m-K]) ensures little possibility of a local cool spot when

the window heater is operating. On the flip side, a local hot spot, due to poor conductivity

and little convective heat transfer in the contact area, can cause a concentrated thermal

stress in the glass wall that can break the glass wall.

Figure 4.8a shows the obstruction module installed in the operating test section with a

upwards flowing annular flow. A dry patch was observed downstream of the obstruction.

Figure 4.8b shows the external wall temperature measured with a FLIR infrared camera.

The infrared image shows a maximum temperature of 52°C occurring near the outlet, while

the region close near the obstruction is approximately 20°C —the saturation temperature

of the fluid. These images verify the wall temperature at the contact area between the

obstruction and the heated wall is not noticeably higher than its surroundings.
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(a) Image of the obstruction module in vertical
two-phase annular flow.

(b) Infrared image of the external test section
wall.

Figure 4.8: Images of obstruction module in use
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4.3 Experimental setup of initial study

Experiments were conducted using R-245fa as the working fluid. A flow obstruction

(as described in Section 4.2) with a 2-mm diameter is positioned approximately 420 mm

downstream from the start of the 525 mm long heated section.

4.3.1 Liquid-film thickness and direct observation

Optical film thickness measurements were taken 4 obstruction diameters (or 8 mm) up-

stream of the obstruction using a Phantom V311 high-speed camera with a AF-S NIKKOR

300 mm f/4E PF ED VR (Nikon) lens. High speed videos of the downstream flow field were

recorded using a Phantom VEO-E 340L high-speed camera with a Nikon 60 mm AF-D lens.

All images were recorded at 2000 frames per second (fps).

4.3.2 Experimental procedure

The process of measuring flow characteristics starts by allowing the test section to reach

steady-state without wall heating. The first set of high-speed video and optical film thickness

measurements are taken during this stage. Next, wall heating is applied using two 6 kW

Xantrex XDC power supplies. Heating power is applied incrementally and increased only

when the highest exterior wall temperature stabilizes. The highest exterior wall temperature

is measured at the center most downstream position of the glass window. This is the only

exterior wall temperature measurement in this experiment. Two additional sets of videos

and film thickness measurements are recorded at moderate and high power conditions. The

second set (moderate power) is taken when a visually apparent change occurs in the down-

stream flow field. The third set (high power) is taken when the highest exterior temperature

reaches 40°C or the dry wake region expands rapidly in size. Data collection is stopped and

the heating power is ramped down after the last set of images are taken. Key steps of this

procedure are illustrated in Fig. 4.9. The range of flow conditions investigated during this
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work are listed in Table 4.1.

Figure 4.9: The four key steps of the experimental procedure are (1) wait for test section
temperature to stabilize, (2) increase wall heating power incrementally, (3) wait for test
section temperature to stabilize, and (4) stop test when the external temperature reaches
40°C or the dry wake region expands rapidly in size.

Table 4.1: Experimental flow parameters used for initial study.

xinlet G Tsat ṁl ṁv

[-] [kg/m2-s] [◦C] [g/s] [g/s]

0.62 150 25 23.98 40.82
0.71 150 25 19.60 45.20
0.79 150 25 15.23 49.57
0.87 150 25 10.85 53.95
0.94 150 25 6.48 58.32
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4.4 Results from initial study

Results of this experiment are presented in three sections. First, corresponding time traces for

varying flow conditions are presented; degradation of the local HTC associated with boiling

crisis is observed. Second, images taken from high-speed video allow for direct observation of

the dryout phenomenon in a region downstream from the obstruction. Finally, time-resolved

measurements of liquid-film thickness upstream from the obstruction are presented.

4.4.1 Onset of heat transfer degradation

The onset and severity of local heat transfer degradation at the heater wall can be

quantified by the ratio of effective heat flux, q′′eff, to the difference in wall temperature and

the saturation temperature, ∆T . This relationship is defined by the heat transfer coefficient,

HTC:

HTC =
q′′eff
∆T

(4.1)

When the exterior wall temperature, Text, reaches steady-state, it can be used in place of the

inner wall temperature, Tw, because of the low amount of conductive heat loss through the

wall. Figures 4.10 to 4.10b are unfiltered time series data of the following: effective heat flux

in blue, highest exterior wall temperature (Text) in orange, and local saturation temperature

(Tsat) in black. The effective heat flux shown in the figures in this section are calculated by

accounting heat losses in the same manner described in Morse et al. (2021).

As shown in Figure 4.10, the increase in ∆T is not always proportional to the increase

in q′′eff. From 200 sec to 550 sec, ∆T remains roughly constant at 4°C . After 550 sec, ∆T

increases with q′′eff while Tsat remains roughly constant. According to Equation 4.1, the

only way to account for this change is the decrease of the local HTC. For xinlet = 0.62,

the effective wall heat flux and temperature difference associated with the onset of heat

transfer degradation are approximately 29 kW/m2 and 4°C , respectively. Conversely, for
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xinlet = 0.94, as shown in Figure 4.10b, the onset of heat transfer degradation occurs as soon

as heating is applied. The associated effective wall heat flux and temperature difference in

this case is 10 kW/m2 and 10°C , respectively.

Figures 4.11 to 4.13 show q′′eff and Text at intermediate xinlet. These results illustrate that

for the same mass flux, as vapor quality increases, the lower the heat flux threshold for heat

transfer degradation, and the reduction of the maximum attainable heat flux that keeps Text

below the cutoff temperature of 40°C .

(a) xinlet = 0.62 (b) xinlet = 0.94

Figure 4.10: Time trace of effective heat flux and external wall temperature for xinlet = 0.62
and 0.94
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Figure 4.11: Time trace of effective heat flux and external wall temperature for xinlet = 0.71

Figure 4.12: Time trace of effective heat flux and external wall temperature for xinlet = 0.79
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Figure 4.13: Time trace of effective heat flux and external wall temperature for xinlet = 0.87

One explanation of the different trend of the local HTC with wall heat flux is lateral

conductive heat transfer through the heated wall from the dry region to the wet region.

Despite dryout in the heated wake region, the high HTC on the wetted side of the triple

contact lines of the wake border effectively cools the wake region, keeping it at a steady

temperature. As the heating is increased further, the wake region expands laterally and can

no longer effectively conduct heat transversely from the center of the wake region.

The shape of the dry wake region resemble logarithmic curves; the steepest portion tends

to occur upstream, at the base of the region, and the downstream border of the dry region is

nearly parallel to the streamwise direction. The shape of the base (most upstream position)

of the wake is not clearly defined as impinging droplets and rivulets regularly wet the region.

The downstream wake border can be wavy as high momentum disturbance waves pass by

either side of the dry region. The evolution of the border with the passing of a disturbance

wave is shown in Fig. 4.14. This behavior can be most clearly seen under lower vapor quality
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conditions, where disturbance waves exhibit highly turbulent flow patterns. Between waves,

the border advances as the wake region liquid film evaporates. As a wave approaches, its

momentum forces the contact line to recede. Effectively, the surface tension of the liquid

film at the contact line cannot support the excess mass carried by the waves, causing the

mass to spill over into and cool the dry wake region. Under high vapor quality conditions, as

shown in Figure 4.19, the lower liquid mass flux reduces disturbance wave momentum and

turbulence. These waves provide less effective cooling at the dry region border. Unlike the

base shape of the dry region, a clear shape of the downstream wake border can be obtained

by averaging high-speed images.

Figure 4.14: Evolution of dry wake region border during passing of a disturbance wave.
Color-shaded regions represent the dry area in each image. Dashed lines represent the dry
area from the previous image.

4.4.2 Behavior of the downstream flow field

Time-averaged behavior of the flow field is investigated by direct observation. The time-

averaged images are made using 100 high-speed images taken at 2000 fps. In Figures 4.15

to 4.19, time-averaged images are shown corresponding to the same mass flux and saturation
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temperature, but differing inlet quality and heat flux. Observation 1 refers to the unheated

condition. These images suggest a thin layer of liquid film in the wake region when the wall

is unheated. Observations 2 and 3 refer to flow conditions with increasing heat flux. The

dry regions are shaded red in Figures 4.15 to 4.19.

For each flow condition, a low heat flux results in sustained dryout of the region down-

stream of the obstruction. Increasing the heat flux causes dry regions to increase in width

and length. The base of dry regions extend upstream, closer to the trailing edge of the

obstruction. This can be especially seen in Figure 4.18. In Figure 4.19, since the onset of

heat transfer degradation occurred immediately upon applying wall heating, and a high heat

flux (compared to those applied to the xinlet = 0.62 test case) was not applied, expansion

of the dry region was not observed. Instead, a dry region larger than those of all other test

cases was observed.

Figure 4.15: Average stacked-image of downstream flow field for xinlet = 0.62
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Figure 4.16: Average stacked-image of downstream flow field for xinlet = 0.71

Figure 4.17: Average stacked-image of downstream flow field for xinlet = 0.79
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Figure 4.18: Average stacked-image of downstream flow field for xinlet = 0.87

Figure 4.19: Average stacked-image of downstream flow field for xinlet = 0.94
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4.4.3 Film thickness measurements

Film thickness measurements show that the film upstream of the flow obstruction behaves

similarly as the film in unobstructed annular flow under similar flow conditions. The mean

and the standard deviation of film thickness decreases with increasing test section inlet vapor

quality as shown in Fig. 4.20. Probability distributions, as shown in Fig 4.21, show normal

distributions of film thickness regardless of inlet quality. No dryout occurred in this region

for all flow conditions. The film thickness signal is filtered using a moving average (mean)

filter with a window size of 5 samples. This is equivalent to a 0.0025 sec window.
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Figure 4.20: Film thickness upstream of flow obstruction versus time for all flow parameters
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Figure 4.21: Probability distribution of film thickness upstream of flow obstruction for all
flow parameters
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4.5 Experimental setup of parametric study

Results from Section 4.4 indicate a general trend of the dry wake geometry as a function

of inlet vapor quality at a constant total mass flux. The start of the dry wake region moves

upstream with increasing wall heat flux, and its width increases with inlet quality. No dry

out was observed upstream of the flow obstruction. In this section, the experimental setup

for a similar parametric study under three different mass fluxes are presented and shown in

Figure 4.22. In addition to the film thickness measurements upstream of the flow obstruction,

downstream film thickness and wake region external wall temperatures are measured. The

range of flow conditions investigated in this study are listed in Table 4.2. High speed video of

the dry wake regions are recorded. Due to limitations in available physical space around the

test section, film thickness measurements were taken during a separate run of the experiment

as the high speed video and wall temperature measurements.

Table 4.2: Experimental flow parameters used for parametric study.

xinlet G Tsat ṁl ṁv

[-] [kg/m2-s] [◦C] [g/s] [g/s]

0.63 130 25 20.78 35.38
0.70 130 25 16.99 39.17
0.77 130 25 13.20 42.96
0.83 130 25 9.41 46.75
0.90 130 25 5.62 50.54
0.63 150 25 23.98 40.82
0.70 150 25 19.60 45.20
0.77 150 25 15.23 49.57
0.83 150 25 10.85 53.95
0.90 150 25 6.48 58.32
0.63 170 25 27.17 46.27
0.70 170 25 22.22 51.22
0.77 170 25 17.26 56.18
0.83 170 25 12.30 61.14
0.90 170 25 7.34 66.10
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4.5.1 Downstream film thickness measurement

An additional film thickness measurement setup is added to quantify the film thickness

down stream of the flow obstruction. The measurement location is approximately 5 times

the obstruction diameter downstream of the obstruction. The measurement technique is

described in Section 2.2.1 and 3.3. The light rings for both film thickness measurements

were taken simultaneously using a Phantom VEO-E 340L high-speed camera with a AF-S

NIKKOR 300 mm f/4E PF ED VR (Nikon) lens. Figure 4.23 is a sample image of the

two light rings captured by the high-speed camera. A red light band-pass filter was placed

immediately before the lens to increase contrast of the light ring illuminated by a HeNe

laser at 632.8 nm. The band-pass filter is necessary to attenuate the white LED light used

to illuminate the downstream wake region for the high-speed video. The white light was

overexposing and effectively washing out the red light rings.
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Figure 4.22: Implementation of downstream film thickness and wake region external wall
temperature measurements.
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Figure 4.23: Sample image of both upstream and downstream film thickness light rings
captured simultaneously.

4.5.2 External wall temperature measurement

Five type-E 30-gauge thermocouple sensors (TCs) are surface mounted to the exterior

wall of the test section. The TCs are horizontally centered on the wall, and evenly spaced

vertically, as shown in Figure 4.22. The vertical spacing of the TCs is 1 cm. The TCs

are affixed to the external wall using Kapton (polyimide) tape that is approximately 0.010”
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thick.

The TCs were calibrated using a circulating water bath with a Pt100 resistance tempera-

ture detector and temperature stability of 0.01°C . The calibrated temperature range is 15°C

to 70°C . A linearity coefficient and a DC-offset was determined for each TC. The linearity

of each TC was greater than 99% compared to the known calibration target temperature.

4.6 Results from parametric study

Results of the parametric study are presented in three sections. First, the time-average film

thickness upstream and downstream of the obstruction are presented. Second, high-speed

images of the dry wake regions are presented. Here, the widths of the dry wake regions are

compared with respect to total mass flow rate and inlet vapor quality at various wall heat

fluxes. Third, the external wall temperature measurements along the dry wake region are

presented as a function of time.

4.6.1 Film thickness around obstacle

Time average film thickness (FT) measurements upstream and downstream of the flow

obstruction are presented in Figure 4.24. The uncertainty in the measurements is approx-

imately 20 µm, due to the light ring image resolution, as described in Section 3.3. The

upstream FT varies with the inlet vapor quality, and does not vary greatly with mass flow

rate. With increasing wall heat flux, the upstream FT tends to decrease due to evaporation

of the liquid film. These values largely agree with those reported by Morse under similar

conditions, but without a flow obstruction. The downstream FT is generally thinner than

the upstream FT. This is expected as the obstruction diverts the liquid film as it passes.

The axial momentum of the film causes a low-flow region immediately downstream of the

obstruction. This low-flow region does not, however, dry-out under the heating conditions

applied in this study. By observation, the liquid in this region is replenished by imping-
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ing droplets and rivulets that form in the area. Time-traces of the FT measurements are

presented in Appendix B.1.

(a) (b)

Figure 4.24: Time-average film thickness (a) upstream and (b) downstream of the flow
obstruction.

4.6.2 Dry wake region geometry

The wake region starts to dry out some distance downstream of the obstruction. Fig-

ure 4.25 shows the width of the wake regions under the different flow conditions described in

Section 4.2 and effective wall heat fluxes. The streamwise positions in Figure 4.25 are defined
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in Figure 4.22. The dry wake widths presented were manually measured from time-averaged

images shown in Appendix B.3. Eight consecutive high-speed images from each image set

were used to obtain the time-averaged images. Including more images to the average blurs

the dry-wet interface of the wake region. This is mainly due to the oscillatory movement of

the dry region border. As disturbance waves pass by, the dry border recedes, decreasing the

dry region area, and vise versa.

At streamwise position 1, the wake region dries out only under the lowest mass flow rate

condition and high inlet vapor qualities. The threshold inlet vapor quality in which the wake

dries out decreases the further downstream from the obstruction. At streamwise position 7,

the wake dries out above a lower heat flux threshold regardless of inlet vapor quality.
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Figure 4.25: Comparison of width of dry wake regions at different streamwise positions, inlet
qualities, mass flow rate, and effective wall heat flux.
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4.6.3 External wall temperature

The external wall temperature measurements in this parametric study show that the

wall temperature does not reach runaway conditions under the applied flow and heating

conditions. Instead, the wall temperature reaches a steady state after each step increase

in wall heat flux. Two time traces of the wall temperature evolution with increasing heat

flux at G=148 [kg/m2-s] are shown in Figure 4.26. The inlet vapor qualities of Figure 4.26a

and Figure 4.26b are 0.71 and 0.86, respectively. In Figure 4.26a, the 5 wall temperature

measurements increase synchronously with increasing heat flux until t=280 [s], when the

most downstream temperature, Text,05), starts to increase more rapidly than the other tem-

perature measurements. The onset of heat transfer degradation occurred during this time

as the effective wall heat flux reaches 18 kW/m2. When the wall heat flux is increased to

20 kW/m2, Text,05 is approximately 10°C higher than the most upstream temperature mea-

surement, Text,01. Text,04 also starts to increase more rapidly. Over a 20 kW/m2 increase in

effective wall heat flux, Text,01 increased a total of about 4°C , while Text,05 increased about

15°C , all while the liquid saturation temperature remained essentially constant at 24.5°C .

The onset of heat transfer degradation occurred at a lower wall heat flux of 7.7 kW/m2

when the xinlet = 0.86. As seen in Figure 4.26b, the temperature at the four most downstream

positions deviated significantly from the most upstream position as the wall heat flux reached

13 kW/m2. No deviations were observed at this wall heat flux when xinlet = 0.71, as shown

in Figure 4.26a.



83

(a)

(b)

Figure 4.26: Time traces of effective heat flux and external wall temperature for (a) xinlet =
0.71 and (b) xinlet = 0.86 at G=148 [kg/m2-s]
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A key feature of the wall temperature downstream of the flow obstruction is that it

increases and reaches a steady-state temperature for a given wall heat flux. Even as the

wake region dries out, as the temperature increases more significantly, it still reaches a

steady-state. This behavior contrasts greatly with results obtained under similar flow and

heating conditions, but without the flow obstruction. Figure 4.27 shows that without a flow

obstruction, the external wall temperature increases no more than 5°C from the saturation

temperature for effective wall heat fluxes ranging from 0 to 22 kW/m2. However, past the

optimum heat flux, the wall temperature increases sharply and would reach a stead-state

temperature far exceeding the observations in this study. This transition from a high HTC

associated with the near-constant wall temperature to a lower HTC that leads to an increase

in wall temperature is termed the critical boiling transition by Morse et al. (2024).

Figure 4.27: Wall temperature under similar conditions as Figure 4.26b, without flow ob-
struction. Excerpt from Morse (2020).

Comparison of wall temperature with and without a flow obstruction suggests a difference

in heat transfer mechanisms in the wake region. Without a flow obstruction, convective heat

transfer dominates. The local HTC is a function of the intermittency of dryout events. As

the fraction of time in which dryout events increase past a critical point compared to the

rewet duration, the local HTC decreases (Morse et al., 2024). In this study with a flow

obstruction, parts of the wake region dries out without rewetting, while reaching a steady-

state temperature. In this case, thermal conduction in the wall dominates the dry wake

regions, transferring heat spanwise to the wetted areas surrounding the dry wake region.
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Chapter 5

Conclusion

This chapter summarizes the main findings and future work that can be pursued.

5.1 Validation of film thickness measurement technique

The non-invasive and instantaneous optical liquid film thickness measurement technique

was validated using the falling water film facility. The validation compared calculated values

of wave velocities using the optical technique against independently recorded observations,

and showed great agreement. Using the wave velocity, the wave shapes were able to be re-

constructed. The two-layer characterization framework was then applied to the wave shapes

to estimate the associated wave and base film mass flow rates. The validity of the framework

was established by comparing some of its results with published correlations.

5.1.1 Future work

Characterization of the wave shapes can be done for comparison against existing corre-

lations. One method of quantifying the wave shape is to define a shape factor that is the

ratio between the wave amplitude and streamwise wave length (Le Corre, 2022). Modeling

the correlation between wave shape factors and falling film flow conditions can be useful as a
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way of estimating the wave mass flux in relevant flow conditions without having to measure

the film thickness with high temporal and spatial resolution.

5.2 Wake region behavior downstream of annular flow

obstruction

This work presents high-speed images and film thickness measurements of the wake re-

gion around an obstruction in annular flow. By observation, the obstruction diverts the

liquid film to its sides, creating a low-flow wake region. Comparison of the film thickness

measurements upstream and downstream the flow obstruction confirms this phenomenon;

the downstream film thickness is generally thinner than the upstream film thickness. The

wake region immediately downstream of the obstruction never dried out under the flow and

wall heating conditions applied in this study. Effects of the disturbance waves were observed

in the oscillatory motion of the dry wake region border. The advance and recession of the

dry region border with the passing of disturbance waves can be of importance in the thermal

behavior of the dry region. Compared to similar flows without a flow obstruction, external

wall temperature measurements recorded in this work shows that the wall temperature does

not reach runaway conditions. Instead, for all tested wall heat fluxes, the wall temperature

reaches a steady-state. This is true even in the case at regions where the wake is dry. When

parts of the wake is dry, local degradation of heat transfer was observed through the array

of external wall temperature measurements.

The geometry of the dry wake region is quantitatively presented. The spanwise width

of the dry wake region at different streamwise positions were reported. Under all flow

conditions, the width increases with streamwise position. Under the tested conditions, the

width does not span the entire heated area. The width generally increases with increasing

vapor quality and decreasing total mass flux.
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5.2.1 Future work

More work is needed to connect a) flow conditions, b) wake region geometry, and c)

wake region HTC. Flow conditions include fluid properties and obstruction geometries. By

relating these three aspects of the flow, a phenomenological model can be constructed to

predict the heat transfer behavior of the wake region under different conditions. Using the

work done in this study as the basis, a model can be applied in annular flow heat transfer

applications.

For calculating the wake region HTC, a half-symmetric inverse heat transfer approach

can be used. The wet or dry area HTC at a particular streamwise position can be iteratively

solved using reasonable estimates of boundary conditions, wall conductivity, fluid properties,

and the experimentally measured external wall temperature.

The effects of obstruction geometry on the wake region heat transfer can be investigated.

For different obstruction shapes, threshold dimensions may exist that transition the wake

region behavior between different regimes. When the obstruction blocks the liquid film

nearly entirely, there is likely insufficient liquid in the wake region to maintain sufficient

heat transfer form the heated wall. Conversely, when the obstruction size is on the order

of the film thickness, little to no effect on heat transfer may be observed. Furthermore,

arranging multiple obstructions in an array may cause an entirely different flow and heat

transfer behavior. Effects of all of these conditions are not available in literature, and requires

further investigation.
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Hauleitner. Film thickness and traction measurements of refrigerant r1233zd used as

lubricant in elastohydrodynamic conditions. Proceedings of the Institution of Mechanical

Engineers, Part C: Journal of Mechanical Engineering Science, 229(2):244–253, 2015. doi:

10.1177/0954406214533530. URL https://doi.org/10.1177/0954406214533530.

T. A. Moreira, R. W. Morse, K. M. Dressler, G. Ribatski, and A. Berson. Liquid-film

thickness and disturbance-wave characterization in a vertical, upward, two-phase annular

flow of saturated R245fa inside a rectangular channel. International Journal of Multiphase

Flow, 132(103412), 2020.

https://www.osti.gov/biblio/4804286
https://www.sciencedirect.com/science/article/pii/S0301932222000696
https://www.sciencedirect.com/science/article/pii/S0301932222000696
https://doi.org/10.1177/0954406214533530


91

R. W. Morse. Critical Heat Flux and the Dryout of Liquid Film in Two-phase Annular Flow.

Master’s thesis, University of Wisconsin - Madison, 2020.

Roman W. Morse, Jason Chan, Evan T. Hurlburt, Jean-Marie Le Corre, Arganthaël Berson,
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Appendix A

Appendix: Falling Film

A.1 Wave recognition in film thickness time trace

Figures in this section show film thickness versus time on the left axis and wave velocity

on the right axis. Start and end points of waves are found using the peaks and troughs of

the upstream film thickness signal and are illustrated by the vertical green lines.

Wave recognition for test condition No. 1.1
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Wave recognition for test condition No. 1.2

Wave recognition for test condition No. 1.3

Wave recognition for test condition No. 1.4
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Wave recognition for test condition No. 1.5

Wave recognition for test condition No. 1.6

Wave recognition for test condition No. 1.7
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Wave recognition for test condition No. 1.8

Wave recognition for test condition No. 1.9

Wave recognition for test condition No. 1.10
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Wave recognition for test condition No. 1.11

Wave recognition for test condition No. 1.12

Wave recognition for test condition No. 1.13
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Wave recognition for test condition No. 1.14

Wave recognition for test condition No. 2.1

Wave recognition for test condition No. 2.2
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Wave recognition for test condition No. 2.3

Wave recognition for test condition No. 2.4

Wave recognition for test condition No. 2.5
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Wave recognition for test condition No. 2.6

Wave recognition for test condition No. 2.7

Wave recognition for test condition No. 2.8
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Wave recognition for test condition No. 2.9

Wave recognition for test condition No. 2.10

Wave recognition for test condition No. 2.11
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Wave recognition for test condition No. 2.12

Wave recognition for test condition No. 2.13

Wave recognition for test condition No. 2.14
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Wave recognition for test condition No. 2.15

Wave recognition for test condition No. 2.16

Wave recognition for test condition No. 2.17
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Wave recognition for test condition No. 2.18

Wave recognition for test condition No. 2.19

Wave recognition for test condition No. 2.20
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Wave recognition for test condition No. 2.21

Wave recognition for test condition No. 2.22

Wave recognition for test condition No. 2.23
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Wave recognition for test condition No. 2.24

Wave recognition for test condition No. 2.25

Wave recognition for test condition No. 2.26



108

Wave recognition for test condition No. 2.27

Wave recognition for test condition No. 2.28

Wave recognition for test condition No. 2.29
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Wave recognition for test condition No. 2.30

Wave recognition for test condition No. 2.31

Wave recognition for test condition No. 2.32
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Wave recognition for test condition No. 2.33

Wave recognition for test condition No. 2.34

Wave recognition for test condition No. 2.35
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Wave recognition for test condition No. 2.36

Wave recognition for test condition No. 2.37

Wave recognition for test condition No. 2.38
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Wave recognition for test condition No. 2.39

Wave recognition for test condition No. 2.40

Wave recognition for test condition No. 2.41
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Wave recognition for test condition No. 2.42

Wave recognition for test condition No. 2.43

Wave recognition for test condition No. 2.44
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Wave recognition for test condition No. 2.45

Wave recognition for test condition No. 2.46

Wave recognition for test condition No. 2.47
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Wave recognition for test condition No. 2.48

Wave recognition for test condition No. 2.49

Wave recognition for test condition No. 2.50
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A.2 Wave shapes, overlaid

Wave shapes overlaid on each other for each test condition are presented in this section.

Waves with outlying streamwise length are removed in these figures.

Wave shapes for test condition No. 1.2



117

Wave shapes for test condition No. 1.2

Wave shapes for test condition No. 1.3
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Wave shapes for test condition No. 1.4

Wave shapes for test condition No. 1.5
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Wave shapes for test condition No. 1.6

Wave shapes for test condition No. 1.7
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Wave shapes for test condition No. 1.8

Wave shapes for test condition No. 1.9
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Wave shapes for test condition No. 1.10

Wave shapes for test condition No. 1.11
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Wave shapes for test condition No. 1.12

Wave shapes for test condition No. 1.13
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Wave shapes for test condition No. 1.14

Wave shapes for test condition No. 2.1
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Wave shapes for test condition No. 2.2

Wave shapes for test condition No. 2.3
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Wave shapes for test condition No. 2.4

Wave shapes for test condition No. 2.5
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Wave shapes for test condition No. 2.6

Wave shapes for test condition No. 2.7
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Wave shapes for test condition No. 2.8

Wave shapes for test condition No. 2.9



128

Wave shapes for test condition No. 2.10

Wave shapes for test condition No. 2.11
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Wave shapes for test condition No. 2.12

Wave shapes for test condition No. 2.13
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Wave shapes for test condition No. 2.14

Wave shapes for test condition No. 2.15
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Wave shapes for test condition No. 2.16

Wave shapes for test condition No. 2.17
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Wave shapes for test condition No. 2.18

Wave shapes for test condition No. 2.19
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Wave shapes for test condition No. 2.20

Wave shapes for test condition No. 2.21
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Wave shapes for test condition No. 2.22

Wave shapes for test condition No. 2.23
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Wave shapes for test condition No. 2.24

Wave shapes for test condition No. 2.25
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Wave shapes for test condition No. 2.26

Wave shapes for test condition No. 2.27
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Wave shapes for test condition No. 2.28

Wave shapes for test condition No. 2.29
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Wave shapes for test condition No. 2.30

Wave shapes for test condition No. 2.31
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Wave shapes for test condition No. 2.32

Wave shapes for test condition No. 2.33
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Wave shapes for test condition No. 2.34

Wave shapes for test condition No. 2.35
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Wave shapes for test condition No. 2.36

Wave shapes for test condition No. 2.37
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Wave shapes for test condition No. 2.38

Wave shapes for test condition No. 2.39
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Wave shapes for test condition No. 2.40

Wave shapes for test condition No. 2.41
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Wave shapes for test condition No. 2.42

Wave shapes for test condition No. 2.43
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Wave shapes for test condition No. 2.44

Wave shapes for test condition No. 2.45
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Wave shapes for test condition No. 2.46

Wave shapes for test condition No. 2.47
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Wave shapes for test condition No. 2.48

Wave shapes for test condition No. 2.49
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Wave shapes for test condition No. 2.50

A.3 Wave shape comparison array

The first 12 wave shapes identified are compiled in a 2-by-6 grid for each test condition.

The raw signal associated with each wave shape is also shown in the background (shaded)

to illustrate the slight difference between the filtered and unfiltered data.
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Wave shape comparison array for test condition No. 1.2

Wave shape comparison array for test condition No. 1.2
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Wave shape comparison array for test condition No. 1.3

Wave shape comparison array for test condition No. 1.4
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Wave shape comparison array for test condition No. 1.5

Wave shape comparison array for test condition No. 1.6
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Wave shape comparison array for test condition No. 1.7

Wave shape comparison array for test condition No. 1.8
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Wave shape comparison array for test condition No. 1.9

Wave shape comparison array for test condition No. 1.10
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Wave shape comparison array for test condition No. 1.11

Wave shape comparison array for test condition No. 1.12
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Wave shape comparison array for test condition No. 1.13

Wave shape comparison array for test condition No. 1.14
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Wave shape comparison array for test condition No. 2.1

Wave shape comparison array for test condition No. 2.2
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Wave shape comparison array for test condition No. 2.3

Wave shape comparison array for test condition No. 2.4
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Wave shape comparison array for test condition No. 2.5

Wave shape comparison array for test condition No. 2.6
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Wave shape comparison array for test condition No. 2.7

Wave shape comparison array for test condition No. 2.8
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Wave shape comparison array for test condition No. 2.9

Wave shape comparison array for test condition No. 2.10
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Wave shape comparison array for test condition No. 2.11

Wave shape comparison array for test condition No. 2.12
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Wave shape comparison array for test condition No. 2.13

Wave shape comparison array for test condition No. 2.14
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Wave shape comparison array for test condition No. 2.15

Wave shape comparison array for test condition No. 2.16
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Wave shape comparison array for test condition No. 2.17

Wave shape comparison array for test condition No. 2.18
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Wave shape comparison array for test condition No. 2.19

Wave shape comparison array for test condition No. 2.20
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Wave shape comparison array for test condition No. 2.21

Wave shape comparison array for test condition No. 2.22
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Wave shape comparison array for test condition No. 2.23

Wave shape comparison array for test condition No. 2.24
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Wave shape comparison array for test condition No. 2.25

Wave shape comparison array for test condition No. 2.26
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Wave shape comparison array for test condition No. 2.27

Wave shape comparison array for test condition No. 2.28
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Wave shape comparison array for test condition No. 2.29

Wave shape comparison array for test condition No. 2.30
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Wave shape comparison array for test condition No. 2.31

Wave shape comparison array for test condition No. 2.32
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Wave shape comparison array for test condition No. 2.33

Wave shape comparison array for test condition No. 2.34



173

Wave shape comparison array for test condition No. 2.35

Wave shape comparison array for test condition No. 2.36
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Wave shape comparison array for test condition No. 2.37

Wave shape comparison array for test condition No. 2.38
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Wave shape comparison array for test condition No. 2.39

Wave shape comparison array for test condition No. 2.40
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Wave shape comparison array for test condition No. 2.41

Wave shape comparison array for test condition No. 2.42
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Wave shape comparison array for test condition No. 2.43

Wave shape comparison array for test condition No. 2.44
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Wave shape comparison array for test condition No. 2.45

Wave shape comparison array for test condition No. 2.46
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Wave shape comparison array for test condition No. 2.47

Wave shape comparison array for test condition No. 2.48
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Wave shape comparison array for test condition No. 2.49

Wave shape comparison array for test condition No. 2.50
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A.4 Wave velocity PDFs

The velocity distribution of waves for each flow condition is shown in figures in this

section. The velocities are calculated using the automated algorithm, with outliers removed.

Wave velocity PDF for test condition No. 1.2
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Wave velocity PDF for test condition No. 1.2

Wave velocity PDF for test condition No. 1.3
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Wave velocity PDF for test condition No. 1.4

Wave velocity PDF for test condition No. 1.5
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Wave velocity PDF for test condition No. 1.6

Wave velocity PDF for test condition No. 1.7
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Wave velocity PDF for test condition No. 1.8

Wave velocity PDF for test condition No. 1.9
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Wave velocity PDF for test condition No. 1.10

Wave velocity PDF for test condition No. 1.11
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Wave velocity PDF for test condition No. 1.12

Wave velocity PDF for test condition No. 1.13



188

Wave velocity PDF for test condition No. 1.14

Wave velocity PDF for test condition No. 2.1
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Wave velocity PDF for test condition No. 2.2

Wave velocity PDF for test condition No. 2.3
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Wave velocity PDF for test condition No. 2.4

Wave velocity PDF for test condition No. 2.5
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Wave velocity PDF for test condition No. 2.6

Wave velocity PDF for test condition No. 2.7
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Wave velocity PDF for test condition No. 2.8

Wave velocity PDF for test condition No. 2.9



193

Wave velocity PDF for test condition No. 2.10

Wave velocity PDF for test condition No. 2.11



194

Wave velocity PDF for test condition No. 2.12

Wave velocity PDF for test condition No. 2.13



195

Wave velocity PDF for test condition No. 2.14

Wave velocity PDF for test condition No. 2.15
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Wave velocity PDF for test condition No. 2.16

Wave velocity PDF for test condition No. 2.17
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Wave velocity PDF for test condition No. 2.18

Wave velocity PDF for test condition No. 2.19
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Wave velocity PDF for test condition No. 2.20

Wave velocity PDF for test condition No. 2.21
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Wave velocity PDF for test condition No. 2.22

Wave velocity PDF for test condition No. 2.23
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Wave velocity PDF for test condition No. 2.24

Wave velocity PDF for test condition No. 2.25
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Wave velocity PDF for test condition No. 2.26

Wave velocity PDF for test condition No. 2.27
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Wave velocity PDF for test condition No. 2.28

Wave velocity PDF for test condition No. 2.29
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Wave velocity PDF for test condition No. 2.30

Wave velocity PDF for test condition No. 2.31



204

Wave velocity PDF for test condition No. 2.32

Wave velocity PDF for test condition No. 2.33
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Wave velocity PDF for test condition No. 2.34

Wave velocity PDF for test condition No. 2.35
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Wave velocity PDF for test condition No. 2.36

Wave velocity PDF for test condition No. 2.37
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Wave velocity PDF for test condition No. 2.38

Wave velocity PDF for test condition No. 2.39
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Wave velocity PDF for test condition No. 2.40

Wave velocity PDF for test condition No. 2.41
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Wave velocity PDF for test condition No. 2.42

Wave velocity PDF for test condition No. 2.43
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Wave velocity PDF for test condition No. 2.44

Wave velocity PDF for test condition No. 2.45
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Wave velocity PDF for test condition No. 2.46

Wave velocity PDF for test condition No. 2.47
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Wave velocity PDF for test condition No. 2.48

Wave velocity PDF for test condition No. 2.49
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Wave velocity PDF for test condition No. 2.50
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Appendix B

Appendix: Annular Flow

B.1 Film thickness measurements from parametric study

The film thickness measurements upstream and downstream of the flow obstruction are

presented in this section.
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Film thickness measurements upstream and downstream of the flow obstruction. G=130
[kg/m2]
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Film thickness measurements upstream and downstream of the flow obstruction. G=150
[kg/m2]
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Film thickness measurements upstream and downstream of the flow obstruction. G=170
[kg/m2]
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B.2 Images of dry wake regions

Time-averaged high-speed images of the wake region downstream of the flow obstruction

are shown in this section. The manually identified dry wake regions are highlighted in red.

Images with no red highlights indicate no observable dry wake regions.
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Time-averaged high-speed images of the wake region downstream of the flow obstruction.
G=130 [kg/m2]
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Time-averaged high-speed images of the wake region downstream of the flow obstruction.
G=150 [kg/m2]
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Time-averaged high-speed images of the wake region downstream of the flow obstruction.
G=170 [kg/m2]
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B.3 Timetraces of external wall temperature in wake

region

Timetraces of the external wall temperature measurement in the wake region are pre-

sented in this section. The numeric subscripts in the plot legends shown below correspond

to the streamwise positions shown in Section 4.5, where 1 refers to the first thermocouple

position downstream of the obstruction.

G=130 [kg/m2], xin = 0.62
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G=130 [kg/m2], xin = 0.70

G=130 [kg/m2], xin = 0.79
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G=130 [kg/m2], xin = 0.87

G=130 [kg/m2], xin = 0.94
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G=150 [kg/m2], xin = 0.62

G=150 [kg/m2], xin = 0.70
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G=150 [kg/m2], xin = 0.79

G=170 [kg/m2], xin = 0.87
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G=150 [kg/m2], xin = 0.94

G=170 [kg/m2], xin = 0.62
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G=170 [kg/m2], xin = 0.70

G=170 [kg/m2], xin = 0.79
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G=170 [kg/m2], xin = 0.87

G=170 [kg/m2], xin = 0.94
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