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nomenclature

α thermal diffusivitym/s2

∆hs isentropic enthalpy change, expansion from bowl to ELEP J/kg
∆hs,x isentropic enthalpy change, expansion from inlet to exhaust J/kg
∆TCW temperature drop of cooling water at design C
ṁ flow rate kg/sec
ṁ∗ dimensionless mass flow rate -
ṁi, ṁo mass flow rate on tube side (i), shell side (o) kg/sec
ṁcond condenser mass flow rate kg/sec
ṁHTF mass flow rate of HTF kg/sec
ṁtube mass flow rate in tube kg/sec
Q̇ thermal input MWth
q̇cond rate of conduction heat transfer from one node to another in x or y

direction, W
q̇conv,int rate of internal convection heat transfer from the fluid in tube, W
q̇conv,tube rate of convection heat transfer from the surface of the tube, W
q̇conv rate of convection heat transfer from the the panel to surroundings

(top, bottom), W
q̇fluid rate of change of internal energy of the fluid, W
Q̇in* dimensionless thermal input -
Q̇net net heat transfer rate W/m2

q̇rad,tube rate of radiation heat transfer from the surface of the tube, W
q̇rad rate of radiation heat transfer from the the panel to surroundings

(top, bottom), W
Q̇rej,design power cycle heat rejection at design MWth
Ẇ power output MW
Ẇ∗ dimensionless power output -
ε emissivity - (b back, t top, g ground)
εs effective emissivity of the sky
εHX heat exchanger effectiveness -
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εrad radiator effectiveness -
ηdesign power cycle design point efficiency -
ηexp isentropic expansion efficiency -
ηPV PV panel efficiency -
ηtot isentropic efficiency including inlet to exhaust-
κ ratio of tube and shell side mass flow rates -
µ viscosity kg/m− s

ν kinematic viscositym/s2

ρ density kg/m3

σ Stefan-Boltzmann constantW/m2 − K4

τα transmittance-absorbance product -
τs shear stress Pa
A area m2

Ac area of panelm2

Ai,Ao heat transfer area of tube (i) and shell side (o) m2

Afield total surface area of radiator field panels m2

Arow total surface area of row of radiative panels connected in series m2

Asolar total surface area of heliostats m2

C constant for Zukauskas correlation
C2 ratio of maximum to average velocity on shell side -
Cf local friction factor -
Ci, Co constant -
cp specific heat J/kg-K
Cy cost in year y $
D tube diameter m
DNI direct normal irradiance W/m2

dx node width in lateral direction, m
dy node width in flow direction, m
F fin efficiency -
f friction factor -
F ′ collector efficiency -
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FR collector heat removal factor -
F ′R collector-heat exchanger factor -
fcloud cloudiness fraction -
fpv convection factor for PV panel -
FW correction factor for condenser water temperature (also M material,

C cleanliness)-
h convection coefficient W/m2-K (h̄ is average)
H0 Constant for SCC extraction line for low pressure turbine Btu/lb
hc convection coefficient W/m2-K (t top, b bottom)
hi, ho internal convection in tube side (i) and shell side (o) W/m2-K
hr radiation coefficient W/m2-K (t top, b bottom)
hbowl enthalpy at turbine bowl J/kg
hELEP enthalpy at expansion line end point (ELEP) J/kg
hout enthalpy after exhaust J/kg
heightc height of rectangular channel m
hrsCTES hours of cold side storage -
hrsnight hours of shortest night in year
IT plane-of-array radiation W/m2

k conductivity W/m-K
ki,ko fluid conductivity on tube (i) and shell side (o) W/m-K
L length m
Lc characteristic length m
Lsection length of individual panel section m
mz constant for Zukauskas correlation
mstorage mass of water storage kg
N project lifetime for economic analysis in years
n number of tubes in parallel -
Np number of rows in parallel in field -
Nu Nusselt number - (Nux is local value, N̄u is average)
Nui,Nuo Nusselt number of tube (i) and shell side (o) -
p pressure -
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Pc Cycle condensing pressure Pa
PPT pinch point temperature difference C
Pr Prandtl number -
Pri, Pro Prandtl number on tube side, shell side -
Prs Prandtl number evaluted at surface temperature -
Qu heat transfer rate W
Qy energy produced in year y kWh
Qr,t Radiation heat flux from the top of panel W
Ro Constant for SCC extraction line for low pressure turbine 1/K
Re Reynolds number -, (Rex is local value)
Rei Reynolds number on tube side (ref reference condition) -
ReD,max Reynolds number evaluated at maximum velocity on shell side -
S sky radiance W/m2

s entropy J/kg-K
Sdown downward longwave radiation W/m2

T temperature K
t hours after midnight, hr
T∗ approximate adiabatic temperature, i.e. adiabatic temperature, K
T∗in dimensionless HTF inlet temperature -
Ta ambient air dry bulb temperature K
Tg temperature of ground K
Tp Plate temperature K
Ts effective sky temperature K
Tad exact adiabatic temperature K
Tcold, Twarm cold tank temperature, warm tank temperature, design value (o),

initial value (i) C
TCW cooling water temperature C
Tdp,C ambient dew point temperature C
Tf fluid temperature K (i inlet, o outlet)
Ti,j node temperature K
Tpv temperature of PV panel K
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th plate thickness m
TI Turbulence intensity of wind
u wind speed m/s
um mean velocity m/s
u∞ free stream velocity m/s
Ucond condenser conductance W/m2-K
UL loss factor W/m2-K
Ux,i uncertainty in variable xi, units same as xi
UA conductance-area product (spht superheater, evap evaporator, econ

economizer, FWH feedwater heater, FWHcond condensing section
of feedwater heater, ref reference condition) W/K

V velocity m/s
vtube velocity in tube m/s
W tube-to-tube spacing m
wc width of rectangular channel m
x position from edge of plate m
Y dimensionless response variable -
YINT interaction effect on variable Y -
YME main effect on variable Y -
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abstract

Cooling of concentrating solar power (CSP) plants is a classic example of the connec-
tion between energy and water systems. While CSP is both renewable and flexible,
it historically used water for cooling the steam cycle. But as water constraints
become tighter, especially in deserts where CSP is located, new CSP plants use
air-cooled condensers. Air cooling, however, decreases plant energy performance.
This work considers an alternative dry cooling system that takes advantage of the
low nighttime temperatures and clear skies in the desert. In the proposed system,
fluid is circulated during the night through a field of black radiative panels in a
closed loop. The fluid is cooled by radiation to the night sky and convection to the
ambient air. Water storage tanks allow use of the cooled fluid on demand. The ob-
jective of this work is to compare air- and radiative- cooled solar power tower plants.
An analytical model for the radiative panel was detailed and validated. Rankine
power cycle models were created for the air-cooled and radiative-cooled systems to
fully account for off-design operation. In particular, exhaust losses at the last stage
turbine were included. The results show that the thermal efficiency of the cycle is
not as strongly dependent on condensing pressure as simple cycle models would
predict. The system is modeled in annual simulations which use industry-standard
models of the solar field, receiver, and thermal energy storage systems. Three
systems are modeled: a peaking plant with very little thermal storage, a baseload
plant with enough storage to run nearly constantly, and an intermediate plant.
Annual hourly simulations show the gross energy production is up to 4% higher
for radiative cooling. The net energy production, after accounting for pumping
the fluid, is up to 6% higher. The levelized cost of energy of the radiative-cooled
system is higher than the air-cooled system except for the peaking plant, which is
not currently a typical CSP configuration. This thesis showed that radiative-cooling
costs are likely too high to make it cost-effective for current CSP plants, but the
system has energy benefits that may make it useful for other applications.
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1 introduction

1.1 CSP and the energy-water problem

The importance of the energy-water nexus in thermoelectric power generation
is shown by quantifying the total water use of the power sector as well as the
individual water intensities of different thermoelectric power plants. According to
the USGS [Maupin et al., 2010], the three largest categories of water withdrawals in
the US are thermoelectric power, irrigation, and public supply, and those categories
account for 90% of water withdrawals. Thermoelectric power supply is the single
largest withdrawal load at 45% of the total. The water footprint of thermoelectric
generated power from the 2010 USGS report was 72 L (19 gallons) withdrawal
per kWh. Notably this does not include hydroelectric power. This is a withdrawal
(not consumption) number representative of all types of cooling systems. The
largest withdrawals are for once-through type cooling systems that withdraw large
volumes of water for cooling, warm the water, and return it to the source, which
sometimes harms aquatic life. The water consumption of electricity produced in
the US is estimated to be on the order of 1.9 L (0.5 gallon) per kWh [Diehl and
Harris, 2014]. Macknick et al. [2012] reviews and consolidates the range of data
points from literature for water footprints of different electricity generation sources
in the US. They point to the importance of the issue as some states have begun
to address water use in power generation and recent drought has already lead to
water constraints on electricity production. Compiling data from many sources,
they estimate the median and range of water withdrawal and consumption for all
major electricity generation sources (see Figure 1.1 for consumption by cooling
type). Parabolic trough CSP with evaporative cooling is among the most water
intensive of all renewable and non-renewable sources (reasons are discussed in this
section). The median water consumption for wet-cooled parabolic trough CSP is
3.3 L per kWh (0.3 L dry-cooled).
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Figure 1.1: Macknick et al. [2012] summarizes water consumption data from many
different data sources.

The desert southwest of the US is a water-constrained area and also has some of
the best solar resources in the continent. Figure 1.2 shows a thermoelectric cooling
constraint index determined by EPRI Goldstein [2003] that incorporated water
constraints as well as projections for new generation. The southern California and
Nevada areas where CSP plants are most common are highly constrained. Their
index showed the most widespread high values were for the west and southwest,
though high index values were sprinkled through the southeast and northwest as
well.
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Figure 1.2: A thermoelectric cooling constraint index was determined and mapped
by EPRI [Goldstein, 2003] to highlight for water-energy constrained areas in the US.

CSP power plants have typically used evaporative cooling in cooling towers to
cool a liquid stream that is circulated through a condenser to provide heat rejection
from the power cycle. (Here this is also referred to as wet cooling though other
types of wet cooling exist.) Recently, more plants employ air-cooled condensers to
reduce water use as shown in Figure 1.3.
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Figure 1.3: Operational parabolic trough and power tower CSP plants since 2007
trend towards dry or hybrid wet-dry systems. Blue indicates cooling towers are
used, grey indicates air-cooled condensers, and orange indicates hybrid. Data
obtained from NREL.

When choosing between air-cooled condensers and cooling towers, there is a
trade off between performance and water usage. The performance comparison is
summarized in Section 2.2.1. First, a high level discussion of the water use of CSP
and other power plants is considered.

A 2001 report to the US Congress [USDOE, 2001] used the value of 2.2 L (0.57
gallons) per kWh for solar thermal power plants with evaporative cooling. Turchi
et al. [2010] considers water consumption of wet and dry-cooled parabolic trough
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CSP plants and finds that the cooling tower is the only significant component,
dwarfing the of other ancillary water usage. Water consumption is decreased by
90% for dry compared to wet cooling. In their analysis wet-cooled plants consumed
3.5 L per kWh compared to 0.3 L per kWh for dry-cooled. These estimates for
cooling tower water consumption can be confirmed from first principles using the
enthalpy of vaporization of water and a power plant thermal efficiency between
and 0.35 and 0.45, giving water consumption of 2.8 and 1.8 L per kWh, respectively.
Example values for design point thermal efficiencies in parabolic trough plants are
0.4 [Zhang et al., 2013] and .36 to .38 [Turchi et al., 2010]; off design operation is less
efficient.

CSP power plant water use can be compared to other thermoelectric power
plants and other land uses. The water consumption of wet-cooled steam power
plants is considered by Diehl and Harris. They estimate the water consumption for
coal power plants in the US using recirculating cooling towers is 1.7 L (0.43 gallons)
per kWh produced - the lowest end of the first principles estimates for CSP. Turchi
et al. [2010] compare CSP to coal-fired Rankine cycles (2 L per kWh). The CSP
cycles use more water because of lower efficiency and more off-design operation.
Water consumption of CSP plants is compared to agriculture and golf courses on a
water per land area basis (also in Bracken et al. [2015]) and it is shown that even
CSP with wet cooling is less than half as water intensive these other land uses.
Regardless, the magnitude of the overall water withdrawals by the thermoelectric
power generation sector (approximately 45% of the total withdrawals per Diehl and
Harris [2014]), makes the water usage of CSP important.

The CSP water issue is addressed in several other contexts. Bracken et al. [2015]
provide a CSP overview, a review of permitting issues in the Southwest US, a
water use summary, and a case study of three CSP plants where water use was a
significant issue in project development. The complexities of the water permitting
issue detailed in that report highlight the importance of the water issue for CSP.
Several reports to Congress have highlighted the importance of this issue to the
public perception and support for CSP (Carter and Campbell [2009] and USDOE
[2001]). Burkhardt et al. [2011] compares life cycle impacts of cooling alternatives for
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CSP in Daggett. In addition to the power plant’s water consumption they quantify
another 0.5 L per kWh due to manufacturing.

1.2 Nighttime radiative-convective panels for solar
power plant cooling

This dissertation considers black panels for passive cooling and assesses their use
for dry cooling of concentrating solar power plants. Uncovered, black panels with
circulating channels are used to cool fluid at night. This work specifically considers
such panels used for the cooling system of a CSP plant. In order to provide cooling
on demand, a cold water storage system is required to store the cold fluid. The
benefits of such a system depend on the impacts on the power plant throughout
the year, thus a detailed, hourly annual simulation is required that captures the
details of both the radiative cooling and the power plant off-design operation.

1.3 Initial technical assessment

An initial feasibility assessment of this proposal is in Dyreson and Miller [2016].
That work was a simplified comparison of the proposed system to an air-cooled CSP
plant. The CSP plant was a parabolic trough power plant. Though solar power tower
plants are more efficient, the trough plant was first studied because of the possibility
of putting the black radiative panels on the same structure as the parabolic trough
mirrors. In concept, the mirror side could face upward during the day and the
black panel could face upward at night. Ultimately, this configuration was not
pursued but remains an interesting potential design. The main simplification
was that the heat rejection required from the radiative cooled system was that of
an air-cooled system; thus any condensing pressure effects of changing the cold
sink temperature were not considered. The analysis determined that the night
sky radiator system could provide most of the required cooling for a typical CSP
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power plant without adjusting the plant’s schedule or operating points. The results
identified uncertainties in the simple model. The key results were:

• The annual cooling from a radiator field closely matches the annual heat
rejection required from a CSP plant with a solar multiple of two when the solar
aperture area and radiator surface areas are equal. (The solar multiple (SM)
is the ratio of the thermal output of the solar field to the thermal input for the
power cycle at design). During some hours in the summer, the radiator system
provides less than 50% of required cooling but it provides 100% of the cooling
during the winter. In actual implementation the power block’s operation
would be adjusted so that heat rejection load matches available cooling, but
this analysis shows that the amount of cooling available is reasonable for a
CSP plant.

• Radiation and convection both contribute to the heat rejection; radiation is
not dominating in all conditions.

• The two critical uncertainties in the model of radiator performance are night
sky temperature and convection coefficient, though over the course of the
year the system can provide a majority of the required cooling even with the
most conservative assumptions.

• The condensing temperatures, which are likely achievable with cold storage
charged by radiators, are lower than with an air-cooled system during midday
and higher during morning and evening hours.

After completion of the feasibility study, the cost of the technology for use in a
parabolic trough power CSP plant was assessed. These initial cost estimates for a
single power plant example informed the design of the system in the more detailed
work within this thesis.



8

1.4 Initial cost estimations

As an initial estimate of costs, 250 MW air-cooled CSP plant costs were estimated
from Kurup and Turchi [2015]. This estimating method uses unit costs for each
component that are scaled per acre, square meter surface area, MW output, etc.
Using a solar multiple of 2, the field area is approximately 2 million square meters.
The basic specifications of the plant are in Table 1.1.

Table 1.1: Summary of plant size parameters for 250 MW CSP plant

Basic plant compoments
2,000,000 Field size [m2 ]
250 capacity, gross [MW]
225 capacity, net (10% parasitics) [MW]
4,167 [MWth]
5 Collector width [m] as in Dyreson and Miller (2016)
15 Row spacing [m] (SAM default)
1.4 Non-solar land multiplier (SAM default)
2,076 Total footprint [acres]
Night sky cooling components

2,000,000 Radiatior field area [m2]
494 Total radiative surface area [acres]
1 to 3 Non-radiator land multiplier
1.89E+08 Cold storage volume [gallons]

The power block cost ($288 million) is adjusted for night time cooling by re-
moving the estimated air-cooled condenser cost. The air-cooled condenser (ACC)
cost was scaled from the cost for the ACC in a 350 MW coal plant EPRI [2004]. To
this reduced cost the radiator field and cold storage cost was added. The cost of
radiator panels was estimated using two vendor quotes for small commercial sized
roll-bond panels ($12 to 20 per m2). Land area for the radiator cooling field was
estimated from by applying a multiplier to the radiative surface area. The lower
land area estimate assumes no additional land is required. The higher estimate
assumes that row spacing requirements for cleaning and maintenance are the same
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as for the solar collectors. Note that in order to co-construct the solar collectors
and radiator field, a complete redesign of the collectors would be required and so
although this would minimize the land area requirement, it is not considered here.
The cold storage is the more expensive part of the cooling system - cost estimates
obtained from industry experts were $0.5 to 0.7 per gallon for individual tanks of
about 12 million gallons [Andrepont, 2016]. Here a range of $0.5 to $1 per gallon
was used. The total tank size would be 189 million gallons based on the initial work
scaled directly from the smaller plant in the feasibility analysis which assumed
two, fully mixed tanks. The low end was based on half of this volume assuming
stratified tanks. The initial cost estimations completed are shown in Table 1.2 and
Figure 1.4.
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Table 1.2: Estimated component costs for 250 MW CSP plant (million $)

Air-cooled
baseline

Night sky
cooling
(low end)

Night sky
cooling
(high end)

Source

Site improvements $ 60 $ 60 $ 60 Kurup & Turchi
Solar field $ 490 $ 490 $ 490 Sunshot Vision

2016 Update
HTF system $ 160 $ 160 $ 160 Kurup & Turchi
Thermal storage $ 313 $ 313 $ 313 Kurup & Turchi
Balance of plant $ 30 $ 30 $ 30 Kurup & Turchi
Power plant $ 288 $ 325 $ 429 Kurup & Turchi

Less ACC $ - $ (34) $ (31) EPRI (2004)
Plus roll-bond panels $ - $ 24 $ 40 Vendor range

Plus cold storage $ - $ 47 $ 132 $0.5-0.7 /gal
Contingency $ 94 $ 96 $ 108 SAM default
EPC & Owner costs $ 158 $ 162 $ 181 SAM default
Land $ 21 $ 21 $ 21 SAM default
Radiator system land $ - $ 5 $ 15 1-3x radiative

surface area
Sales tax $ 57 $ 59 $ 66 SAM default
Subtotal direct costs $ 1,434 $ 1,474 $ 1,646
Total $ 1,670 $ 1,721 $ 1,928
per MWe net $ 7.42 $ 7.65 $ 8.57
Percent increase - 3% 15%
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This first cost estimate suggests that cost of the night sky cooling system adds 3
to 15% to the basic air-cooled plant. The radiator cost is likely conservative because
it is based on vendor quotes for small scale, small quantity units. This analysis
informs the design because the cost of the cold storage system dominates. It will be
important to minimize the size of the cold storage by using stratified water tanks. In
order to justify the night sky cooling system, the initial cost estimate points to at least
a 3% increase in energy output required compared to air cooling (via performance
improvements of reduced condensing temperature and lower parasitic loads). In
addition to first costs, operational costs and energy sales revenues ultimately factor
in to the comparison. Though not included in this scope, work on optimizing the
plant operation can also inform the design, as in Dowling et al. [2016].

1.5 Research Goals

Nighttime radiation-enhanced cooling from non-selective surfaces that are uncov-
ered from ambient convection is a simple, but as of yet unexplored dry cooling
method for power plants. The heat transfer problem includes fundamental forced
convection heat transfer, something that is well studied but not easy to predict
under ambient conditions. The radiation heat transfer depends on the effective sky
temperature, available from measurements in a few locations. The cooled water
temperature is coupled to the power plant operation (according to condensing
temperature), adding complexity to the system operation. There are a multitude of
heat transfer, thermodynamic, and optimization problems which could be explored.

The research questions selected focus on assessing the practicality of the radia-
tive panels with cold storage for power plant cooling. Because water concerns have
deterred new CSP plants from using wet cooling, the system is primarily compared
to air cooled condensers. The central research question was: What is the potential
of a black, uncovered radiator panel system with cold storage to provide cooling
for CSP power plants? What are the economic and energy benefits of the system
(if any) compared to air cooled condensers? To answer this question, the goals of
this thesis were as follows:
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1. Complete a feasibility assessment of radiative-convective cooling for CSP.

2. Identify the appropriate modeling method for the radiative-convective panels.

3. Capture the condensing pressure effects in the Rankine power cycle with
adequate detail to compare different cooling systems.

4. Create a system-level simulation that can be used to compare a radiative-
cooled power plant with cold storage to an air-cooled plant capturing con-
densing pressure, parasitic losses, and costs.

Toward these goals, Chapter 3 considers the modeling the heat transfer from
uncovered, black panels. Existing literature is used to validate the models. Chapter
4 focuses on modeling the performance of a steam cycle power plant under varying
operating conditions in order to capture the off-design performance effects of
different cooling systems. Chapter 5 uses the radiative panel model and power plant
model in existing CSP system models using System Advisor Model to compare the
proposed radiative cooling system with cold storage to air-cooling for CSP. Chapter
2 first presents the relevant literature.
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2 literature review

This literature review is in two parts. First, background material related to radiative-
convective panels is provided. Radiation and convection concepts are covered
separately, followed by applications of radiative-convective cooling panels. Second,
literature that is useful for comparing CSP cooling systems is described.

2.1 Radiative-convective panels

2.1.1 Radiative cooling

The proposed night sky cooling system relies partly on the radiation exchange
between a warm panel and the cold night sky. This section outlines the theory of
radiation cooling and reviews previous work on radiation cooling both for power
plants and for building comfort cooling.

Background and theory

Radiation cooling is the heat exchange between an object and its colder surround-
ings resulting in a net cooling effect. The colder surroundings are ideally the
atmosphere, assuming the object does not have any radiation exchange with other
warm objects (i.e., a view factor of one to the sky). An object’s radiation is known
based on its emissivity and temperature. The incoming radiation from the sky
(radiance S) can be measured and is typically characterized by an effective black
body sky temperature Ts or an effective emissivity εs at the ambient temperature
(Ta). The relationships between the sky radiance and the effective sky temperature
and emissivity are:

S = σT 4
s (2.1)

S = εsσT
4
a (2.2)
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Thus either effective sky temperature or emissivity can be used to characterize
the radiance of the sky. Then the radiation exchange between an object (temperature
T and emissivity ε) and the sky can be written as:

Q̇net = εσ(T
4 − T 4

s) (2.3)

Though the focus of works cited in this section is on black body radiating
surfaces, also included are proposals for radiation from selective surfaces. The
same concepts are employed except that the surface properties are spectral such
that reflection and emission vary by wavelength. The reason for using selective
surfaces is to reflect short wave radiation from the sun to allow net radiation cooling
during daytime hours. Selective surfaces can also be used to optimize the emission
during the night based on the fact that the atmosphere is transparent to radiation
in the atmospheric window of approximately 8-14 micrometers. For discussions of
the theory and potential of radiation cooling from selective surfaces see the early
works of Berdahl et al. [1983] and Catalanotti et al. [1975].

Sky temperature estimates and measurements

Sky temperature is most commonly measured with a pyrgeometer. A pyrgeometer
measures the incoming long wave radiation that then allows calculation of effective
sky temperature or emissivity per equation 2.2 or 2.1. The pyrgeometer is a pyra-
nometer where the solar (short wave) radiation is filtered by a screen with a cut-in
wavelength of typically around 4 micrometers. Others have proposed alternative
measurements (Berger et al. [1984], Gliah et al. [2011], Cooper et al. [1981]) but
pyrgeometers are commercially available and are the most common source of data.
In particular Gliah et al. [2011] provides a summary of sky temperature measure-
ment techniques and the shortcomings of the pyrgeometer method. However to
date a better method has not been vetted and a good pyrgeometer such as Kipp &
Zonen CGR4 claims uncertainty of less than 3% in daily insolation [Kipp&Zonen,
2014]. Pyrgeometer measurements are not widely available in the way that other
weather data are. For international sites, the BSRN Network makes available some
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data (bsrn.awi.de). For US sites, SURFRAD (esrl.noaa.gov/gmd/grad/surfrad)
provides data including a location at Las Vegas, Nevada that is useful for the current
work because it is a realistic location for CSP plants.

Because measurements of effective sky temperature are not readily available en
mass at weather stations nor in typical meteorological year (TMY) datasets, many
have attempted to correlate sky temperature to ambient conditions. Several corre-
lations are available for sky temperature under clear skies and some correlations
also consider partly cloudy conditions. During completely cloudy periods the sky
temperature can be approximated by the ambient temperature. Aubinet [1994] and
Eicker and Dalibard [2011] provide full treatments of the available correlations.

Along with a detailed review of the available sky emissivity correlations for both
clear and non-clear conditions, Eicker and Dalibard [2011] provide a comparison
to measurements for the purpose of a study of photovoltaic-thermal (PVT) panels.
The authors compare modeled sky temperatures to pyrgeometer measurements in
Germany for a short period of time. The non-clear models all use some quantity to
represent cloudiness that is based on daytime radiation, so they do not account for
changing cloudiness overnight. They find that clear sky temperature models are
reasonably accurate but only during clear conditions, while cloudy sky models are
marginal in cloudy conditions and poor in clear conditions. So no single model
can be used to predict sky emissivity for all conditions.

One often cited clear sky emissivity model is Berdahl and Martin [1984]. They
provide apparent emissivity for clear sky based on a correlation from six different
locations over the course of several years. This model also performed well during
clear periods tested by Eicker and Dalibard [2011]. A pyrgeometer was used to
estimate sky emissivity during clear periods. The locations have a variety of climates
but two locations are potential CSP sites: Tucson, AZ and Boulder City, NV. The clear
sky emissivity is correlated to dew point temperature. The correlation for apparent
emissivity to dew point temperature was fit based on monthly average data and
then a cosine function was fit to this data to account for day-night differences, based
on previous work that showed the emissivity differences would be 0.016, with the
larger emissivities at night. The effective sky temperature (Ts) based on the Berdahl
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sky emissivity correlation is [Duffie and Beckman, 2013]:

Ts = Ta
(
0.711 + 0.0056Tdp,C + 0.000073T 2

dp,C + 0.013 cos (15t)
)1/4 (2.4)

The same authors also propose a sky emissivity correlation accounting for
cloudiness conditions [Martin and Berdahl, 1984] but the performance of that
model in hourly predictions of effective sky temperature is poor based on the work
of Eicker and Dalibard [2011].

Vidhi [2014] use experimental data from measured sky temperatures (pyrge-
ometer) in Colorado to compare common clear sky emissivity correlations. Though
several models have similar error, the lowest error is that of Berdahl and Martin
[1984].

2.1.2 Forced convection over flat plates

Radiation cooling can be either enhanced or diminished by convection effects, so
it is equally important to understand the convection as it is to understand the
radiation. A flat, uncovered radiator panel exposed to ambient wind is subject to
combined free and forced convection, with forced convection dominating under
any significant wind speed. This section describes external forced convection heat
transfer theory and reviews relevant experimental work.

Uninterrupted plate

Convection from a panel due to outdoor winds is approximated by forced convection
over an uninterrupted flat plate. This section includes a brief summary of theory
and discussion of experimental results. For a full treatment see heat transfer texts
and handbooks (for example Nellis and Klein [2009], Incropera and DeWitt [2002],
Hewitt [2008]).

The difference between the surface temperature and the free stream temperature
drives heat transfer between the surface and free stream. The resistance to heat
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transfer is characterized by the size of the boundary layer. Initially the boundary
layer is small and the resistance to heat transfer is low. As the flow field develops the
boundary layer grows and the resistance increases. Initially the boundary layer is
laminar. Eventually the boundary layer transitions to turbulence and the resistance
to heat transfer is related to the size of the viscous sublayer within the turbulent
boundary. The transition from laminar to turbulent flow (that is in fact not a discrete
change but a transition) decreases the resistance to heat transfer, but the turbulent
boundary layer continues to grow and so the resistance to heat transfer increases
from the initial minimum value. The thermal boundary layer growth is related to
the momentum boundary layer growth. A few definitions are required. Reynolds
number is the ratio of inertial to viscous forces Rex = ρu∞x

µ
. Prandtl number is

the ratio of the momentum diffusivity to the thermal diffusivity Pr = ν
α

. The local
(as opposed to area-average) Nusselt number is the dimensionless heat transfer
coefficient defined as:

Nux =
hx

k
(2.5)

where h is the local heat transfer coefficient, x is the position from the entrance
of the flow on the plate, and k is the conductivity of the fluid. The local friction
factor Cf is the dimensionless shear stress:

Cf =
2τs
ρu2∞ (2.6)

where τs is the shear stress, ρ is the density of the fluid, and u∞ is the free
stream velocity.

Experimental work by many (described in this section) has shown that turbulent
conditions are generally present in flow of ambient wind over a plate. One common
form of the standard forced convection correlation for turbulent flow over a flat
plate is summarized here. An experimentally derived friction factor for turbulent
flow over a smooth flat plate is [H. Schlichting, 1979]:

Cf = 0.0592Re−0.2
x (2.7)
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The modified Reynolds analogy or Chilton-Colburn analogy describes the rela-
tionship between the momentum boundary layer and thermal boundary layer for
fluids with Prandtl numbers close to 1 when viscous dissipation can be neglected
and the pressure gradient in the flow direction is small. This leads to a relationship
between the Nusselt number and friction factor:

Nux =
Cf

2
Pr1/3Rex (2.8)

The local Nusselt number for a smooth flat plate is then:

Nux = 0.0296Re4/5
x Pr1/3 (2.9)

This equation applies for turbulent conditions up to Rex of 1e8 and Prandtl
numbers for 0.6 to 60 [Nellis and Klein, 2009].

The average Nusselt number is determined by integration of the local value over
the length of the plate. Since turbulent conditions are assumed to exist through the
entire plate in this case, the initial laminar region is not considered and the average
Nusselt number is related to the Prandtl number and average Reynolds number
per:

N̄u = 0.037Re4/5Pr1/3 (2.10)

Other versions of this equation exist because different empirical correlations
for friction factor can be used or other methods can be used to approximate the
Nusselt number. The above relation is for an isothermal plate. A correlation for
local Nusselt number for forced convection over a plate with a constant heat flux
(instead of constant temperature) under turbulent conditions is:

Nux = 0.0308Re4/5
x Pr1/3 (2.11)

The Prandtl number range is from 0.6 to 60. Because a radiator that is cooling a
fluid over its length is in fact neither isothermal nor characterized by constant heat
flux, either form is equally relevant. Since the two are very close, the isothermal
version is used here.
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Immediately a few differences from theory are apparent: the cooling panel may
have fluid channels that are not flush with the plate so it is not truly a flat plate,
and the boundary layer development is influenced by the surface roughness and
turbulence of ambient wind. Experimental work reviewed in the following sections
demonstrates the applicability (and limitations) of applying the turbulent forced
convection theory to real outdoor conditions.

Relevant experimental work - uninterrupted plate

A great deal of experimental work has been completed to predict the heat transfer
coefficient for flow over a flat plate both in wind tunnels and outdoor conditions.
Many have completed tests for convection from solar thermal panels or PV panels,
which resemble the convection from the surface of the radiator panel relatively well.
One difference is that solar collectors are generally tilted for optimal solar radiation
exposure, not flat for maximum view to the sky as radiators would be. However,
correlations are useful because they often consider a range of orientations including
completely horizontal.

A review of this literature provides three general conclusions: 1) flow in ambient
conditions is generally turbulent and 2) the flat plate correlation described in
equation 2.10 is more accurate and generalizable than correlations made to an
individual experiment and 3) all predictions of forced convection coefficients should
be considered approximations. The first two conclusions are discussed in this
section. The third conclusion, that all predictions are approximations, is apparent
in the literature in general. For example Incropera and DeWitt [2002] state that
errors of up to 25% should be expected in general for flat plate correlations and in
particular for expression 2.7 the accuracy is 15%. This uncertainty is in part due to
uncertainty in measurement of heat transfer coefficients and in part because any
real wind will have a specific flow field and free stream turbulence.

Empirical correlations for flow over flat plate

Palyvos [2008] provides a review paper of convection over flat plates for application
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in building thermal energy analysis and roof-mounted solar. This review paper
includes the equations for 38 linear correlations for heat transfer coefficient to
velocity, 18 power law correlations to velocity, 20 equations correlated to Reynolds
and Prandtl number per boundary layer theory, and 15 correlations to velocity and
plate length. From the linear equations the author proposes a simple equation that
could serve as an initial estimate of convection, while not being specifically tuned
to any one experiment.

h̄ = 4.2 + 3.5V (2.12)

Here V is the wind velocity component parallel to the plate in m/s. The average
maximum deviation of this equation to each of the empirical linear relations is 18%.

Palyvos concludes that field measurements should be pursued, that wind ve-
locity measurement should be standardized, and that most importantly the use of
any of the existing correlations should be done only with an understanding of the
applicability of a given correlation.

Example of empirically derived linear correlation

Sharples and Charlesworth [1998] is an often-cited experimental work that provides
data for convection in real ambient conditions. Their experiment uses a residential
solar collector-sized heating element on the roof of a building to provide data that
is as close as possible to the real operating conditions of solar collectors. The roof
had a 35°pitch. The wind speed measurement was taken 1.5 m above and several
meters away from the test element. Air temperature was measured with a shielded
thermocouple. Short and long wave radiation were measured to isolate convection
from radiation. The experiments were completed in periods of generally overcast
skies with good winds. The daytime and nighttime conditions did not give different
heat transfer coefficient results.

Both linear and power fits were made to the data at each of several wind inci-
dence angles. For a head-on wind, the correlation is:
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h̄ = 2.2V + 8.3 (2.13)

The study finds reasonable agreement with the correlation of Test et al. [1981],
developed under similar conditions, and some agreement with other correlations
as well. Their correlation well describes the conditions of the test it was developed
under but does not incorporate the influence of effective plate length (either due
to varying wind direction or actual plate size differences), and therefore does
not reflect the fact that the local heat transfer coefficient varies along plate length
according to boundary layer theory.

A return to boundary layer theory

The question of choosing the best convection heat transfer correlation for flat plates,
specifically solar collectors, is reviewed by Sartori [2006], concluding in unambigu-
ous terms that correlations based on boundary layer theory are the only relevant
correlations for general use.

On the topic of turbulent versus laminar conditions, Sartori cites literature that
suggests that the conditions of flow over a blunt-edged solar collector would never
be truly laminar. Though no original experimental work is included in this work,
by examination of available experimental work the author shows that several have
observed that real wind conditions are turbulent.

After reviewing available correlations that have been made using either linear
or power regressions to measured heat transfer coefficient in terms of wind speed
and (in some cases) also length of plate, Sartori emphasizes that these correlations
do not generally reflect boundary layer theory and so are not relevant outside of the
specific geometry and conditions under which they were tested. Boundary layer
theory shows that the local heat transfer coefficient decreases along plate length,
and so a correlation for average heat transfer coefficient must account for effective
plate length. The effective length of a plate should consider the variable outdoor
wind direction because the path of the wind over the plate determines how much
time the boundary layer has to develop. Sartori creates simplified versions of the
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basic flat plate correlations for laminar, transition, and turbulent regions over a flat
plate. Beginning with equation 2.10, Sartori uses properties of air at a mean fluid
temperature of 40°C to estimate the average heat transfer coefficient based only on
the length of the plate in the wind direction L in meters and the wind velocity V in
m/s.

h̄ = 5.74V4/5L−1/5 (2.14)

The accuracy of the correlation is tested using experimental work by others.
The equation consistently matches the experimental results as well as the related
site-specific correlations better than other correlations. In addition Sartori made
data available (through comments on a journal article [Sartori, 2011]) comparing
experimental results to a number of correlations and shows superior accuracy of
the Sartori equation under several different wind speeds from two experimental
studies.

Experimental work reinforcing correlations based on boundary
layer theory

Kaplani and Kaplanis [2014] study the impact of convection over PV panels on
panel temperature. The temperature of the PV panel is modeled with the relation:

Tpv = Ta + fpvIT (2.15)

Where Ta is the ambient temperature, IT is the plane-of-array radiation, and fpv
is a factor that includes the effects of convection on a tilted panel per the following
definition:

fpv =
(τα) − ηpv
UL,f −UL,b

(2.16)

Where (τα) is the transmittance-absorbance product, ηpv is the efficiency of the
PV panel, and UL,f and UL,b are the front and back loss coefficients.
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A number of correlations are used in the analytical model and the resulting f is
compared to experimental data. The PV panel tested was one in an array of four
panels, each 1.49 by 0.674 m. The panels are two-axis tracking and experimental
data included a range of angles down to 15°from horizontal (but never completely
horizontal). One year of data was monitored and the analysis is based on the clear
sky days only.

The authors choose the set of Sartori correlations (laminar, transition, and turbu-
lent) as well as the Kendoush equation Kendoush [2009]. The Kendoush equation
is also an analytically derived equation for convection that accounts for the wind
direction and plate length. In this work the wind regime for the Sartori correlations
was not always assumed to be turbulent. Instead the wind regime was selected
based on the Reynolds number and assumed turbulent if there were obstacles
directly in the flow path. The heat transfer coefficient was not calculated but the
model predicts the f factor to the satisfaction of the authors using either Sartori or
Kendoush equation for the forced convection on the windward side of a PV panel,
with a RMSE of 0.004 m2K per W. To understand the significance of this error,
consider radiation from 100 to 1000 W/m2 . The RMSE reported would result in a
0.4 to 4°C error in the temperature of the PV panel. With the temperature sensitivity
of the panel used in the experiments, the impact on efficiency would be up to 2%.

Other empirically derived correlations for forced convection were tested includ-
ing that of Sharples and Charlesworth [1998] but resulted in poor performance of
the model. The authors conclude that this is in part due to the empirical nature of
the correlations.

It is notable that the flow is not assumed to be turbulent given the conclusion of
Sartori that outdoor flow over a blunt flat plate is always turbulent. However since
the model was not run assuming only turbulent flow it is not known if the fit of f to
the experimental data would have been improved with the turbulent assumption.

Experimental work reinforcing assumption of turbulence

Neises [2011] modeled the temperature of a PV panel and also used experimental
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data. Though the convection heat transfer coefficient was not measured, the impact
of the convection correlation used in the model was tested by changing the corre-
lation and examining the error in modeled PV power and PV panel temperature
compared to measured values. Neises compared four models for forced convection
including two laminar and two turbulent models. The flat plate turbulent equation,
Equation 2.10, and another version of the turbulent forced convection equation were
used. The two turbulent forced convection equations were more accurate than the
laminar correlations, so turbulent conditions are assumed to exist even in low wind
speeds. Since the two turbulent forced convection equations had similar impact on
the accuracy of the PV model, the more simple version, Equation 2.10, was chosen.
It is worth noting that a complete model including the laminar-turbulent transition
was not tested.

Experimental work contradicting correlations based on boundary
layer theory

McColl et al. [2015] also models PV panel temperature and compares to measure-
ments as part of a study on PV cooling methods. In this case the correlation of
Sharples and Charlesworth [1998] is compared to the Sartori equations (laminar,
transition, and turbulent) and to fundamental equations, that are essentially the
same as the Sartori equations. Based on one day of data, the correlation of Sharples
provides much more accurate PV panel temperature than those based on funda-
mentals. The standard deviation of the predicted panel temperature for this single
day were 2.2, 9.0, and 6.9°C, for the Sharples, Sartori, and fundamental correlations,
respectively. In particular the panel temperature prediction is poor at low wind
speeds when convection is predicted by the Sartori or fundamental correlations.
The panel size was 1.485 by 0.655 m and the panel was oriented at a stationary
south-facing position. The Sharples correlation may be best in this case because
likely the panel size in the Sharples test was similar to that in the current case, and
the authors assumed laminar and transition flows exist though the work of Sartori
and others shows outdoor wind is likely turbulent, thus under predicting cooling
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by convection in low wind speeds. This study is included here as it is contradictory
to the conclusions of Kaplani and Kaplanis [2014] and, to some extent Neises [2011],
though the McColl work uses a shorter period of data, one day, than the others.

Interrupted plate

The uninterrupted plate model is based on a free stream air flow and the devel-
opment of a boundary layer over the length of a single flat plate. However, in
the proposed radiative field described, the majority of the panels experience an
incoming flow field affected by the previous panels. This is often described as an
interrupted plate. Existing studies of interrupted plates relate to heat exchang-
ers, PV panels, and solar concentrators. For heat exchangers, understanding the
fundamental flow characteristics of plate-fin heat exchangers began with analysis
(experimental and analytical) of flow over multiple plates aligned in a row and also
in staggered arrays. For PV power plants, convection effects impact the temperature
of the panel, which is relevant since the a higher temperature leads to a lower panel
efficiency. Though studies have considered convection over individual PV panels
(as described in Section 2.1.2), work on the convection effect within a large field of
PV panels was not found in this literature review (perhaps because the temperature-
efficiency effect is not a primary performance concern). Solar concentrators for CSP
plants of both trough and tower type have been studied because wind loading can
be a significant issue and leads to overdesigned collectors and high costs. Interest
in reducing collector cost has led to both experimental work (wind tunnel and
outdoor) and CFD analysis of individual concentrators as well as intra-field effects.
Collectors positioned inside of the field or shielded by fencing have lower wind
loads. This section summarizes relevant literature for intra-field momentum and
thermal boundary layer effects from these different applications.

Relevant results - interrupted plate

Cur and Sparrow [1978] investigate the effects of two flat plates arranged in series in
a wind tunnel. The heat transfer coefficient is obtained by analogy to mass transfer



27

for tests for geometries typical of heat exchangers. These were thickness:length
ratios (0.04 to 0.12), spacing:length ratios (0.25 to 2), and Reynolds numbers (1,100
to 13,600). The wind tunnel results are not directly applicable because they use a
hydraulic diameter that relates to the wind tunnel duct size, but the qualitative
characteristics of the flow field are still useful. In some experiments both fore and
aft plates participated in heat (mass) transfer, while in other experiments the first
plate was there only for development of the momentum boundary layer but did
not participate in heat (mass) transfer. The second plate heat transfer coefficient
compared to the first depends on the effects of spacing thickness, and Reynolds
number. Applying these results to the radiative-convective cooling panels with
large spacing (up to 15 m row spacing for 5 m wide radiators if installed on the back
of solar collectors as in the concept of the original feasibility study in the current
work) and small thickness relative to plate length (i.e. th=2 mm and characteristic
length of plate at least 5 m), the second plate will have a heat transfer coefficient
approximately the same as the first as long as the Reynolds number is high (>5,500).
If Re is lower, the heat transfer coefficient from first to second plate (10-50 %).
Thus knowledge of the flow regime is important. Cur and Sparrow [1979] extend
previous work (two plates) to an array of plates. The development of a ’periodic fully
developed’ regime occurs when there are many plates. Mass transfer experiments
on a small duct with a series of plates were completed to measure heat transfer
characteristics by analogy. In this study the plate spacing was kept uniform at
spacing = length of plate. The Reynolds number and plate thickness were varied
as in the previous study. Results showed that thermal development was achieved
by the eighth plate and that the periodic flow condition typically had a lower heat
transfer coefficient than the first plate, though the decrease was moderate - less
than 20%. (As in Cur and Sparrow [1978], the first to second plate differences can
be either positive or negative, depending on the thickness of the plate and flow
conditions.) These results suggest that when the wind approaches an array of
plates from the direction perpendicular to the length of the plate, a degradation of
20% could be applied to the heat transfer coefficient to conservatively estimate the
effect of multiple plates on the predicted heat transfer coefficient. When the wind



28

approaches from the direction parallel to the length of the plate, the heat transfer
coefficient would be expected to degrade along the path. These results also suggest
that increasing the thickness of the plate could serve to augment the heat transfer
coefficient, possibly more than making up for the degradation. Increasing the plate
thickness would increase the turbulence at the start of each plate. It is worth noting
that the results were for spacing-to-length ratio of one and the wind tunnel flow
was not representative of outdoor conditions, which are more turbulent.

Specifically for solar panels on building rooftops, Kind et al. [1983] used scaled
experiments of a pitched roof with an array of solar panels in simulated outdoor
wind conditions (turbulent flow). In addition to showing that general correlations
do not well predict behavior in outdoor conditions, they also show how the con-
vection coefficient varies over multiple plates and with varying wind directions. If
the wind approaches along the array’s length, their results show a 20% decrease in
heat transfer coefficient from the first to the final panel. They note that the results
are not applicable when there is significant wake from surrounding objects or in
any case when the geometry is different than the described experiment.

Camargo et al. [2009] complete a paired experimental and numerical study of
convection over multiple heated plates. The spacing between places was approxi-
mately equal to the plate length in the flow direction. The plate thickness to length
ratio was about 0.25. Over a range of Reynolds numbers (2,000 to 20,000), the heat
transfer coefficient measured at the second plate was lower than at the first plate,
but did not degrade significantly more by the fourth plate. The difference between
the first and second plate heat transfer coefficients was related to the Reynolds
number; higher flow rates led to higher differences. This is consistent with Cur
and Sparrow [1978] for related geometry (high thickness:length and spacing:length
approximately unity). The degradation was about 20%.

Relevant CFD methods - interrupted plate

This section reviews some of the work where computational fluid dynamics (CFD)
methods are used to model flow around heliostats and PV panels. The study of
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wind loading over the field can inform the study of heat transfer coefficient over
the field. Ho [2014] provide an overview of the use of CFD for CSP systems. For
collectors, their review of the literature summarized the use of CFD for single
heliostat or parabolic trough collectors. In high wind conditions, parabolic trough
collectors typically are stowed at a position about 60 degrees from upward facing,
while heliostats are stowed horizontally with the mirror facing down. CFD was
used, often along with experiments, to examine the wind loading over heliostats
for different orientations (stowed or not) and for different facet spacing (spacing
between individual mirrors mounted on a single heliostat).

Wu et al. [2010] complete numerical and experimental studies of the gap effect on
heliostat wind loads. The ’gap’ is the spacing between individual facets or heliostat
mirror panels that make up a single tracking heliostat. The numerical model is
in ANSYS Fluent. Due to the complexity of the geometry, a two dimensional
simplification is made. The inlet conditions used a velocity boundary layer and
the exit was a static pressure. The energy equation was not solved because the
temperature field was not important. The steady Reynolds-average Navier-Stokes
(RANS) equations were solved. A k-ωmodel was implemented for turbulence as it
is accurate for free shear flows. The results show that the gap effect is not important
when designing for wind load and numerical and experimental results agree.

Sment and Ho [2013] measure wind speeds in a heliostat field to observe the
wind loading and wind turbulence intensity within the field. Their wind loading
measurements generally agree with the results of Peterka et al. [1986] which showed
a reduction in the wind load from the first to the later rows of heliostats. Three
positions were tested including the stow position, which is nearly horizontal. The
wind load measurements for the horizontal position were not reported (likely
because the projected area was zero into the wind). Turbulence intensity (TI)
was found to increase significantly from the first to the later heliostat rows (0.1 to
0.5 TI), specifically when the heliostats were horizontal the turbulence intensity
doubled (to 0.2 TI). The wind speed measurements were at 32 Hz sampling rate
and measurement heights were 4, 7, and 10 m depending on the location. A CFD
model using SolidWorks was also completed but the direct comparison of model to
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experiment was not successful.
Jubayer et al. [2016] complete a CFD analysis and wind tunnel testing of con-

vection from a single ground mounted PV panel. A single ground mounted panel
at an angle of 25°is studied with two different wind directions and three different
Reynolds numbers. Free stream turbulence is known to increase the heat trans-
fer. The CFD model used a nonuniform grid with increasing grid sizes further
away from the panel except toward the ground. The inlet conditions used surface
roughness and turbulence intensity profiles. The OpenFOAM software was used.
The turbulence model was the shear stress transport (SST) k-ωmodel. The wind
tunnel measurements use a boundary layer tunnel to better approximate outdoor
conditions. Though velocity profiles do not match exactly, agreement is reasonable.
This work showed that the heat transfer from a ground mounted panel is higher
( 12%) than that from a roof-mounted by comparison to previous results.

Capturing intra-field convection effects

Some initial estimates are made to determine the potential impacts on the radiative
cooling system proposed. Based on the literature review, the convection coefficient
correlation for single flat plate has an uncertainty of approximately ± 20% and
the forced convection over the panels within the field may be about 20% lower
than that of the first panels on the edge of the field. These bounds are applied
to the annual simulation of the system from Dyreson and Miller [2016] using the
adiabatic analytical model as described in Chapter 3. Figure 2.1 and Table 2.1
detail the results of the annual hourly simulations. As an upper bound on the
strength of convection, ’convection uncertainty (+)’ is determined by augmenting
the convective heat transfer coefficient by 20% every hour. As a lower bound,
’convection uncertainty (-) and intrafield effect (-)’ is determined by derating the
convective heat transfer coefficient by 36% every hour (1- 80% uncertainty x 80 %
intrafield penalty). If convection accounts for half of the heat transfer, the overall
penalty for the convection uncertainty and intrafield effects would be consistently
about 36% . However the annual penalty estimates in Table 2.1 is less than this for a
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few reasons. First, during the winter there is excess cooling available so the system
can meet cooling demand despite the decrease in convection estimates. Second,
this panel design uses a long 200 m length in order to mirror the collector field
geometry , so it is overdesigned for most conditions.

Table 2.1: The cooling provided using the radiator field area equal to the collector
field area is decreased by up to 5% over the year. The month of June is also shown
to illustrate that the penalty is larger in the summer. There is no decrease in heat
transfer in the winter but in the month of June heat transfer can be decreased by
up to 10%. Two uncertainty cases are analyzed as bounds. The case for wind
approaching along the 200m length is also considered as an extreme case; if the
characteristic length for convection heat transfer is 200 m for one section of radiator
and if the turbulent boundary layer is not interrupted along this length, the heat
transfer coefficient would decrease along the entire length.

Case Annual cooling met (%) June cooling met (%)
Baseline 94 86
‘h’ (-20%), intra-field effect (-20%) 91 79
‘h’ (+20%) 95 88
Assume wind along 200m length 89 76

Figure 2.1: Duration curves of the unmet cooling load for a CSP plant operated as
an air-cooled plant with radiative cooling provided using only an area equal to the
solar field aperture area.
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These bounds do not change the feasibility analysis significantly from the origi-
nal conclusions in Dyreson and Miller [2016]; the radiator area is approximately
adequate for cooling provision and the power plant operation should be considered
to fully appreciate how a radiative cooling system might compare to an air-cooled
system.

Wind speed variations and impact on convection

This section considers the impacts of sub-hourly wind speed variations. The sim-
plified boundary layer version of the Sartori correlation is:

h̄ = 5.74V4/5L−1/5 (2.17)

In solar data sets , the wind speed is often reported as the hourly average, and
this is a typical modeling timescale for CSP. Using wind speed measurements at a
timescale on the order of one hour, the distribution of wind speeds has a typical
Weibull distribution.
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Figure 2.2: Wind speeds measured at the Desert Rock site in the SURFRAD network
are reported at one minute values and here averaged hourly to produce histogram
of the hourly averages compared to a Weibull distribution.

However on smaller timescales, outdoor wind is turbulent. Turbulence is de-
scribed by turbulence intensity (TI) as the ratio of the standard deviation of wind
speeds to average of wind speeds:

TI =
std

ū
(2.18)

Measurements are typically made on at least 1 Hz sampling rates with averaging
timescales of something less than one hour; usually ten minutes. The ten minute
timescale is a convention in wind energy engineering as it relates to the response
times of wind turbines. Turbulent fluctuations are normally distributed instead of
having a skewed distribution like the longer term measurements. Manwell et al.
[2009]. This means that using hourly averages results in a conservative estimate
of convective heat transfer because the convective heat transfer coefficient favors



34

the higher wind speeds. Sub-hourly data are not necessary for modeling the heat
transfer from radiative-convective panels which operate on longer timescales.

2.1.3 Radiative cooling applications

Radiative cooling has been investigated in detail for building cooling and a few
publications consider radiative cooling for power plants. A fundamental difference
between these two categories is the temperature of the radiator object. For comfort
cooling a building is maintained below ambient while a power plant condenser
generally operates above ambient unless the cooling system allows cooling below
ambient (such as a cooling tower which approaches ambient wet bulb). This section
summarizes the relevant literature as it pertains to the current work.

Radiative cooling for comfort cooling

As summarized by Eicker and Dalibard [2011], substantial work has been done
on passive radiation cooling for buildings. Systems proposed use open tanks,
dedicated thermal panels, and PVT panels. (PVT panels are typically used to cool
PV panels and to collect thermal energy during the day but as a passive cooling
panel they can be used at night to cool water.) In this section several works that can
inform the proposed radiative enhanced cooling system are discussed, mostly those
that use uncovered non-selective surfaces. These works provide interesting insights
into experiences with uncovered black surfaces for water cooling but importantly
they are focused on conditions that exist when the cooling load is a building. A
summary of heat fluxes from experiments is provided in Table 2.2. The heat flux
depends on the ambient temperature, sky temperature, wind speed, and radiator
surface temperature, but the magnitude of the heat flux for applications for comfort
cooling are on the order of 100 W/m2 . Raising the inlet temperature in one study
showed the potential for higher heat fluxes.
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Table 2.2: Heat fluxes measured from black, uncovered radiators at night under
different operating conditions range widely underlining the importance of operating
temperature and ambient conditions. Fluxes are approximate as they are in some
cases interpreted from graphs in the original literature.

Reference Temperature Location,Month Heat Flux
[W/m2 ]

Eicker and Dalibard [2011] Inlet 20-40°C Spain, June 30-210
Tevar et al. [2015] Comfort cooling Spain, July 64
Erell and Etzion [2000] Inlet 20°C Israel, July 88
Eicker and Dalibard [2011] Inlet 15-20°C Germany, Oct. 100-120
Eicker and Dalibard [2011] Inlet 35-55°C Germany, Nov. 200-800
Hosseinzadeh and Taherian
[2012]

Outlet 15-23°C Iran, Nov. 23-52

Hosseinzadeh and Taherian [2012] operate two serpentine solar collectors with-
out glazing along with a water storage system to test the potential for building
cooling in Iran. The cooling achieved was between 23-52 W/m2 under a variety of
ambient and flow conditions. The solar collector is a 1 mm thick iron plate with
copper tubes. The panel is insulated on the back. Their model, like many flat panel
radiative cooling models, is created using the formulation of Duffie and Beckman
[2013] for solar collectors.

Kimball [1985] tested radiative cooling panels in Phoenix, Arizona. Several
configurations were tested including an uncovered, black panel. In this experiment a
radiator with copper tubing was kept at a uniform temperature with electric heating.
The heat flux obtained from the radiators at different operating temperatures was
examined. The model was extrapolated to consider annual performance at different
locations under a variety of operating conditions. The experimental heat fluxes
are not reported. The authors normalize all results by ideal radiator performance
where an ideal radiator is a covered radiator with a radiator surface having perfect
reflectivity outside of the atmospheric window and perfect emissivity within it.

Eicker and Dalibard [2011] use a PVT panel with the cover removed to provide
nighttime cooling. Both modeling and experimental work are completed. The
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PVT panels’ cooling performance is modeled using a modified solar collector
approach including estimates for night sky temperature and convection coefficients.
This model is first validated with a prototype experiment using commercially
available PVT modules. Experimentation included measurements of inlet and exit
temperatures, ambient conditions, and sky temperature (via pyrgeometer). The
PVT panels had surface area of 0.67 m2 and the circulating tube inner diameter
was 8 mm. The uncovered emissivity was 0.8978. The prototype experiment was
completed in November in Stuttgart, Germany for two nights. The cooling power
available at night was between 100 and 120 W/m2 . Water was cooled less than 5°C
and flow rates were 23-28 kg per m2 per hour. Incoming water temperatures were
between 15 and 20°C. The impact of varying the incoming water temperature was
also examined for incoming water temperatures over 50°C during a separate two
day period in October. Results comparing heat fluxes based on the water-to-sky
temperature difference are in Figure 2.3. The heat flux is higher as the inlet water
temperature increases above the sky temperature.

Figure 2.3: Eicker and Dalibard [2011] heat fluxes.
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Eicker and Dalibard [2011] also install a different set of PVT panels in a model
home. These PVT panels consisted of copper tubes (ID 15 mm) fastened with
aluminum strips to the back of PV modules with a high conductivity glue. The
area of one panel is 2.8 m2 and the mass flow rate is 20 kg per m2 per hour. Several
operating modes were tested in Madrid, Spain in June. The average cooling power
when the uncovered PVT panel was cooling from a storage tank (approximately
40°C) at night was 40-70 W/m2 . It is notable that the heat flux from the Spain system
was much less than from the prototype system, but the ambient temperatures in
the October and November periods in Germany were down to 5°C at night while
in Spain they were about 20°C at minimum. This in addition to the different PVT
panel geometries likely accounts for the differences in performance.

Erell and Etzion [2000] propose flat plate solar collectors to provide nighttime
cooling for a building. They begin by outlining the differences between a solar
collector and a flat plate radiator: mechanical pumping is required for a radiator
(natural circulation not possible), convection effects can work to the advantage of the
radiator instead of being considered a loss mechanism so a cover is not necessarily
best, and the heat flux is significantly less and so the ideal solar collector geometry
is not the ideal radiator geometry. The authors use the solar collector model in
Duffie and Beckman [2013] to model an uncovered radiator where the radiation
term is linearized. They note that the loss coefficient UL in the solar collector
model can not be assumed constant as convection plays a more significant role and
varies with wind speed. They describe the effects of the solar collector parameters
based on radiator and ambient temperatures: tube spacing W, fin efficiency F,
collector efficiency F ′, mass flow rate, and loss coefficientUL. An experiment is also
completed wherein three different radiators were tested. Two were conventional
solar collectors except they had no convection shields (one insulated on bottom one
not) and the third radiator had copper tubes with finned surfaces as in a car radiator.
Though the exact range of test conditions and dates is not provided, the authors
state that a range of conditions were tested, and at least some of them were in July
in Israel. Operating temperatures were around 20°C. They suggest that the typical
finned plate geometry may not be optimal for cooling performance depending on
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the ambient conditions and propose a radiator consisting only of pipes.
Tevar et al. [2015] present experimental results from three different ’radio-

convective’ panels designed for use in building cooling. Experiments were com-
pleted in Almeria in Spain. The three uncovered panels tested were 1) panel with
complex geometry and high emissivity 2) selective absorbency plate and 3) white
metallic panel. The emissivity for the three are 0.9, 0.02, and 0.05, respectively,
chosen to cover a wide range. The very low emissivity panel was useful to isolate
convection and conduction effects from radiation. The range of conditions over
the 15 nights in July included in the test covered clear to cloudy skies and winds
from 0 to 4 m/s. The high emissivity panel provided maximum cooling of 63.7
W/m2 . The experimental results compared well with the theoretical, which were
based on solar collector calculations as in Duffie and Beckman [2013]. Though the
temperature of the test was not provided, since the application is specifically for
building cooling it is assumed to be low.

One consideration in implementation of radiative cooling systems is dew ac-
cumulation. In fact in some places a radiating surface is used to collect water at
night [Smith, Geoffrey B., Granqvist, 2011]. Water on a radiative surface reduces the
cooling potential because water is an infrared absorber. The accumulation of dew
depends on the climate and how cold the radiator operates. According to Smith it
is not a major problem and can be handled with slotted surfaces as needed. In the
current application for cooling in a dry climate, dew accumulation is expected to
be minimal. The condensation and, later, evaporation of the water is expected to
have little effect on the overall heat rejection from the panels overall.

Radiative cooling for power plants

Zeyghami and Khalili [2015] propose using a selective surface to provide daytime
radiative cooling as supplemental cooling for air-cooled supercritical carbon dioxide
cycles for solar thermal power. The selective surface reflects solar insolation and
emits in the atmospheric window of 8 -13 micrometers. Based on modeled operation,
the net output of the cycles is improved by 3 to 8% depending on cycle configuration
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(recompression or not) and hot temperature (500 to 800°C). They note that the
largest improvements from reducing cycle condensing temperature are for lower
temperature cycles. Peak radiative cooling is 135 W/m2 .

Olwi et al. [1992] propose a white covered pond to provide passive cooling for
thermal power plants in the desert both day and night. One typical day (September)
is modeled using hourly steady-state conditions. Water at 50°C enters the pond in
the upper layer that is separated by a screen from the lower (cold) layer of water.
The sky temperature estimate is based on correlation to dewpoint. A net heat
rejection is available all day, although higher at night. According to the model, the
total available heat rejection is about 150 W/m2 (about 50 W/m2 radiation and
100 W/m2 convection). The experimental implementation of this model [Sabbagh
et al., 1993] showed that the average heat rejection by radiation was about 50 W/m2

. During the day the upper layer of water is heated, but the authors suggest that
in operation this hot water would be ‘drawn away’. (The method of eventually
cooling this water is not stated, and throwing it away would negate the water saving
benefits of a dry-cooled system.) The major problem encountered during testing
was that it was difficult to prevent an air gap from being present between the water
in the pond and the cover, increasing the resistance to heat transfer. The analysis in
the Olwi et al. [1992] lacks a sufficiently long analysis period (only one day) and
the feasibility of the system did not include discussion of the pond size required
for heat rejection for a power plant-scale system. Regardless, the poor performance
in the experiments of Sabbagh et al. [1993] show that it is not a promising method
of providing cooling.

Similar to the work of Olwi et al. [1992], a nighttime cooling system for a super-
critical organic Rankine cycle was proposed by Vidhi [2014] using radiative cooling
from a covered or uncovered pond. Due to a lack of experimental data the results
were inconclusive, but it is expected that a cooling pond would be subject to the
same problems of daytime heat gain and lack of good heat transfer through pond
cover as found by the experimental work of Sabbagh et al. [1993].

Du Marchie Van Voorthuysen and Roes [2013] propose radiating surfaces within
the parabolic trough structure of the solar collectors. These radiating surfaces would
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provide cooling both day and night using selective surfaces. The radiating surfaces
are aluminum mirrors coated in titanium dioxide in order to be transparent to
far infrared radiation. The surfaces are also cooled by convection to ambient air.
Water would circulate from the condenser through a water tube below the parabolic
trough and be stored in a cold storage basin. This water tube would be thermally
connected to the cold radiating surfaces with heat tubes. The total insolation for a
June day along with average daytime temperature, nighttime temperature, average
sky temperature suppression (25°C), and two point estimates for wind speeds
are used to analyze the performance. The average heat flux from the radiating
surfaces is found to be sufficient to cool a 33% efficient Rankine power cycle fueled
by the parabolic trough solar plant. Unlike the current proposed radiative cooling
system, the design of Du Marchie Van Voorthuysen and Roes [2013] requires adding
complexity to the parabolic trough design that would likely reduce their efficiency
from their current best designs. The parabolic troughs solar field is already the
most expensive part of a CSP power plant [USDOE, 2012]. The analysis in the
paper is limited in that off-design conditions, heat tube performance, condenser
performance, and cold water storage tank size were not addressed.

2.2 CSP cooling

2.2.1 CSP power plant cooling

This section summarizes current and proposed systems for CSP cooling and com-
pares their attributes.

Wet and dry cooling

Cooling towers, air cooling, and hybrid systems are the three options typically
considered for CSP plants. Though eliminating water usage for cooling, air-cooled
condenser systems don’t perform as well as wet-cooled systems. An air-cooled
system will suffer from either a thermal efficiency penalty or a parasitic load penalty
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or both. The performance penalty is because the condensing temperature of an
air-cooled system is limited by the outdoor dry bulb temperature (for CSP this
issue is magnified in the hot desert during the day). Wet-cooled systems, however,
can approach the wet bulb temperature instead, allowing for lower condensing
temperatures and therefore higher efficiency in the Rankine steam cycle. The
parasitic load penalty for an air-cooled system arises from the fact that it is more
energy-intensive to move air than to pump water for cooling. But the thermal
efficiency and parasitic load penalties are complex because the two offer a trade-off.
In designing the air-cooled system, a larger air-cooled condenser can be used to
approach the design day dry bulb temperature more closely at a capital cost and
parasitic load penalty. In turn, the parasitic loads on an air-cooled system can be
reduced by using a smaller condenser (fewer fans) and accepting a lower thermal
efficiency due to higher condensing temperatures. The trade-off requires annual
simulations in order to account for the off-design operation of systems.

Section 2.2.1 surveys the literature comparing evaporative cooling towers, air-
cooled and hybrid systems (here referred to as wet, dry, and hybrid) and provides
a more detailed discussion of the modeling. The performance penalties are highly
dependent on how the systems are designed and compared. Though it is now
recognized that a levelized cost of energy (LCOE) does not account for the true
value of CSP with energy storage and regulating capacity, comparisons often use
this metric [Dowling et al., 2017]. A penalty for air cooling is predicted in all of the
literature cited in this section; the increase in LCOE predicted ranges from 3 to 9%.

Alternative cooling systems

Because the energy-water issue for CSP power plants is critical, some have pro-
posed alternative cooling systems. In this section alternative cooling systems are
summarized including their performance, water use, and cost.
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Hybrid wet-dry cooling

Wagner and Kutscher [2010] analyze a hybrid cooling system composed of parallel
evaporative cooling tower and air-cooled condenser for CSP and such a system is
implemented at the Crescent Dunes power tower plant [SolarReserve, 2015]. The
system as proposed by Wagner and Kutscher splits the steam mass flow rate exiting
the turbine between the ACC and a heat exchanger using the cooling tower.

Nighttime air cooling

Muñoz et al. [2012] propose an air-cooled condenser that operates at night with cold
storage at a CSP plant, taking advantage of low nighttime ambient temperatures
in the desert. The authors model a 50 MW CSP power plant that uses a steam-to-
water condenser. The cold water is provided using a water-to-air compact heat
exchanger. The primary operating mode is to use the compact heat exchanger
during the nighttime hours, when ambient temperature is lower than during the
day. This cooled water is then stored in cold storage and pumped to the power
cycle when it operates. As needed, cooling can also be provided directly from
the water-to-air heat exchanger without being stored. The model considered a
single nighttime steady state operating condition and a single daytime steady
state operating condition. The impacts of varying the day-to-night temperature
difference, storage volume, hours of storage, and hours of sunlight were studied.
Overall, a six percent increase in cycle efficiency was observed compared to a typical
air-cooled cycle. This performance improvement was due to the decrease in turbine
back pressure that was possible since the stored water was colder than the day time
ambient air. The system’s advantage over an air-cooled system was significant for
day to night temperature differences of at least 20°C. The added parasitic loads
of the water storage system are accounted for and the net efficiency is improved
compared to air cooling.
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Underground channels for pre-cooling

Goswami [2011] analyzes using underground channels to pre-cool air for an air-
cooled condenser at a CSP plant. The basic premise is to circulate air in underground
channels and then use an air-to-condensate heat exchanger. An 80 MW power plant
was modeled. The solar collector field area was about one square mile, while
one tenth of a square mile was required for the underground channels. Lower
condenser inlet air temperatures were obtained than is possible with a typical air-
cooled system. The decrease in air temperatures was a few degrees, up to 7°C. The
net power output of the plant, accounting for the air circulation fans, was higher.
Goswami’s underground cooling system would suffer from long term performance
degradation as the ground was warmed by circulation of air. In addition the cost
of underground channels large enough to circulate volumes of air for power plant
cooling, as well as the associated ducting to the condenser, in addition to the already
high cost of an air-cooled condenser, would be prohibitive and this concept is not
further explored for the purpose of the current work.

Vidhi [2014] considers the same for supercritical organic Rankine cycles. Also
considered are hybrid cooling systems made up of underground cooling, air cooling,
ground loop water cooling, and radiative pond cooling (see also Section 2.1.3).

Spray and deluge enhancements to air cooling

Spray and deluge cooling can be used to augment the performance of air-cooled
condensers. Spray cooling the inlet air to air-cooled condensers has been proposed
to improve their performance for combined cycle power plants [EPRI, 2003]. A
report to Congress references an analysis of spray cooling at a SEGS plant in Daggett,
CA, USA [USDOE, 2001]. Spray cooling uses fine mists sprayed onto the inlet
air of an air-cooled condenser to reduce the dry bulb temperature of the air by
humidification. The application of the spray should be fine tuned to minimize water
use and scaling of the condenser surface as well as other maintenance impacts of the
unevaporated water. Deluge cooling uses water sprayed on air-cooled condenser
surfaces to reduce the effective heat sink temperature as well as increase the heat
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transfer coefficient at the surface [Poullikkas et al., 2011]. Spray and deluge cooling
have not been studied widely for CSP. In addition these methods still require water
consumption. Water use could be minimized by using only during peak summer
periods, but in that case the impact is small overall.

Heller cycle indirect air cooling

The indirect cooling system called the Heller cycle has received some attention for
CSP cooling (USDOE [2001], Poullikkas et al. [2011], Colmenar-Santos et al. [2014]).
In an indirect air-cooled system the steam exiting the turbine in the power cycle is
cooled by a fluid that is then cooled externally. The critical component of the Heller
cycle is the direct injection of cooling water into the steam cycle after the turbine.
The steam is condensed directly by contact with the water at a water-to-steam mass
ratio of 20 or higher. A portion of this water continues to the boiler feedwater and
the remainder is cooled with a dry cooling tower. Configurations of the air side
cooling could include a natural or forced draft dry tower with some augmentation
by spray cooling, deluge cooling, or hybrid wet-dry system.

The typical Heller cycle uses this direct contact spray condenser (or barometric
condenser or jet condenser) and a natural draft dry cooling tower. In a dry cooling
tower water circulates in air-to-water heat exchangers around the base of a large
tower and natural convection creates air movement from the bottom to the top,
cooling the water to approach the dry bulb temperature. The cooling water is
pumped from the condensing pressure to slightly above atmospheric pressure to
avoid air leaking into the water. Cooled water is moved back to the power cycle
and an energy recovery turbine is used as the water goes back down to the cycle
low side pressure.

Many Heller systems have been implemented outside of the US [EPRI, 2004] but
most of the information available on the systems and their performance benefits is
from the manufacturers such as Balogh and Szabo [2008]. EPRI [2004] provides
the most objective comparison to air-cooled systems, though their analysis still
uses manufacturer performance estimates. The EPRI report considers the cost and
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performance of a 500 MW coal plant with Heller cycle cooling augmented by deluge
cooling and a 750 MW combined cycle plant with Heller cycle cooling (no deluge
cooling). The 500 MW cycle with Heller system had a slightly higher energy output
(+0.5% gross and +1.3% net) compared to ACC. The 750 MW combined cycle plant
with Heller system also had slightly higher energy output (+0.2% gross and +0.5%
net) compared to ACC. The improvement in net output above gross is due to the
reduction in parasitic loads for the natural draft cooling tower compared to ACC
with fans. The gross improvement of both plants over air-cooled is less straight
forward as both operate against the ambient dry bulb temperatures. One reason
for the slight improvement may be that the turbine back pressure is not limited by
the minimum pressure limits of steam ducting to an ACC.

According to cost information comparisons provided by the manufacturer, the
Heller system would have a higher initial cost but due to higher plant output
and lower operating costs, the total cost of the Heller cycle is less than that of
the ACC. The EPRI report concludes that the Heller cycle is worth considering
when dry cooling is required though the choice is highly dependent on actual costs.
Downsides to choosing a natural draft system are that the height required for a
natural draft tower makes them only effective for large plants and the visibility of
the tall cooling tower may be not be acceptable depending on location (though wet
cooling towers also have such issues due to a visible plume).

PV power for ACC parasitic load

Carter and Campbell [2009] suggest using photovoltaics (PV) to provide fan power
for air-cooled systems but a review of the literature found no analysis.

Other alternative cooling systems

A report to Congress also suggests the use of non-freshwater water sources for wet
cooling but notes that availability of such water is limited and uncertain [Carter
and Campbell, 2009].
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Work is currently underway by Martin and Pavlish (in USDOE [2013]) for a
desiccant-based cooling system for CSP plants to reduce water usage compared
to wet cooling. Nighttime use of the desiccant system can use the inherent energy
storage in the material to take advantage of the night temperatures. At this time
there are no results available to discern the merits of this proposal.

Damerau et al. [2011] consider water use of CSP in Africa. They use simple
approximations of plant performance to compare the impacts of wet, dry, Heller,
hybrid, and spray systems. The analysis included the performance impacts of
global climate change temperature increases (1.5% to 3% increase in cooling water
demand). For wet or hybrid systems, the water source is dependent on the location
and could be freshwater, treated waste water, or desalinated seawater. The LCOE
for different locations, cooling types, and temperature projections are compared.
The results are examined in terms of the time to cost parity with coal and gas and
it is found that CSP with alternative cooling systems lags one to two years behind
wet-cooled CSP for reaching cost parity with those fuels.

Finally, several have proposed methods that utilize radiative cooling. These are
summarized in Section 2.1.3.

Comparison of alternatives

Figure 2.4 sketches how the major low-water use cooling systems compare in terms
of gross cycle efficiency and parasitic power requirements. Standard air cooling
(forced draft air-cooled condensers) is the benchmark; it is currently feasible and
any new technology should demonstrate improved performance and/or decreased
cost to be viable. Night sky cooling with radiation, the focus of the current work, is
also included. Though the systems vary in their maturity and the analysis that has
been completed in the literature varies widely in its level of detail, one can observe
the potential benefits of each.
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Figure 2.4: Low water use cooling options that have been described in the literature
can be roughly categorized by cycle efficiency and parasitic loads. Night sky cooling
has low parasitic loads and, when optimized, could offer high cycle gross efficiency.
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2.2.2 Rankine cycle design and modeling

This section reviews Rankine cycle models which have been used to assess CSP
power plants.

Yildiz [2017] provides a ’Bankability Report’ which is a new effort by the So-
larPACES organization to provide standardization of CSP power plant assessments
to increase the reliability of the economic assessments. Appendix D of this work
provides guidance on the power cycle modeling. Performance is typically captured
at a range of HTF temperature, HTF flow rate, and ambient temperatures in ma-
tricies. A reference heat cycle is described and modeled in process software (not
specified). The configuration represents state of the art for a 100 MW plant with six
feedwater preheaters for regeneration, HP and LP turbines, and sliding evaporator
pressure down to 30 bar (for part load conditions).

SAM is software that simulates renewable power plants including CSP (see
Wagner and Gilman [2011] and NREL). SAM uses a multi-step process to regress
the part load operation of the power cycle based on the operation at design point
(from an Engineering Equation Solver EES [Klein, 2016] model) and off-design
operation based on process simulation software (not specified). The simulations
are based on Wagner [2008], where a design of experiments approach is used to
capture up to two variable interactions. (See also Chapter 4 of this thesis).

Shinners [2014] completes off design modeling of three different CSP plant
configurations. EES was used to model the performance of each cycle under vari-
ous operating conditions including off-design performance of turbines and heat
exchange components. The turbine was modeled following methods from Patnode
[2006], which uses a correlation for turbine efficiency degradation by according to
mass flow rate. A a Stodola’s law relationship between pressure drop and mass flow
rate is used. The part load efficiency of the turbines was related to mass flow rate
- mass flow rates much lower than the reference value lead to significant turbine
efficiency degradations. Then the performance under different configurations was
regressed based on HTF flow rate and temperature, and cooling water flow rate
and temperature. The output variables were power, HTF return temperature, and
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cooling water return temperature. The cooling water flow was tested for incoming
cold water temperatures of 20 to 35 C (293 to 308 K). The cooling water flow rate is
tested for 1200 to 1600 kg/sec. The correlations were implemented in TRANSYS in
order to run annual models.

Dyreby et al. [2014] use a constant polytropic efficiency for turbines in SCO2
cycles as a more fair comparison between cycles operating with different pressure
ratios. Polytropic efficiencies of 0.8 and 0.9 were tested. In his thesis, Dyreby [2014]
uses off-design models of radial turbines where the turbine efficiency is related
to the ratio of tip speed to spouting velocity. (The spouting velocity is the ideal
velocity if expansion through turbine is isentropic.) The off design turbine model
is relevant for up to 50 MW radial turbines.

2.2.3 CSP cooling analysis

This section summarizes studies which compare cooling systems for CSP power
plants.

Wet versus dry cooled

Kelly [2006] determines the optimal design for a dry-cooled parabolic trough plant
and the LCOE difference between dry and wet-cooled plants. To determine the
optimal ACC size and dry-cooled plant design, the dry plant was modeled in
detail in GateCycle packaged software [GE]. The power block was an 80 MW
plant without thermal energy storage with six steam extraction points and reheat
based on the AndaSol power plant. Six different inlet temperature differences
(ITD - the difference between the condensing temperature and the ambient air
temperature) were used to model the air-cooled system in GateCycle. The model
calculated the turbine power and the parasitic cooling load at each ambient dry bulb
temperature condition assuming full load operation. The annual output of each of
the different designs was determined using bin data of the temperatures during
sunlight hours (as their design did not have thermal energy storage). The economic
analysis included cost estimates of the systems (the six different condenser sizes
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corresponding to different ITD requirements) and these costs were applied to a
range of energy prices ($ 0.06 to 0.14 / kWh). Air-cooled condenser costs were
based on a correlation for $ per MW cost to ITD. An optimal ITD of approximately
35-40°F is chosen for the dry-cooled plant based on net value. This is notably higher
than typical for fossil fueled plants because without thermal energy storage, the
solar plant very seldom operates at peak power and design point conditions, so a
lower ITD (larger condenser) would not be justified. The optimal ITD for net value
assuming full load operation is not affected by the price of energy, though if time of
day pricing were applied this would change the result. The impact of upper limits
on condenser pressure are also shown to be minimal by additional analysis of the
lowest LCOE dry-cooled case (40 °F ITD).

To compare the LCOE for the wet- and dry-cooled systems, the Excelergy pro-
gram (correlations based on actual performance data from the SEGS power plants)
is used to analyze off-design operation of both wet- and dry-cooled plants. Default
values are used, thus no longer capturing the GateCycle model for the air-cooled
plant. Annual results show that the air-cooled plants have 91- 96% of the annual
output of the wet-cooled plant. The LCOE increase for an air-cooled plant was 8 to
9% assuming a water cost of $1.40 per 1,000 gallons. The water cost would have to
be ten times higher to make the LCOE equal for the two plant types.

Air-cooled preliminary study for SEGS VI

Patnode [2006] examines an air-cooled alternative for the water-cooled SEGS VI
plant located in California. The noted advantages are water conservation as well as
optical performance improvement of the solar field when the humid air from the
existing cooling towers is eliminated. The performance penalty is considered. An
air-cooled system is designed by using performance characteristics of a condenser
from literature and choosing the optimal number of such condenser units to max-
imize the net power output accounting for the parasitic fan penalties associated
with reducing the condensing pressure. This optimization is completed for design
conditions. Annual variations are examined by using design conditions for each
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month and determining the condensing pressure that is achievable with the existing
cooling tower or the alternative air-cooled system. The plant operation is simulated
in detail for one day in June. A simple cost benefit analysis based on the single
day of operation was done. The LCOE of the reduction in power output of the
plant when air-cooled is used to estimate the cost (the added cost of the air-cooled
condenser was not accounted for) and the benefit is estimated by the savings due to
water cost savings. In this limited framework, the benefits did not justify the costs.

Multiple CSP plant designs

Turchi et al. [2010] details a comparison between wet, dry and hybrid cooling
systems’ cost and performance. The work consolidates and builds on detailed work
by WorleyParsons (WorleyParsons [2009a], WorleyParsons [2009b], WorleyParsons
[2010]). Thirteen plant designs are compared over three different locations in the
Southwest US (Las Vegas, Nevada, Daggett, California, and Alamosa, Colorado).
The levelized cost of energy (LCOE) increased for dry cooling compared to wet by
3 to 8%. Water usage of the plant decreased by 90%. Performance modeling was
done with GateCycle software.

The report provides detailed discussion of how power plant designs can be
compared for different cooling systems. Two paradigms are presented for compar-
ing CSP cooling systems: fixed solar field size, or fixed electricity output at design.
(Other literature in this section compares power plants with fixed solar fields.)

For Las Vegas, Nevada and Daggett, California sites, the ACC cost per MW net
output at design conditions is optimized by varying ITD. In both cases an ITD of
25 °F (14 C) was selected. The analysis also considered year round operation and
found that when optimizing ACC cost per MWh, the ITD was minimized for 25
to 32 °F. It is noted that ITD selection is sensitive to solar field costs and thermal
energy storage size. The 14 °ITD is on the low side.

When comparing a wet and dry plant in Daggett, CA and requiring the same
net output at design point, the air-cooled plant must have a larger solar field and
power block than the wet-cooled plant because its thermal efficiency is lower at
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design conditions. However when off-design operation is considered, the dry plant
actually produces more energy over the course of the year because during many
hours of the year the dry bulb temperature is much lower than design point so
the oversized solar field and turbine provide higher output. The parasitic power
from the air-cooled system is about double that of the water cooled system and the
plant cost is much higher due to the ACC itself as well as the over sized field and
turbine. A comparison at the Las Vegas, NV location found similar results and a
LCOE increase of 6.3% was attributed to the switch from wet to dry cooling, in this
case assuming a constant solar field size instead of a constant plant output at design
conditions. The Alamosa, CO site was unique in that it is a high elevation site with
a lower solar resource. Because the labor rates were at this site are lower, the cost
penalty for dry cooling compared to wet is lower and the LCOE increase is less.
Further modeling is done with the System Advisor Model (SAM) to examine time
of day impacts on LCOE but those impacts were small. Specifically an energy price
schedule favoring peak periods was implemented for the dry and wet-cooled plants.
The turbine was allowed to operate over its rated capacity up to 105% during the
peak price period.

Wet, dry, and hybrid cooling analysis

A comparison of air-cooled, cooling tower, and hybrid cooled performance for a
CSP power plant is provided by Wagner and Kutscher [2010]. SAM is used to model
the 95MWt solar field and IPSEpro [SimTech, 2017] is used to model the 35MWe

(gross) power Rankine cycle with five steam extraction points. (Here MWt and
MWe are used to distinguish the thermal and electrical energy in the CSP system.)
The boiler pressure is allowed to vary with HTF temperature.

System optimization accounted for the relative benefits of a low turbine back
pressure (for higher first law efficiency in the cycle) and the increased parasitic fan
loads that are required to maintain low back pressures. Important results from
the annual simulation are that the wet-cooled plant’s efficiency was 2.5% higher
than the air-cooled plant and the wet-cooled plant produced 7% more energy over
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the year for the same solar field size. The parasitic load penalty for air cooling did
not occur because the turbine’s back pressure in the air-cooled plant was selected
to reduce the parasitic load penalty. In this case a lower thermal efficiency was
accepted so that the parasitic loads were the same as the wet-cooled plant.

Moser et al. [2013] studies how a parabolic trough plant with air-cooling can be
operated considering sensitivity to dry bulb air temperature. An optimization is
done the results show preference for night time operation. The off-design perfor-
mance of the steam turbine are not provided but are based on characteristic lines
from a manufacturer.

2.2.4 Cooling for supercritical CO2 cycles

Supercritical CO2 Brayton cycles offer some advantages compared to superheated
steam Rankine cycles. The turbomachinery size is significantly smaller due to the
fluid properties of supercritical CO2. Higher cycle efficiencies can be obtained with
sCO2 Brayton once the source temperature exceeds 550°C Dyreby et al. [2014]. Both
cycles can use air cooling and there is current interest in sCO2 for CSP power cycles,
so some notes on these cycles are of interest though sCO2 is not considered in the
analysis in this thesis.

The use of air cooling for SCO2 Brayton cycles is often highlighted because other
fluids considered for supercritical Brayton cycles have critical temperatures too
low for ambient temperature sinks to be useful (CO2 31.1°C and 7.39 MPa, Helium
-268°C and 0.228 MPa, Air -141°C and 2.79 MPa). Water, on the other hand, has
very high critical temperature and pressure, requiring very high temperature heat
sources and high strength materials for operating pressures of a supercritical water
cycle (373.9°C and 22.1 MPa). But many also highlight the special benefits of air
cooling a sCO2 Brayton cycle compared to a Rankine cycle. Hruska et al. [2016] find
that the air-cooled SCO2 Brayton cycle requires a smaller air-cooled heat exchanger
and higher cycle efficiency than the air-cooled steam Rankine cycle. Conversely,
Cheang et al. [2015] conclude that steam Rankine cycles are more efficient and,
when considering the total plant cost, are more cost effective than SCO2 cycles for
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solar applications. Conboy et al. [2014] consider nuclear applications and show
that SCO2 Brayton with air cooling is beneficial.

Hruska et al. [2016] compare Rankine and SCO2 Brayton cycles by fixing the
heat source temperature at 700 °C and requiring equivalent power output. Both
cycles are relatively simple (Rankine with single feedwater heater and Brayton
with regeneration - no recompression.) Using the same size heat exchanger, the
Brayton cycle is shown to achieve lower condensing temperatures and therefore
higher efficiencies.
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3 heat transfer model of radiative-convective panels

This chapter details the modeling and validation of the heat transfer from uncovered
radiative-convective panels. Passive cooling for both homes and industry continues
to see attention in the literature due to its energy and, in the case of power plant
cooling, water saving potential. The results presented here and the provided heat
transfer code are useful for modelers investigating potential for passive cooling
systems for both comfort cooling and industrial applications.

The first section details the three models: two analytical models and a numer-
ical model. The models apply to uncovered, high conductivity, high emissivity
plates with single pass circulating fluid and can be extended to include other plate
geometries (see Duffie and Beckman [2013] or Bliss [1959] for other geometries).
The second section provides validation of the models using existing data, compares
the three models, and describes an experimental design for testing the models.
Based on the results herein, the analytical model based on the classic solar collec-
tor model by Duffie and Beckman [2013] as modified by Ito and Miura [1989] is
recommended. It is more accurate than the classic formulation of the analytical
model for a variety of designs and operating conditions. In addition, it is more
computationally efficient than a finite differences model.

3.1 Modeling heat transfer from radiative-convective
panels

Three models are presented.

3.1.1 Basic analytical formulation

The first of three models included in this work is an analytical model closely based
on the solar model from Duffie and Beckman [2013] as detailed by Eicker and
Dalibard [2011] for radiative-convective cooling panels. One notable difference,
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discussed further in Section 3.1.2, is that the reference temperature here is the
effective sky temperature Ts instead of ambient. The general equation for useful
heat loss rate is written in terms of the temperature difference (Tp − Ts).

Qu = AcUL,s(Tp − Ts) (3.1)

Where Tp is the representative temperature of the plate, UL,s is the overall loss
coefficient, and Ac is the area of the collector surface.

Figure 3.1 shows a cross section of a radiative-convective panel that is uncovered
and uninsulated and example temperature profiles along the lateral (x) and flow
(y) directions. Tubes in the panel circulate the cooling fluid. The geometry of the
collector is described by the number of tubes in parallel in one collector n, the
center-to-center distance between tubesW, the tube diameter D, the length of the
plate L, and the thickness of the absorber plate th. The area of the collector surface
is Ac = nWL.
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Figure 3.1: A cross section of a radiative-convective panel (bottom left). The tem-
perature is lowest in the midpoint between tubes (top left). The temperature of the
fluid in the tubes decreases along the panel length (right).
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Radiative and convective heat transfer coefficients are defined relative to the
difference between the plate temperature and the effective sky temperature. The
radiation heat transfer from the top of the collector to the effective night sky Ts is
determined by radiation transfer between a small convex object (plate) and a large
enclosure (sky). Only the emissivity (ε) of the small surface, in this case the panel,
is relevant; the large enclosure acts as a blackbody. Dividing the heat flux rate by
(Tp − Ts) to reference the plate-sky temperature difference, the radiation coefficient
relative to the sky temperature is:

hr,t = σ · ε ·
T 4
p − T

4
s

Tp − Ts
= σ · ε · (T 2

p + T
2
s)(Tp + Ts) (3.2)

The Stephan-Boltzmann constant is σ. Other formulations linearize the heat
transfer coefficient as described in Duffie and Beckman [2013], but the formulation in
Equation 3.2 is simply an algebraic operation and does not make any approximations
to linearize radiation heat transfer. Assuming that the radiator surface is exposed
to the ground on the back side, the radiation heat transfer from the bottom of the
plate to the ground temperature (Tg) is based on radiation exchange between two
flat infinite plates. The panel back has emissivity εb and the ground has emissivity
εg. The heat transfer coefficient relative to the sky temperature is:

hr,b = σ · 1
1
εb

+ 1
εg

− 1
·
T 4
p − T

4
g

Tp − Ts
(3.3)

The convection coefficients from the top (hc,t to ambient air) and bottom (hc,b

to ground) are determined from convection correlations for a given condition per
standard methods. Depending on the conditions the convection may be forced
or free (natural). The coefficients are normalized to the plate-sky temperature
difference:

hc,t,s = hc,t
Tp − Ta
Tp − Ts

(3.4)

hc,b,s = hc,b
Tp − Tg
Tp − Ts

(3.5)
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Radiation and convection act in parallel for heat transfer from the top of the panel
and bottom of the panel. With these four resistances acting in parallel relative to
the temperature difference (Tp − Ts), the overall loss coefficient (UL,s) is a sum of
the four individual coefficients.

UL,s = hr,t + hc,t,s + hr,b + hc,b,s (3.6)

A fin analysis is used to model the temperature variation between tubes. The
collector efficiency (F ′) combines the traditional fin efficiency (F) with the resistance
of the tube wall and internal flow resistance to represent the lateral direction
temperature variation in the x-direction as in Figure 3.1 (inset). The reader is
referred to Duffie and Beckman for F and F ′.

Next the temperature distribution in the flow direction (y-direction) is examined.
The fluid outlet temperature (Tf,o) at y = L is then written (using Ac = nWL) :

Tf,o − Ts = (Tf,i − Ts)exp(−
AcF

′UL,s

ṁcp
) (3.7)

Where the inlet temperature is Tf,i, the mass flow rate is ṁ, and the specific heat
capacity of the fluid is cp. As noted in Duffie and Beckman [2013], this distribution
of temperatures assumes that the fin efficiency and loss coefficient are constant over
the flow direction of the plate. The collector heat removal factor (FR) is defined to
account for the flow direction temperature variation in the y-direction as in Figure
3.1 (inset). FR is the ratio of the useful heat rejection to the useful heat rejection
that would take place if the whole collector were at temperature Tf,i and the loss
coefficient was unchanged.

FR =
ṁcp(Tf,i − Tf,o)

AcUL,s(Tf,i − Ts)
(3.8)

For reference an effectiveness relative to the sink temperature (here Ts) and rela-



59

tionship to FR is:

εrad =
Q

Qmax
=
Tf,i − Tf,o
Tf,i − Ts

= FR
AcUL,s

ṁcp
(3.9)

Equations 3.8 and 3.7 can be used to eliminate Tf,o and Tf,i and finally write the
heat removal factor as:

FR =
ṁcp

AcUL,s
(1 − exp(−

AcUL,sF
′

ṁcp
)) (3.10)

The total heat rejection is then written in terms of FR, Ac, UL,s, Ts and the inlet fluid
temperature Tf,i:

Qu = FRAcUL,s(Tf,i − Ts) (3.11)

Finally the outlet temperature is determined from the total heat rejection:

Qu = ṁcp(Tf,i − Tf,o) (3.12)

The collector operation is thus parameterized so that given inlet temperature, mass
flow rate, geometry, and ambient conditions, the total heat rejection can be deter-
mined. An iterative solution method is required because of the dependence of
UL,s on the plate mean temperature. Equations 3.1, 3.10, 3.11, and 3.12 are solve
iteratively along with the formulations for UL,s, F, and F ′, appropriate for given
geometry and taking into account wind conditions.

In order to most accurately evaluate fluid properties in the tubes, a mean fluid
temperature is calculated by Duffie & Beckman. In this work the mean fluid temper-
ature is estimated by the inlet fluid temperature because fluid property differences
along the tube are not critical for the problem.

3.1.2 Analytical formulation using adiabatic reference
temperature

In this section the adiabatic temperature is defined and used as a reference temper-
ature in a reformulated solar collector model instead of the sky temperature. The
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issue of reference temperature choice and implications for modeling are discussed.

Adiabatic temperature concept

Ito and Miura Ito and Miura [1989] present an adiabatic minimum temperature
(or adiabatic temperature) that provides realistic sink temperature reflecting the
strength of radiation and convection heat transfer to the ambient. The adiabatic
temperature is the surface temperature at which there is zero net heat transfer. For
a plate being cooled, the adiabatic temperature provides a lower bound for the
desirable outlet temperature; if the outlet temperature is less than the adiabatic
minimum, the plate begins to approach the adiabatic state.

To derive the adiabatic temperature, the total heat transfer is written using
expanded and linearized radiation terms. Radiation heat transfer is linearized
using the average of the plate and ambient temperatures (T̄p,a) (as in Nellis and
Klein [2009] and other texts). The radiation from the top of the panel to the sky is
expanded and linearized:

Qr,t = σε
(
T 4
p − T

4
s

)
= σε

(
T 4
p − T

4
a

)
+σε

(
T 4
a − T

4
s

)
= σε(T 4

a−T
4
s)+σε4T̄ 3

p,a(Tp−Ta)

(3.13)
The radiation to the ground is treated similarly. Summing the radiation and

convection to the top and bottom and collecting terms in (Tp− Ta), the heat transfer
rate is:

Qu = Acσε(T
4
a − T

4
s) +Acσ

1
1
εb

+ 1
εg

− 1
(T 4
a − T

4
g) + hc,bAc(Ta − Tg)+

Ac

(
4σεT̄ 3

p,a + 4σ 1
1
εb

+ 1
εg

− 1
T̄ 3
p,a + hc,b + hc,t

)
(Tp − Ta) (3.14)

When the plate temperature equals the adiabatic temperature (Tad), the total
rate of heat transferQu is zero. These substitutions (Qu = 0 and Tp = Tad) are made
in Equation 3.14. Because the radiation terms have been linearized for (Tp − Ta), it
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is simple to then solve for the adiabatic temperature, except that the average of the
adiabatic and ambient (T̄ad,a) remains. For the case of an uninsulated, uncovered
panel, the adiabatic temperature is given by Equation 3.15:

Tad = Ta −
σε(T 4

a − T
4
s) + σ

1
1
εb

+ 1
εg

−1(T
4
a − T

4
g) + hc,b(Ta − Tg)

4σ
(
ε+ 1

1
εb

+ 1
εg

−1

)
T̄ 3
ad,a + hc,b + hc,t

(3.15)

Note that this equation is implicit in adiabatic temperature because the radiation
heat transfer rate depends on the surface temperature. Given ambient conditions
and convection coefficients, one can solve iteratively for the adiabatic temperature.
Free convection coefficients do depend on the plate temperature, but since free
convection is typically small compared to forced and to the radiation heat transfer,
approximations for plate temperature are acceptable.

The adiabatic temperature provides a physically meaningful temperature on
which to base the analytical solution; it is always less than the ambient dry bulb
temperature and greater than the sky temperature. The adiabatic temperature is
closer to the air temperature for higher wind speeds and it approaches the sky
temperature when the wind is calm.

Adiabatic reference temperature model

An analytical formulation based on that of Ito and Miura is presented. Ito and Miura
estimate that T̄ad,a = Ta in Equation 3.15 in order to implement the solar collector
model. That approximation is not good when the adiabatic temperature is far from
the ambient, which occurs when the radiation heat transfer is strong compared
to convection. In the current formulation, instead the adiabatic temperature is
replaced with the plate temperature in Equation 3.15 (in the term T̄ad,a) . This
is a closer approximation, and the model is proven by comparison to the finite
difference model in this Chapter. With this substitution, the approximate adiabatic
minimum temperature (T∗) is:
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T∗ = Ta −
σε(T 4

a − T
4
s) + σ

1
1
εb

+ 1
εg

−1(T
4
a − T

4
g) + hc,b(Ta − Tg)

4σ
(
ε+ 1

1
εb

+ 1
εg

−1

)
T̄ 3
p,a + hc,b + hc,t

(3.16)

The overall heat transfer coefficient using the adiabatic minimum as the reference
temperature is defined as:

U∗L = 4σ

(
ε+

1
1
εb

+ 1
εg

− 1

)
T̄ 3
p,a + hc,b + hc,t (3.17)

The analytical model in Section 3.1.1 is applied to account for flow-direction and
fin-direction temperature profiles using temperature difference (Tp− T

∗) instead of
(Tp− Ts). The fin efficiency, collector efficiency, and heat removal factor are defined
with Ts replaced with T∗ and UL is replaced with U∗L as appropriate. Substituting
the overall heat loss coefficient Equation 3.17 and adiabatic temperature Equation
3.15 into Equation 3.1, the resulting heat transfer is indeed equivalent to Equation
3.14, the heat flux from a surface at temperature Tp.

The model is implemented by first estimating the plate temperature with the
inlet fluid temperature in Equations 3.16 and 3.17. Implementation of the collector
model then gives an estimate of the plate temperature. Iterations are repeated until
the plate temperature converges.

Importance of thermal sink reference temperature choice

The analytical model allows for both radiation heat transfer (to the effective sky
temperature) and convection heat transfer (to the ambient air temperature) in
a single loss coefficient by normalizing both the radiation and convection heat
transfer coefficients to a single reference temperature. In Duffie and Beckman
[2013], the reference temperature is the ambient Ta and the heat transfer coefficients
are referenced to the plate-ambient temperature difference. Sections 3.1.1 and
3.1.2 show that the analytical model can also be formulated using the effective sky
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temperature or the adiabatic minimum temperature. When applying the collector
model for cooling applications, the choice of reference temperature becomes an
important consideration. (This is not an issue for solar hot water collectors where
losses are small compared to gains in the heat transfer.)

For a given choice of reference temperature, there is a related loss coefficient
(UL,U∗L, orUL,s, for ambient, adiabatic, or sky temperature references, respectively).
Under some conditions, the loss coefficient can be negative. Table 3.1 summarizes
how the sign of the loss coefficient for each model depends on the plate temperature
with reference to the ambient, adiabatic and sky temperatures. A model based on
the adiabatic temperature has a positive loss coefficient U∗L in any condition, while
using the other two reference temperatures can, at times, result in a negative loss
coefficient. Computationally, it is more difficult to find the solution to a problem
where the loss coefficient may be either positive or negative. The effective sky
temperature reference model has a positive loss coefficient in any cooling condition.
The ambient air temperature reference has a negative loss coefficient during some
net cooling conditions, so it is not implemented in the solar collector model in this
paper.
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Table 3.1: Depending on the plate temperature’s value compared to the ambient
and adiabatic temperatures, the loss coefficient can be negative. Here ambient (Ta
andUL), sky (Ts andUL,s), and adiabatic minimum (T∗ andU∗L) are shown. The loss
coefficient will be positive regardless of the choice of reference temperature when
both radiation and convection are cooling the surface. When there is convective
heating combined with radiative cooling, the loss coefficient can be negative.

Ts < T
∗ < Ta <

Tp

Ts < T
∗ < Tp <

Ta

Ts < Tp < T
∗ <

Ta

Cooling by con-
vection & radia-
tion

Net cooling; con-
vection heating
+ radiation cool-
ing

Net heating;
convection heat-
ing + radiation
cooling

Qu = AcUL(Tp − Ta) 0 < UL UL < 0 0 < UL
Qu = AcUL,s(Tp − Ts) 0 < UL,s UL,s < 0
Qu = AcU

∗
L(Tp − T

∗) 0 < U∗L

The solar collector model has been implemented for radiative-convective cooling
applications in different ways in the literature. For example Eicker and Dalibard
[2011] and Farmahini Farahani et al. [2010] use the ambient temperature while Ito
and Miura [1989] use the adiabatic temperature. When applying a model, it is
important to understand how radiation is accounted for and what thermal sink
temperature has been defined.

3.1.3 Finite difference model

A two dimensional finite difference model of the radiative-convective panel solves
the combined heat transfer problem numerically. This model is implemented here
for validation of the analytical models because, with an adequately discretized grid,
there are no assumptions made about the temperature distribution as is required
in the analytical model (see Section 3.1.1). For the purpose of the model validation
here, it was assumed that skies were clear (cloudiness fraction equal to zero). Figure
3.2 shows the cross section of a radiator and indicates the reduction of the problem
based on symmetry to one single half-tube and fin section. Edge effects are assumed
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minimal and are not included. Figure 3.3 shows a top view of the same section of
the radiator. The fin is modeled with nodes indexed by i in the x-direction and j in
the y-direction. The fin tip, which is the midpoint between two tubes, is modeled
as adiabatic.

 Channel for cooling fluid ID=D

Plate thickness = th
Finite 

difference 
model

Figure 3.2: A cross section of the roll bond radiator panel is shown along with the
section which is modeled in the two dimensional finite difference model.
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Figure 3.3: A top view of one section of the radiator panel shows examples of the
energy balances completed depending on node location (insets in the figure).

On any given node at location (i, j) with temperature Ti,j, radiation and convec-
tion heat rates are determined from the node temperature. An energy balance on
each control volume using two point finite differences for the temperature gradient
is completed. The energy balance for any control volume can include convection to
ambient, radiation to sky, conduction between adjacent nodes, and convection from
fluid. Figure 3.3 shows the three main control volume types and the heat transfer
modes included. The distance between nodes in the x-direction is dx (except the
distance from the first fluid node to the second wall node, which is exactly a distance
of half of the tube diameter). The distance between nodes in the y-direction is dy.
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A conduction term in the x-direction on an internal control volume is:

q̇cond,x = kdyth
1
dx

(Ti−1,j − Ti,j) (3.18)

Likewise a conduction term in the y-direction is:

q̇cond,y = kdxth
1
dy

(Ti,j−1 − Ti,j) (3.19)

The radiation heat transfer from the top of the panel on an internal control
volume q̇rad,top is determined from:

q̇rad,top = σε(1 − fcloud)dxdy
(
T 4
i,j − T

4
s

)
+ σεfclouddxdy

(
T 4
i,j − T

4
a

)
(3.20)

Where the portion of the sky that is considered cloudy fcloud has an temperature
of the dry bulb, not sky temperature. The convection heat transfer from the top is:

q̇conv,top = hc,tdydx (Ti,j − Ta) (3.21)

Radiation from the bottom of the panel to the ground is based on radiation
exchange between two parallel surfaces:

q̇rad,bot =
σ

1/εp + 1/εg − 1
dydx

(
T 4
i,j − T

4
g

)
(3.22)

Convection from the bottom of the panel to the air is:

q̇conv,bot = hc,bdydx (Ti,j − Ta) (3.23)

At the fluid node, the rate of change in internal energy of the fluid is:

q̇fluid = ṁcp∆T (3.24)

Internal forced convection in the tube is based on the temperature difference
between the fluid (T1,j) and tube, which is assumed to be at the temperature of the
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bordering wall node (T2,j). The area for heat transfer is half of the tube circumference
times the control volume length dy.

q̇conv,int = hfi
πD

2
dy (T1,j − T2,j) (3.25)

Energy balances in two dimensions are completed on each control volume, in-
cluding convection, conduction, and radiation terms as appropriate depending
on location. These energy balances are shown in Figure 3.3 for the fluid control
volume, wall control volume, and generic internal control volume. Note that at the
wall node, the energy balance includes convection and radiation from the projected
half surface of the tube (radius), since this area is also exposed to the same ambient
conditions and the tube is assumed to be at the same temperature as the wall node.
The special radiation and convection terms for the tube surface (top and bottom
together) are:

q̇rad,tube = σε(1 − fcloud)
D

2
dy
(
T 4
i,j − T

4
s

)
+ σεfcloud

D

2
dy
(
T 4
i,j − T

4
a

)
+

σ

1/εp + 1/εg − 1
D

2
dy
(
T 4
i,j − T

4
g

)
(3.26)

q̇conv,tube = hc,t
D

2
dy (Ti,j − Ta) + hc,b

D

2
dy (Ti,j − Tg) (3.27)

In addition the control volume at the wall and is half the size of the internal
control volumes so that the node is located exactly at the tube edge. The control
volume at the edge of the fin (rightmost) is also half the size of the internal control
volumes. To reflect this, in the energy balances at these locations the area dxth in
the y-direction conduction terms (Equation 3.19) is replaced by dx

2 th. In Equations
3.20, 3.21, 3.22, 3.23, the surface area dxdy is replaced by dx

2 dy.
Nodes at the mid-point between tubes (adiabatic fin tip) or at the beginning or

ending radiator surfaces are considered adiabatic and so conduction terms are zero
as appropriate on the boundaries. On the right side, the conduction term q̇cond,x is
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zero exiting the node towards the right. On the top, the conduction term q̇cond,y is
zero entering the node. On the bottom, the conduction term q̇cond,y is zero exiting
the node.

Because the numerical model accuracy depends on the number of nodes used
to model the panel, first a test is completed to determine what node density would
be accurate enough for a range of radiator sizes and designs. The panel geometries,
flow rates tested are shown in Table 3.2 and represent a range of designs from large
installations to small, roof-mounted cooling systems.

Table 3.2: Geometry and wind speed conditions tested along with fin efficiency
for designs # 1 to 17. (F, FR, and εradare provided for reference to the analytical
models and are calculated using adiabatic temperature as reference temperature.)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

L
[m]

100 200 200 200 200 2 5 5 5 100 200 200 200 2 5 5 5

W
[m]

0.2 0.2 0.2 0.1 0.2 0.1 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.2 0.2 0.2

th
[mm]

2 2 2 0.2 2 2 2 2 2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2

ṁ
[kg/s]

2.25 2.25 4.5 4.5 1 0.03 0.01 0.03 0.03 2.25 2.25 4.5 1 0.03 0.01 0.03 0.03

D
[cm]

2 2 2 2 2 1.59 1.59 1.59 1.59 2 2 2 2 1.59 1.59 1.59 1.59

u
[m/s]

3.1 3.1 3.1 3.1 3.1 1.5 1.5 1.5 6 3.1 3.1 3.1 3.1 1.5 1.5 1.5 6

n
[-]

50 50 50 50 50 12 12 12 12 50 50 50 50 12 12 12 12

FR
[-]

0.47 0.29 0.47 0.60 0.13 0.73 0.24 0.46 0.29 0.38 0.26 0.38 0.13 0.66 0.22 0.37 0.23

F [-
]

0.92 0.92 0.92 0.84 0.92 0.98 0.93 0.93 0.86 0.57 0.57 0.57 0.57 0.84 0.59 0.59 0.44

εrad
[-]

0.77 0.95 0.78 0.54 0.99 0.21 0.93 0.59 0.74 0.62 0.86 0.63 0.97 0.19 0.86 0.48 0.60

Table 3.3 documents the ambient conditions, materials, and convection assump-
tions that are used to demonstrate the radiator models in this section. These ambient
conditions are typical of those in the analysis of Dyreson and Miller [2016] in the
desert region of Daggett, California, USA.
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Table 3.3: Conditions and assumptions made for comparison of radiator models

Symbol Value for model testing

Ambient dry bulb temperature [K] Ta 299.3
Effective sky temperature [K] Ts 280.9
Wind direction - Across widthW
Inlet water temperature [K] Tin 319.3
Plate emissivity, top ε 0.95
Plate emissivity, bottom εb 0.07
Ground emissivity εg 0.9
Convection coefficient, top [W/m2-K ] hc,t For turbulent flow per Sartori [2006]
Convection coefficient, bottom [W/m2-K ] hc,b Correlation for heated plate
Conductivity of plate [W/m-K ] − 235

Each of the 17 designs are modeled with different node layouts from two to 20
in the fin direction (x) and five to 200 in the flow direction (y). The percent error
is calculated for each design and node layout relative to the highest density grid
(x=20, y=200) model.

The density of the baseline model (20 nodes in fin direction and 200 in flow
direction) was selected because the heat transfer from a radiator converged within
±0.2% at or below this density for all designs; in other words this was more nodes
than necessary. The error in the varying node layouts for the 17 different designs
was examined and a model with ten nodes in the fin direction and 20 in the flow
direction was within 0.2% error for all of the designs. The 10 x 20 node model was
chosen as the minimum grid density for the numerical model.

3.2 Results

After validating one of the models with existing data, the three models are compared
and an experimental design is considered.

3.2.1 Validation of finite differences model from literature

From the literature summarized in Chapter 2, some experimental data was available
to test the panel models.
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The results of Eicker and Dalibard [2011] are compared to the results of a year
long model of radiation operation Dyreson and Miller [2016] by plotting on the
same axis. Figure 3.4 shows the heat flux from the current model and the Eicker and
Dalibard work is shown in Figure 2.3. Since the radiators, wind speeds, and ambient
temperatures are not the same, the Eicker and Dalibard measurements would not
be the same as those from the annual simulation in Daggett, CA. However the
comparison is encouraging because the order of magnitude of the heat flux is the
same and the increasing trend with water-to-sky temperatures is the same.

Figure 3.4: The heat flux from a two dimensional finite difference model of a black,
uncovered radiator operating at night over one year in Daggett, CA is shown.

Erell and Etzion [2000] tested three different radiator designs for nighttime
comfort cooling in Israel. Two of the radiator designs apply for validation of the
nighttime radiator model. The data from Erell and Etzion [2000] were available
and in this section they are used to test the heat transfer model of the radiator.
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Experiments by Erell and Etzion

Erell and Etzion use a commercial Lordan LSC-F solar collector with the convection
cover removed. The key dimensions are provided in Table 3.4.

Table 3.4: Physical characteristics of Lordan LSC-F collector used in experiments

Construction Metal ‘leaves’ attached to tubes
Materials Copper tubes, stainless steel absorber plate
Size 2.18 m x 1.27 m (2.77 m2)
Number of tubes 12
Tube length 2.1 m
Tube diameter 1.59 cm (5/8 inch)
Tube spacing 10 cm
Bottom insulation 25 mm polyurethane foam with reflective aluminum foil

The ambient conditions during the single night test period are shown in Figure
3.5.

Figure 3.5: Ambient conditions.

The cooling performance of the radiator was determined by measuring the
inlet temperature, outlet temperature, and mass flow rate. The temperatures were
measured in the inlet and outlet by two redundant PT-100 RTD sensors that were
calibrated to a differential error of less than 0.1°C. The mass flow rate of the water
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through the radiators was measured using electro-magnetic pulse inducers with
a resolution of 1 L. Ambient conditions (dry bulb, relative humidity, wind speed,
wind direction, global horizontal radiation, net radiation (0.25 to 60 micrometers))
were also measured. The paper states that the mean wind velocity was 1.5 m/s but
the data set does not include the measurements. The emissivity of the panel facing
upward was assumed to be 0.9.

Additional details were uncovered from communication with the author:

• The hourly wind speed measurements are not available, but the site experi-
ences a regular wind pattern with winds driven by sea breeze during the day
and evening, and winds dying down to 0-2 m/s overnight. The wind speed
of 1.5 m/s represents a consistent average; the author provided an example
of the diurnal pattern of the wind that agrees with the description.

• The leaves that make up the absorber plate were welded or soldered to the
edge of the riser tubes on either side. They are about 45 mm in length. The
length of the collector is 2.1 m, as stated in the paper, but the individual riser
tubes are approximately 2 m in length once the manifold at the entrance and
exits are taken into account. The panel thickness about 0.4 to 0.6 mm.

• Water flow measurements were done using domestic water meters to deter-
mine the volume of water pumped during the overnight period. Approxi-
mately 0.5-1.5 m3 of water was circulated per evening, and the resolution of
the water meter is 0.001 m3. The flow rate was said to be constant over the
evening period. Documentation for similar meters from the same company
(Arad) cite errors of 2% to 5%.

• The panel emissivity was not measured but were standard construction with
black collector paint. They were not regularly cleaned and are known to have
been covered in a thin layer of dust.

The outlet temperature was measured with an uncertainty of 0.1°C. The cooling
power produced is determined from:
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Qu = ṁcp(Tf,i − Tf,o) (3.28)

Given the uncertainties in the temperatures and assuming a 5% uncertainty in
the mass flow rate, the uncertainty in the calculated heat transfer is determined
using the law of uncertainty propagation. If the uncertainty around a value is
normally distributed, then the usual law of propagation of uncertainty is used.
If T is the value of the variable of interest such as temperature, and xi are the
independent variables, then the uncertainty in T , UT due to uncertainties Uxi , is:

U2
T = (

dT

dx1
)2U2

x1
+ (

dT

dx2
)2U2

x2
+ (

dT

dx3
)2U2

x3
(3.29)

If available,Uxi can be the standard deviation of , the value xi. If standard deviation
determined from statistical methods is not available, estimations for Uxi can be
made by converting the given uncertainty to an estimated standard deviation,
depending on how it was given. See Taylor and Kuyatt [1994] for methods to use
depending on if the given uncertainty is a confidence interval around xi or range
of values for xi.

The heat transfer was on the order of 200 W and the error was about 20 W
(results detailed below).

Model of Erell and Etzion’s system

A two dimensional finite difference model was used to predict the outlet tempera-
ture (and cooling rate) from the insulated panel given the known geometry, inlet
water temperature, flow rate, and ambient conditions.

The panel is assumed to be perfectly insulated so that no heat transfer happens
from the back; initial testing with variable insulation thicknesses showed that this
assumption was reasonable. The tube length was 2 m. The average heat transfer
coefficient was determined from the turbulent Sartori correlation (see Chapter 2)
given a characteristic length of 2 m (as the panel is relatively square and the wind
speed is low, the impact of the wind direction and associated heat transfer coefficient
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impact were not important in the overall performance). The numerical model was
implemented using 30 elements in the flow direction and 30 elements in the fin
direction. The strength of free convection from the top of the panel was considered
but in all cases was small relative to forced convection. The internal convection
coefficient within the riser tubes was determined from standard correlations. The
flow is laminar with the flow rate of 0.032 kg/s divided between 12 tubes of diameter
1.59 cm.

The parameters included in the uncertainty analysis are shown in Table 3.5
along with the associated uncertainty contribution to temperature and heat transfer
for the first measurement point in the dataset (beginning 22:00) for the insulated
panel. Note that for convection heat transfer the uncertainty is from the measured
wind speed, not the prediction of the convection correlation, though both exist.
This is justified in the following sub-section.

Table 3.5: The uncertainty of the finite difference model accounted for the mea-
surement uncertainty of the inlet temperature and mass flow rate as well as the
possible variance in parameters that were not directly measured in the original
paper. The portion of the uncertainty in the temperature prediction at the first hour
and the heat transfer prediction at the first hour are provided. The total temperature
uncertainty is 0.175°C of 294.4 K (21.3 C). The total heat transfer uncertainty is 19.16
W of 175.2 W.

Value Units Uncertainty Uncertainty
units

Portion of uncertainty in
T

Portion of uncertainty in
Q

u 1.5 m/s 1 m/s .231 .344
Tf,i measured C 0.1 C .228 0
ε 0.85 - .05 - .150 .224
ṁ 0.032 kg/sec 5 % .111 0
W 10 cm 10 % .277 .413
th 0.5 mm 0.1 mm 0.000 0

Convection uncertainty components

The uncertainty in convection heat transfer increases with increasing wind speed
and is impacted by uncertainties in wind speed measurement as well as the uncer-
tainty in the correlations which predict convection heat transfer coefficients. The
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uncertainty in the wind speed measurement depends on the measurement device;
the uncertainty in the correlation is approximately 20%. The convection correlation
used in this work is the turbulent Sartori equation based on flow over a flat plate:

h = 5.73u0.8L−0.2
c (3.30)

Using Gaussian error propagation, the contribution to Q uncertainty due to uncer-
tainty Uu in the measurement of u is:

(
dQ

du
)2U2

u (3.31)

The contribution toQ uncertainty due to uncertainty Uh in the correlation’s predic-
tion of h is:

(
dQ

dh
)2U2

h (3.32)

To determine the magnitudes of these two uncertainties under different wind
conditions, an expression for each as a function of u can be developed. The heat
transfer rateQ is approximated by the following, assuming a plate temperature Tp
and a plate which is insulated on the back.

Q = σεA(T 4
p − T

4
s) + hAc(Tp − Ta) (3.33)

Using the expression for h with an uncertainty Uh of 20% and evaluating the
derivatives of Q, a ratio of the two uncertainty contributions is developed:

(dQ
dh

)2U2
h

(dQ
du

)2U2
u

=
0.050u(6/5)

U2
u

(3.34)

This uncertainty can be plotted for different values of the uncertainty in measured
wind speed and for varying wind speeds. As shown in Figure 3.6, for a relatively
high uncertainty in wind speed of 1 m/s, as is the case in the Erell validation in this
section, the uncertainty in the wind speed itself causes significantly more than does
the 20% uncertainty in the convection correlation at the typical nighttime wind
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speed of 1.5 m/s observed at the test location.
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Figure 3.6: When the wind speed measurement uncertainty is high, this uncertainty
contributes much more to the uncertainty of the heat transfer than does the 20%
uncertainty in the convection correlation.

Figure 3.7 shows that when the uncertainty in the wind speed is only 0.1 m/s,
the dominating effect is that of the correlation’s uncertainty.
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Figure 3.7: When the wind speed measurement uncertainty is 0.1 m/s, the 20%
uncertainty in the convection correlation contributes much more to the uncertainty
of the heat transfer than does the wind speed measurement.

The uncertainties resulting from wind speed measurement and convection
correlations both contribute to uncertainty in heat transfer. As shown in this section,
depending on the individual uncertainties, including only one of the effects can be
justified in an analysis.

Fluctuations in wind speeds less than the typically reported hourly average
value also exist. As described in Chapter 2, the use of hourly averages provides a
conservative estimate of the hourly average convection heat transfer coefficient.

Comparison

The measured and modeled temperatures and heat transfer rates are shown in
Figures 3.8 and 3.9. The error bars represent the uncertainties derived from the law
of uncertainty propagation. It is assumed that all of the individual errors in Table
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3.5 represent one standard deviation. The errors bars shown in these results are
then the propagated uncertainty of all of the individual errors.

Figure 3.8: The measured inlet temperature, measured outlet temperature, and
modeled outlet temperature are provided.
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Figure 3.9: The measured and modeled heat rejection are shown along with the
percent error in the modeled heat transfer compared to the measurements.

From the numerical model, the portions of heat transfer by convection and
radiation are determined. As expected in these low wind speed conditions, the heat
transfer is almost completely due to radiation, with convection initially providing a
small negative transfer (heat gain) at the beginning of the night due to high ambient
temperatures. (This results in greater than 100% radiation).
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Figure 3.10: Stacked bars indicate heat transfer by radiation and conduction and
the line is percent radiation determined by the model. In these low wind speed
conditions, most of the heat transfer was by radiation.

The close match of the measured and predicted temperatures and heat transfer
rates indicate that the two dimensional finite difference model is a good way to esti-
mate the performance of a black, uncovered radiator. The experimental conditions
only included low wind speeds, but conducting experiments in higher wind speeds
would only add to the unavoidable uncertainty in the convection heat transfer
prediction, as will be shown in the next section.

3.2.2 Experimental design

The validation done using data from Erell and Etzion was limited to the available
data with low wind speeds. To examine the value of a new experiment to validate
the heat transfer model of the radiator under a range of conditions, an experimental
design is completed in this section.
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Physical layout and measurement uncertainties

This experimental design considers a single panel radiator made of roll bond
material. Roll bond panels are available for solar water heating. Typical panels have
a width of about 1 meter and a length (flow direction) of 2 m. The bonded plate
thickness is commonly 2 mm. Most manufacturers advertise that custom channel
configurations are available. To get an estimate for the limits to manufacturability,
the work done by Fraunhofer [2011] is useful. In the Bionicol project, roll bond solar
thermal panels with fractal designs for minimized flow resistance were tested. The
channel construction of a blown roll bond channel actually resembles an elongated
hexagon as shown in the inset in Figure 3.11. Here the channels were modeled as
square. According to the research done for the Bionicol project, practical channel
heights are about 3 mm - any larger and the tube walls could not withstand the
pressure.

Figure 3.11: Roll bond geometry as modeled

20 tubes are distributed across the 1 m width forW= 5 cm spacing. The channel
size is 3 mm by 10 mm, with a bonded plate thickness of th=2mm. The thickness
and channel dimensions were reasonable compared to the Bionicol project and
detailed drawing received from one vendor. The number of tubes (and therefore
spacing over a 1 m panel) was reasonable compared to from vendor drawings.
The flow rate was set at 0.1 kg/sec (divided between 20 tubes) in order to achieve
significant temperature drop along the panels. This results in laminar flow. A
higher flow rate could also be tested where turbulent flow would be achieved,
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resulting in smaller temperature drops.
In an experiment the performance of the panel would be determined by mea-

suring the inlet temperature, outlet temperature, and mass flow rate. Temperature
measurements would use an RTD PT-100 type (resistance temperature detector
using Platinum with 100 ohm resistance at 0 °C). An example of a general purpose
RTD sensor is the Omega PR-10 probe which has an accuracy per the IEC ‘Class A’
standard. At 45°C the accuracy is +/- 0.24°C. At 0°C the accuracy is + 0.15°C. The
uncertainty at 45°C will be used here. The mass flow would be measured using an
electromagnetic flow meter; accuracy of better than 5% is achievable.

Environmental variables are measured for input to the heat transfer model.
Ambient dry bulb temperature is measured using an RTD. Effective sky temperature
is measured with a pyrgeometer such as Kipp & Zonen CGR4 which has a maximum
uncertainty of 3% in measured downward longwave radiation (Sdown), which is
related to effective sky temperature by the equation:

Sdown = σT 4
s (3.35)

Solving for effective sky temperature, the relationship is:

Ts =

(
Sdown

σ

)1/4

(3.36)

Therefore a 3% uncertainty in downward radiation can be propagated through to
the uncertainty in effective sky temperature. Assuming that the 3% uncertainty is a
standard deviation (conservatively; it could be a bound containing nearly all values,
it is not specified by the manufacturer), there is a 1.9 °C uncertainty in the effective
sky temperature at -23°C ( 250 K) and a 2.2°C uncertainty at 27°C ( 300 K). A 1%
uncertainty relative to the effective sky temperature will be used in this analysis.

Wind speed can be measured with an anemometer and wind vane such as the
Campbell Scientific 034B. This system measures wind speeds from 0.4 m/s to 10 m/s
with a reported ‘accuracy’ of 0.1 m/s (higher speeds have larger uncertainties). More
importantly, the calculated convection impact will have a 20% uncertainty. Given
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the low uncertainty in wind speed measurements in this case, the 20% uncertainty
in the correlation will dominate the convection impact as shown in Figure 3.7 for
most wind speeds. For this analysis the 20% uncertainty in the convection coefficient
will be used without calculating the uncertainty in the measured wind speed.

Model results

A two dimensional finite difference model is used to model the heat transfer over
one of the sections of plate. A single typical condition (for Daggett, CA) is tested as
a baseline. Table 3.6 shows the inputs and outputs to the model.

Table 3.6: Model results for baseline condition

Inputs Outputs
Ta=299.3 K (26.15°C) Tf,o=16.9 K (43.8°C)
Ts=280.9 K (7.75°C) ∆T=2.408°C
Tf,i=319.3 K (46.15°C) hc=12.33 W/m2-K
ṁ=0.1 kg/sec vtube=0.167 m/s
n=20 tubes
L=2 m
W=1 m
wc=10 mm
heightc=3 mm
th=2 mm
u=3.1 m/s

The uncertainties known are applied and the resulting effect on the outlet
temperature modeled is shown in Table 3.7. Because what is of more interest is the
temperature drop (and related total heat transfer), Table 3.8 also shows the impact
on uncertainties on temperature drop uncertainty and Table 3.9 shows the impact
on heat transfer.
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Table 3.7: Contributions to total uncertainty in Tf,o =317.32 of 0.31°C.

Variable Uncertainty Portion of total uncertainty
Tf,i 0.24 C 0.51
hc 20% 0.37
ṁ 5% 0.09
Ts 1 % 0.03
Ta 0.24°C <0.01

Table 3.8: Contributions to total uncertainty in ∆T =1.98 of 0.22°C. The inlet tem-
perature has little effect on the temperature drop.

Variable Uncertainty Portion of total uncertainty
hc 20% 0.74
ṁ 5% 0.19
Ts 1 % 0.06
Tf,i 0.24°C <0.01
Ta 0.24°C <0.01

Table 3.9: Contributions to total uncertainty in Q =829.9 W of 82.5 W. The mass
flow rate has little effect on overall heat transfer.

Variable Uncertainty Portion of total uncertainty
hc 20% 0.91
Ts 1 % 0.08
Tf,i 0.24°C 0.01
ṁ 5% 0.01
Ta 0.24°C <0.01

The largest uncertainty in the modeled temperature drop in the baseline con-
dition is due to convection. But the magnitude of convection heat transfer will
vary with wind speed and its relative magnitude to the radiation heat transfer will
change as the inlet temperature is controlled and as different ambient conditions are
present. Next the uncertainties will be examined for a range of possible conditions.
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Figures 3.12 and 3.13 show how the uncertainty in the temperature drop changes
depending on the wind conditions and inlet temperature. For increasing wind
speeds under the same ambient conditions and fixed inlet condition, the convection
heat transfer is increasing while the radiation heat transfer is approximately the
same. Therefore the temperature drop is increasing and the uncertainty is also
increasing, Figure 3.12, as uncertainty is mostly due to the 20% uncertainty in the
convection coefficient.

Figure 3.12: Increasing uncertainty in temperature drop with increasing wind
speed.

In Figure 3.13 for increasing inlet temperatures under fixed ambient tempera-
tures, the total temperature drop increases as both radiation and convection are
enhanced. For a line of constant wind speed of u=5 m/s, as the inlet temperature
increases the temperature drop increases from 1.5 to 5.7 K, with corresponding
uncertainties from 0.2 K to 0.7 K. At the inlet temperature of 350 K, the heat flux
is 33% radiation. The uncertainty in the temperature drop is 86% due to hw and
14% due to mass flow uncertainties (less than 1% due to other). Sky temperature
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contributed less than 1% to uncertainty because the heat transfer was dominated
by convection. At the inlet temperature of 310 K, the heat flux is 47% radiation.
The uncertainty in the temperature drop is 68% due to hw, 18% due to mass flow
and 11% due to sky temperature uncertainties. In this case the uncertainty in sky
temperature was more significant because the fraction of heat transfer was nearly
evenly split between convection and radiation.

Figure 3.13: Increasing uncertainty in temperature drop with increasing inlet tem-
peratures and wind speeds.

Considering a single medium wind speed of 3.1 m/s, Figure 3.14 shows the
impact of the difference between sky and inlet temperatures on the radiation fraction.
The fraction of heat transfer by radiation (Qrad/Q) decreases with inlet temperature
increase. When the sky temperature is close to ambient, the radiation is minimized
and for this wind speed condition, the radiation fraction increases slightly as the
inlet temperature increases.
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Figure 3.14: For a wind speed of 3.1 m/s and ambient temperature of 299.3 K, the
fraction of the heat transfer by radiation generally decreases with increasing inlet
temperatures except when the sky temperature is equal to the ambient temperature,
in which case the fraction increases slightly with increasing inlet temperature.

Fraction of heat transfer by radiation decreases with increasing inlet
temperature

The preceding discussion begins to show that in general, as the inlet temperature
increases, the convection effect increases more quickly than radiation. This is
somewhat counterintuitive because the radiation heat transfer rate is based on the
difference in temperatures to the fourth power, while convection depends on the
difference in temperatures. The exact contributions of radiation versus convection
depend on the wind speed, ambient temperature, and sky temperature as well
as inlet temperature. This section considers the radiation fraction for different
conditions and analyzes the radiation fraction mathematically.

In this section the behavior of the radiation and convection heat transfer will
be characterized not with a two dimensional finite difference model but using a
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simplified mathematical approach. Equation 3.33 approximates the heat transfer
from convection and radiation from the top of the panel if the average plate temper-
ature Tp is assumed equal to Tf,i. The radiation and convection components are the
first and second terms in Equation 3.33 and are defined as Qrad and Qconv. The
radiation fraction is:

RadiationFraction =
Qrad

Qrad +Qconv
=

σεA(T 4
f,i − T

4
s)

σεA(T 4
f,i − T

4
s) + hA(Tf,i − Ta)

(3.37)

Figures 3.16 and 3.15 show how the radiation fraction decreases with inlet tempera-
ture increase under most conditions for the temperature range under consideration
from about 310 to 330 K. The radiation fraction is high for low temperatures (con-
vection to ambient goes to zero as the inlet temperature approaches dry bulb
temperature) and decreases with temperature quickly before reaching a minimum
and slowly increasing.

Figure 3.15: The fraction of heat transfer by radiation varies with ambient conditions
and inlet temperature; here the radiation fraction is shown for a medium wind
speed of 3.1 m/s.
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Figure 3.16: The fraction of heat transfer by radiation varies with ambient conditions
and inlet temperature; here the radiation fraction is shown for a low wind speed of
1.5 m/s.

The effect of changing inlet temperature on heat transfer can be considered by
taking the derivative of the radiative and convective heat transfer from Equation
3.33 with respect to inlet temperature. Again assuming that the inlet tempera-
ture approximates the average plate temperature, the derivatives of radiation and
convection heat transfer with respect to inlet temperature are:

dQrad

dTf,i
= σεA4T 3

f,i (3.38)

dQconv

dTf,i
= hA (3.39)

Figures 3.17 and 3.18 show the relationships from Equations 3.39 and 3.38 for a
range of conditions where the convection heat transfer coefficient is predicted by
Equation 3.30. Unless wind speeds are under about 2 m/s, within the condens-
ing temperature range of interest (which indicates range of inlet temperatures to
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radiators) convection increases more quickly with inlet temperature than does
radiation.
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Figure 3.17: The rate of change of the radiation heat transfer with respect to inlet
temperature varies with the cube of inlet temperature. A surface area A of one is
assumed.
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Figure 3.18: The rate of change of the convection heat transfer with respect to inlet
temperature varies depends strongly on wind speed. A surface area A of one is
assumed.

Referring back to Figure 3.14, for the wind speed of 3.1 m/s and an inlet tem-
perature of 319.3 K, the derivative of the convection rate equation is 12.33 W/K.
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The derivative of the radiation rate equation is 6.64 W/K. This explains why the
radiation fraction is going down in most cases. But the radiation fraction does not
strictly decrease with temperature. The change in radiation fraction as inlet tem-
perature changes depends on the change in each component as well as its original
magnitude relative to the total. The radiation fraction derivative is:

d

dTf,i
RadiationFraction =

Qconv
dQrad
dTf,i

−Qrad
dQconv
dTf,i

Q2 (3.40)

This expression is not easily generalized but it is useful to consider where the
Radiation Fraction is minimized. Using equations 3.38, 3.39, and 3.33, and setting
the radiation fraction equal to zero, the following equation is found:

3T 4
f,i − 4TaT 3

f,i = −T 4
s (3.41)

The inlet temperature which characterizes minimum radiation fraction does not
depend on wind speed, only ambient conditions. This is consistent with Figures
3.15 and 3.16 where the shape of the radiation fraction curve is consistent between
wind speeds. (Though the magnitude of the radiation fraction is different.) The
implication of these findings for the design of an efficient radiation-enhanced
system is that raising the temperature of the radiator in the temperature range of
interest for power plant condensers does not result in dominating radiation effects
because convection is significant. The maximum radiation fractions are at lower
temperatures where the overall heat transfer is low - this is not a desirable operating
point. This analysis also confirms that raising the temperature of the radiator in an
experimental design with operating temperatures below 350 K would not decrease,
but rather increase the uncertainty as uncertainty is generally higher for convection
than radiation.

The most general way to look at the impact of inlet temperature is to use a
full year of weather data. For the SURFRAD monitoring station in Desert Rock,
Nevada, measured ambient temperature, effective sky temperature, and wind speed
are used here for the 2015 year. Considering only night time hours, Figure 3.19
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shows histograms of the radiation fraction during the year for three different inlet
temperatures. This shows that as the inlet temperature goes up, the fraction of heat
transfer by radiation generally goes down.
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Figure 3.19: This figure shows the fraction of heat transfer by radiation from a 2
m square radiator with a uniform temperature over the panel equal to the inlet
temperature. There is a spike in radiation fractions of one due to the zero wind
speed conditions (here only forced convection is considered and assumed to be
zero at zero wind speed; in reality free convection also occurs.)

3.2.3 Comparison of models

This section compares the analytical model using sky temperature reference and
the analytical model using adiabatic temperature reference to the finite differences
model. To illustrate the use of these models under a range of operating conditions
and panel designs, the results are illustrated in three ways: 1) for a low-temperature
cooling application for building comfort cooling over the course of one night, 2)
for a high temperature operating condition with different panel designs, fluid flow
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rates, and wind speeds, and 3) for a high temperature application under practical
annual operating conditions.

Low temperature application

Erell and Etzion Erell and Etzion [2000] tested radiator designs for nighttime comfort
cooling in Israel. In this section their radiator dimensions and test conditions are
used to test the heat transfer model of the radiator in a typical low-temperature
application representative of comfort cooling for buildings. Erell and Etzion used a
commercial solar collector with the convection cover removed. The key dimensions
are provided in Table 3.4. The wind speed was 1.5 m/s, emissivity from the top
was 0.85, mass flow rate was 0.032 kg/sec, and the leaves were 2 mm thick. The
panel is assumed to be perfectly insulated so that no heat transfers from the back;
initial testing with variable insulation thicknesses showed that this assumption
was reasonable. The average heat transfer coefficient was determined from the
turbulent Sartori correlation Sartori [2006]. Because the panel is relatively square
and the wind speed is low, the impact of the wind direction on characteristic length
and associated heat transfer coefficient impact were not important in the overall
performance. The numerical model was implemented using 30 elements in the
flow direction and 30 elements in the fin direction. The strength of free convection
from the top of the panel was considered but in all cases was small relative to
forced convection. The internal convection coefficient within the riser tubes was
determined from standard correlations and was laminar.

The percent difference in heat transfer for the analytical models compared to the
numerical models was always ± 2.0%. (They also compared reasonably well to the
experimental measurements of Erell and Etzion but given the inherent uncertainty
in the convection coefficients (±20%), a direct comparison of measurements and
model is not helpful for validation of the models). Since the three models agree well,
the choice of model is not important in this case. But this represents a limited range
of operating conditions and only tests one specific panel design. The following
sections consider more general cases and higher temperature applications.
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Different radiator designs operating in high temperature
application

Using a set of different radiator designs that represent a range of panel efficiencies
within the plausible realm, a set of basic assumptions were employed for compar-
ing the models under a high temperature application. The radiator designs and
conditions used are from Tables 3.2 and 3.3.

The results of the model comparisons (analytical vs numerical) are shown in
Figure 3.20. The mean percent error from the analytical model referencing the
adiabatic temperature to the numerical model using 20 nodes in the flow direction
and 10 in the fin direction is -0.2% (minimum -0.5%, maximum 0.2%); these two
models agree. The analytical model referencing the sky temperature has error up
to 20%.

Figure 3.21 shows that the error in the sky temperature model is related to the
collector heat removal factor FR .

Percent error is correlated to FR because the analytical model assumes that the
fin efficiency and collector efficiency are constant over the panel’s flow direction as
its temperature decreases. In fact the fin efficiency varies over the flow direction
and as the temperature drop of the panel increases (decreasing FR and increasing
εHX), the impact of this assumption is more significant. This error can be avoided
by stringing multiple smaller models in series or by using the adiabatic temperature
reference. In the analytical model referencing the adiabatic temperature, the overall
loss coefficient, and therefore fin efficiency and collector efficiency, are only weakly
dependent on the plate temperature (via the natural convection coefficient and
linearized radiation coefficient).

Annual simulations of one radiator operating in high
temperature application

Because different operating conditions exist with varying inlet temperature and
ambient conditions, annual simulations are completed to observe the full range of
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Figure 3.20: For 17 different radiator designs, the flux at typical conditions is
calculated using three different models. The numerical model is always within ±
1% of the analytical model using the adiabatic temperature reference, while the sky
temperature model can be off by as much as 20% depending on the geometry of
the panel.

conditions. The annual simulation is for the high temperature application of heat
rejection for a concentrating solar power plant. Using the heat rejection require-
ments and condensing temperatures from an air-cooled concentrating solar power
plant, the stored cold water from the radiator system is used in a condenser to reject
heat. The system design and calculations are documented in Dyreson and Miller
[2016]. First, the system (solar collectors, power block, condenser, and cold storage)
is modeled along with the finite differences model of the radiator. To determine
the differences between the numerical and the two analytical models, the radiator
operation is then isolated from the cold storage by taking the radiator inlet temper-
atures from the system simulation as fixed. The hourly annual inlet temperatures
to the radiator were inputs to the analytical models under the concurrent ambient
conditions (the actual effects of returning water temperature on cold storage are
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Figure 3.21: For 17 different radiator designs, the error in the heat transfer compared
to the numerical model is plotted against the ratio FR.

not fed back into the analytical models).
As described in Dyreson and Miller, there are 50 channels with D= 2 cm, th=2

mm, andW=0.1 m to give a 5 m wide panel. The length in this case is 200 m (actually
split into multiple sections but because the axial conduction is not significant, can
be modeled as one continuous length). The mass flow rate is 4.5 kg/sec, divided
evenly between the 50 channels.

The annual results echo those of Section 3.2.3: the numerical and adiabatic
temperature analytical models agree well. The sky temperature analytical model
varies with FR (Figure 3.22). Again when the FR is low (reflecting large temperature
drop over the radiator), the sky temperature analytical model error is high.
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Figure 3.22: The three different models were tested for a one radiator design in
an hourly annual simulation. Treating the numerical model as the baseline, the
analytical model using the adiabatic temperature reference is always within ± 0.2%
except when wind speed is zero and the differences in free convection models result
in differences of about 1%. The percent error in the analytical model with reference
to the sky temperature is up to 15%. Note that there are two operation conditions
for the radiator system (taking inlet water from cold storage or warmer storage),
making the error vs. FR plot appear separated into two regions.

3.2.4 Summary and modeling recommendation

Using experimental data from the work of Erell and Etzion [2000], the two dimen-
sional finite difference model has been validated under low wind speed conditions.

An experiment was designed to further test the models. An uncertainty analy-
sis of the experiment showed that the uncertainties in the model depend on the
conditions but are often high. The uncertainty in the model given the measurement
uncertainties of the model’s input values plus the uncertainty of the convection
coefficient would in many conditions be much higher than the measurement un-
certainty. Model uncertainty is up to 0.7 °C in the temperature drop from inlet to
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outlet and the comparable measurement uncertainty is up to 0.2°C. New experi-
ments would not provide higher confidence in the model; no new experiments are
planned.

The two dimensional finite difference model was compared to the analytical
solar collector-based heat transfer model and showed agreement. The analytical
model based on the adiabatic temperature agrees well with the finite differences
model, but because of the simplicity of the adiabatic temperature model, it is
selected for use in the current work. The analytical model based on the reference
temperature of the effective sky temperature is not recommended for modeling
radiative cooling panels.
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4 rankine power cycle modeling

The comparison of radiative-cooled and air-cooled solar power plants in this project
will quantify any differences in power cycle thermodynamic performance and re-
ductions in cooling system parasitic loads. In order to capture condensing pressure
effects on the cycle performance, it is important to accurately model the off design
performance. This section details the power cycle models as well as the regression
of those power cycles for use in annual simulations.

For this work, the off-design impacts of varying turbine backpressure (the exit
pressure of the last stage turbine before the condenser) are captured in a cycle
model implemented in IPSEPro [SimTech, 2017]. This software was chosen as one
of several process simulation software packages that include turbine exhaust losses
and other component level off-design models. Exhaust losses are a key to modeling
the backpressure effect on the cycle because exhaust losses tend to counteract the
increases in efficiency due to reducing condensing pressure (described further in
this section). IPSEPro is an equation oriented solver. It is an open-equation system;
most of the engineering equations can be viewed and changed by the user. The
exception are certain library codes including the off-design steam turbine operation.
A summary description of the modeling of the components is provided in this
section. In some cases the component models as documented here are based on
convention or the experience of the software users. Details of each component are
available in the IPSE help files.

4.1 Modeling a benchmark power cycle with IPSEpro

To validate the modeling process, first a cycle is modeled in IPSE and compared
against a published example. This subsection describes the benchmark model
and details the component-level models used. The benchmark model is based
on a parabolic trough Rankine cycle plant as in Appendix D of the SolarPACES
Bankability report [Yildiz, 2017]. That Appendix provides guidance on the power
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cycle modeling in order to provide guidance for more standardized CSP power cycle
modeling. A reference heat cycle is described and modeled in process simulation
software (not specified). In this subsection, a cycle model is developed to closely
represent the benchmark cycle and the performance is checked against the design
and off-design results provided by Yildiz.

4.1.1 Detailed power block model -design point

This section describes the design point model shown in Figure 4.1. The benchmark
cycle provided in Yildiz represents state of the art for a 100 MW plant with six
feedwater preheaters for regeneration, high pressure (HP) and low pressure (LP)
turbines, and sliding evaporator pressure down to 30 bar for part load conditions.
The heat transfer fluid (HTF) temperature supplied is 379 °C from storage or 393
°C supplied directly from solar field. The steam conditions at this higher (design)
value are 103 bar and 383 °C at the solar steam generator and 21.5 bar and 383 °C at
reheat. The ratio of initial pressure (103 bar) to reheat pressure (21.5 bar) is 0.21,
which is in the optimal range per El-Wakil [1984]. IPSE is used to model a plant
that closely matches the specifications in Yildiz for the case where HTF is delivered
from the solar field at 393 °C. In addition to basic cycle parameters given in Yildiz,
extraction pressures, flow rates, and turbine configurations were determined for
the IPSE model. The specific inputs used are shown in Figure 4.2.

Three pressures constrain the problem: the boiler pressure 103 bar, the extraction
pressure for reheat at 23.5 bar, and the condensing pressure (determined from
condenser model) at 77.9 mbar. Optimal extraction pressures for the low pressure
turbine are determined by evenly spacing the related saturation temperatures
between the high and low temperature sources per El-Wakil. The high pressure in
this turbine is 23.5 bar (corresponding condensing temperature of 220.7 °C) and the
low side is 77.9 mbar (41 °C). The four extractions should be spaced by 36 °C. For the
three low pressure feedwater heaters, this is accomplished by setting the extraction
pressures at 0.4183 bar, 1.577 bar, and 4.611 bar. For the open feedwater heater, the
extraction pressure is iterated until the cycle model shows the exit temperature of
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the open feedwater heater is optimally spaced (184.8 °C).
For the high pressure turbine, the high side is 103 bar / 313.2 °C and the low

side is 23.5 bar / 220.7 °C. The extractions should be spaced by saturation tempera-
ture differences of 46 °C. So the high pressure extraction would provide optimal
cycle thermal efficiency at 52.44 bar / 267 °C. However, this extraction pressure
was instead selected as part of the cycle heat balance. Given an incoming HTF
temperature of 393 °F, a required gross power output at the generator of 100 MW,
and cooling water at 28 °C, the highest extraction pressure and HTF mass flow rates
in the reheat and solar steam generator loops can be selected to balance overall
efficiency and HTF mass flow requirements. This trade off is important because
the cost of the HTF system is significant. An optimizer in IPSE can be used to solve
the problem, but in this case as the goal was to approximate the model of Yildiz,
the values were selected to best match the HTF mass flow rate in Yildiz. The model
determined a first extraction pressure of 26.15 bar / 226 °C saturation temperature.
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Steam cycle and Dowtherm A HTF KEY INPUTS
HTF temperature in      392.6 [C]

HTF return temperature      292.9 [C]

Cooling water temp.       28.0 [C]

Gross power      100.0 [MW]

Load fraction       1.00 [-]

HP inlet steam pressure      100.0 [bar]

Reheat steam pressure       21.5 `

Intermediate extraction pressures, HX approach temps, etc., pressure drops.

RESULTS
Gross Power     100.0  MW

Aux Power       1.7  MW

Net Power      98.3  MW

HTF Flow     1053.8 kg/sec

PB Eff.      38.2  %

PB Eff. Gross      38.9 %
Cond P        2.3 inHg
Cond P      77.9  mbar

mass[kg/s] h[kJ/kg]
p[bar] t[°C]

HX size results Reheater SSG superheater SSG evaporator SSG economizer FWH 6 FWH 5 FWH 4 FWH 3 FWH 2 FWH 1 Condenser

UA [MW/K]       2.54       1.12       5.88       1.34       0.63       1.27 -       0.85       0.82       0.77       22.9

UA (drain cooler) [MW/K] - - - -       0.00       0.06 -       0.04       0.08       0.09

Key

HP section eff. (exp)       89.6 %

HP section eff. (tot)       87.4 %

LP section eff (exp)       91.4 %

LP section eff (tot)       89.1 %

Exhaust loss       23.5  kJ/kg

Velocity annulus      232.6 m/s

Annulus area       5.17 m^2

HTF (orange)

Steam (blue)

Feedwater (blue)

Cooling water

Reheat_Steam_CycleDyresonHTF23_2O.pro (Design) 08/23/17 16:16:40

Figure 4.1: The process diagram and results for a water-cooled 100 MW power block and HTF delivery
based on example plant per Yildiz.
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Steam cycle and Dowtherm A HTF KEY INPUTS
HTF temperature in     392.6 [C]
Cooling water temp.      28.0 [C]

Gross power     100.0 [MW]

Load fraction      1.00 [-]

HP inlet steam pressure     100.0 [bar]

Reheat steam pressure      21.5 `

Intermediate extraction pressures, HX approach temps, etc., pressure drops.

RESULTS
Gross Power     100.0 MW

Aux Power       1.7 MW

Net Power      98.3 MW

HTF Flow     1053.8 kg/sec

PB Eff.       38.2 %

PB Eff. Gross       38.9 %
Cond P       2.3 inHg
Cond P      77.9 mbar

mass[kg/s] h[kJ/kg]
p[bar] t[°C]

HX size results Reheater SSG superheater SSG evaporator SSG economizer FWH 6 FWH 5 FWH 4 FWH 3 FWH 2 FWH 1 Condenser

UA [MW/K]      2.54      1.12      5.88      1.34       0.63       1.27 -      0.85      0.82      0.77      22.9

UA (drain cooler) [MW/K] - - - -       0.00       0.06 -       0.04       0.08      0.09

Key

HP section eff. (exp)       89.6 %

HP section eff. (tot)       87.4 %

LP section eff (exp)       91.4 %

LP section eff (tot)       89.1 %

Exhaust loss       23.5 kJ/kg

Velocity annulus     232.6 m/s

Annulus area      5.17 m^2

HTF (orange)

Steam (blue)

Feedwater (blue)

Cooling water
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delta_p_hot: 1.5
delta_p_cold: 1.5

dt_subcool: 6
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delta_p_hot: 1.5
delta_p_cold: 0
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connect_mass: no
connect_p: yes
connect_h: yes
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heat_loss: 2

delta_p_hot: 2
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delta_p_cold: .1
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TTD: 4
DCA: 7

p: 1.013
t: 28

delta_p_1: 0.

delta_p_2: 0

delta_p: 3
q_loss: 0

pressure_drop: 0delta_p: 3
q_loss: 0

pressure_drop: .02
q_loss: 0

pressure_drop: .02
q_loss: 0

pressure_drop: .02
q_loss: 0

pressure_drop: .02
q_loss: 0pressure_drop: .02

q_loss: 0
pressure_drop: .02

q_loss: 0

p_inlet_steam: 21.5
eta_m: .995

eta_s_adj: .02
dp_in: .02

exh_loss_method: calculate_geometry
van_sel_offset: 5

van_sel_range: 125
delta_h_extr_1: 0
delta_h_extr_2: 0
delta_h_extr_3: 0
delta_h_extr_4: 0

p_inlet_steam: 100
eta_m: .995

eta_s_adj: 0.02
dp_in: .02

dp_exit: .02
delta_h_extr: 0

delta_h_exit_extr: 0

delta_p_hot: 0.000689476
delta_p_cold: 0.137895
cleanliness_factor: 0.85

dt_sub: .1
dt_out: 3

cw_temp_rise: 10
tube_diameter_inches: 1

tube_material: SS_UNS_S44660
tube_wall_gauge: _18

cool_velocity: 2

eta_el: 0.98
eta_m: 0.98
speed: 3600eta_m: 0.9
eta_p: 0.85

eta_el: 0.995
eta_m: 0.995
speed: 3600

speed: 3600
power: 100000
eta_el: 0.985

eta_m: 1

eta_m: 0.9
eta_p: 0.86

p: 1.01325
t: 15.5556

connect_mass: yes
connect_p: yes
connect_h: yes

connect_mass: yes
connect_p: yes
connect_h: yes

delta_p_cold: 0
delta_p_hot: 0
delta_p_aux: 0

vent_frac: 0.001
pressure_drop: 0

mass: 0

mass: 0

p: .4183p: 26.11 p: 1.577

p: 4.611

p: 11.4

Reheat_Steam_CycleDyresonHTF23_2O.pro (Design) 08/09/18 13:57:24

Figure 4.2: The process diagram shows the specific inputs values used for each component.
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4.1.2 High pressure turbine

Modeling of turbine components is based on the Spencer-Cotton-Cannon methods,
which are accepted in industry as representative of turbine characteristics. The
methods will be referred to as "SCC methods" and are described in Spencer et al.
[1974] unless otherwise noted. The high pressure turbine type selected is an inter-
mediate pressure (IP) turbine. An IP turbine model is used because this cycle uses
floating pressure instead of throttling for off-design operation, so the turbine model
does not include a governing stage nor partial arc throttling. There are four main
states at four different pressures of interest for determining the turbine efficiency :
inlet (php,in), just after inlet at the bowl (pb), expansion line end point (php,ELEP),
outlet (php,out). The temperature (T ) and enthalpies (h) here use the same subscript
notation. The pressure decreases from the inlet (100 bar) to the bowl pressure per
a fraction specified (here 0.02). The isentropic expansion efficiency (ηhp,exp) from
the bowl to the expansion line end point (ELEP) is determined from SCC. This
method determines the efficiency of an intermediate pressure turbine based on the
pressure ratio (bowl to exhaust) and volumetric flow rate at the bowl. A standard
2% improvement in this efficiency is added to account for modern improvements
in turbine design [Cotton, 1998]. The exhaust pressure (here 23.5 bar) is set by the
reheat pressure requirement and the known reheater pressure drop. The expansion
line end point is a higher pressure than the exhaust by the fractional pressure drop
specified (here 0.02). Thus the enthalpy at the expansion line end point can be
determined:

ηexp =
hbowl − hELEP

∆hs
(4.1)

Where ∆hs is for isentropic expansion from the bowl to the ELEP pressure. The
enthalpy at the exit is the same as that at ELEP. An overall efficiency relative to
the isentropic expansion from the inlet to the exhaust pressure is also calculated
(ηhp,tot) for reference.

ηtot =
hin − hout
∆hs,x

(4.2)
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Where ∆hs,x is for isentropic expansion from the inlet to the exhaust pressure.
Intermediate extraction point enthalpies are determined directly from the expansion
line at the extraction pressure. For the intermediate turbine this is a simple linear
h-s relationship along the expansion line. The expansion line is taken from SCC
methods for a non-reheat turbine stage. The extraction fractions are determined
based on the overall cycle heat balance.

Low pressure turbine

The low pressure turbine selected in IPSE is a low pressure turbine with five
extraction points and exhaust losses. The inlet pressure is specified (21.5 bar) and the
exhaust pressure is based on the cooling water temperature and condenser design.
Again the bowl pressure is less than the inlet pressure by a fraction specified (here
0.02). SCC methods are used as follows. First, the turbine expansion efficiency from
the bowl to a standard 1.5 in Hg backpressure is determined (ηs,1.5). The efficiency
is adjusted for volumetric flow, initial steam conditions, and finally adjusted by the
standard 2% increase for modern machines. Next, this efficiency is used to calculate
the ELEP enthalpy and then the enthalpy is adjusted for the actual backpressure
(here 2.3 in Hg) depending on the moisture content of the theoretical 1.5 in Hg
ELEP state. The expansion efficiency (ηexp) for the actual backpressure is then
calculated per Equation 4.1.

A key part of the model is incorporation of exhaust losses in the last stage of the
turbine to account losses that are not included in a simple isentropic efficiency. The
exhaust losses are for several effects, but the main effect is from the the lost kinetic
energy from the leaving steam velocity to the condenser. This so-called ’leaving loss’
increases with lower condensing pressures (i.e. higher velocities). For a discussion
of the loss modes included in the exhaust losses in SCC, see Bartlett [1958]. Exhaust
losses can counteract the condensing pressure effect on cycle efficiency, so capturing
them is important. Exhaust losses depend on the turbine backpressure and last stage
geometry. The turbine component in IPSE uses the turbine characteristics from SCC
to select the last stage geometry for relatively favorable exhaust losses. Figure 4.3



107

shows the exhaust losses for the low pressure section for this design with a leaving
annulus area of 5.16 square meters. The program chooses the smallest turbine
possible where the leaving velocity (annulus velocity) falls within a specified range
on that turbine’s exhaust loss curve. If the exiting velocity is too high for the largest
available turbine, the program chooses a double or triple flow configuration (two
to three turbines in parallel). Note that the acceptable annulus velocity range is
slightly higher than the annulus velocity for minimum exhaust losses. Depending
on the backpressure expected during off-design operation, this may not be optimal,
so an alternative approach that could be used is to specify the exhaust losses or
the last stage geometry. The enthalpy leaving the turbine component hout is the
expansion line end point (ELEP) enthalpy less exhaust losses:

Exhaustloss = hELEP − hout (4.3)

An overall section efficiency is determined that accounts for exhaust losses (ηlp,tot)
per Equation 4.2.

Intermediate extraction enthalpies for last stage turbines are determined from
the expansion line as in SCC methods. Given an extraction pressure and steam
properties to relate the entropy, enthalpy, and pressure of the extraction steam, the
entropy at defined by Equation 4.4. B indicates the end of the expansion line and
the constant H0 is given in English units in SCC as 650 Btu/lb for reheat sections
and 450 for nonreheat sections.

sE/4.1868 = 10(hB/2.326−(hE/2.326+H0))/371.0+RO(hE−hB)/2.326+sB/4.1868−0.0177
(4.4)

The constant RO [1/K] is provided in Equation 4.5 where A indicates the start of
the expansion process.

RO =
(sA − sB)/4.1868 + 0.0177 − 10(hB/2.326−(hA/2.326+H0))/371.0

(hA − hB)/2.326
(4.5)

Equations 4.4 and 4.5 assume properties are in SI units. (Enthalpy conversion is
2.326 kJ/kg = 1 Btu/lbm. Entropy conversion is 4.1868 kJ/kg-K = 1 Btu/lbm-F.)
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Figure 4.3: The exhaust loss curve for a 3600 rpm condensing section is shown. As
an example a leaving velocity of 231 m/s gives exhaust losses of 35 kJ/kg. The
exhaust losses must then be adjusted for the moisture level per SCC to give exhaust
losses at design conditions of 23 kJ/kg.

Condenser

The condenser is a shell-and-tube type surface condenser. Figure 4.4 shows the
condenser and relevant state points for the steam and cooling water. Cooling water
is provided to the condenser at 28 °C as in the benchmark design. The condenser
incorporates the return from the extraction streams from the LP turbine with the
incoming steam from the main LP turbine exit. The condenser is specified in the
current model by the cooling water range (Equation 4.6, here 10 °C), approach
temperature difference (Equation 4.7, here 3 °C), and amount of subcooling of
the condensate (here 0.1 °C). With this information and the known cooling water
temperature, the entering and leaving temperatures, LMTD, and heat transferred
are known.

Rangecond = TCWout − TCWin (4.6)
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CW in

CW out

Figure 4.4: Condenser diagram from IPSE process model. The steam enters at state
14, is cooled by the cooling water (CW), mixed with the return water from the
extractions (45) and leaves subcooled (15).

Approachcond = T14 − TCWout (4.7)

The LMTD method is then used to determine theUAproduct. In order to determine
physical size (A), the conductance (Ucond) water side is determined from the cold
water inlet temperature, specified tube sizing, flow velocity in tubes, and material
based on HEI methods. HEI methods from Heat Exchange Institute [1995] for
surface condensers are based on calculation of the conductance U from:

Ucond = U1FWFMFC (4.8)

The unadjusted heat transfer coefficient U1 is based on the fluid velocity from
tabular data in the standards. The constants FW , FM, FC, are corrections for water
inlet temperature, tube material/gauge, and cleanliness, respectively, also given
from tables.

Closed feedwater heaters

Figure 4.1 shows five closed feedwater heaters with drain cooling sections. The
condensing section is a shell-and-tube type surface condenser. Figure 4.5 shows a
closed feedwater heater and state points. In the current model, the terminal temper-
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1617

43

41 44

Figure 4.5: A closed feedwater heater is shown from the IPSE process model. Steam
enters at 43 and is mixed with the recycled condensate from the upstream feedwater
is state 41. Condensate exits at 44. The feedwater stream is 16 and 17.

ature difference (TTD, 2 or 4 °C) and drain cooler approach (DCA, 7 °C) are specified.
TTD is the difference between the saturated steam (saturation temperature at p43)
and leaving feedwater (T17). DCA is the difference between the subcooled conden-
sate (T44) and entering feedwater (T16). The LMTD is determined for each section
(condensing and drain cooler) and the size of each section is determined.

Open feedwater heater

Figure 4.1 shows one open feedwater heater in the cycle. Figure 4.6 shows a detailed
view and state points. Extraction steam is mixed with feedwater and the resulting
stream is required to be saturated liquid. Blowdown from the evaporator is also
mixed and a small stream equal to a fixed fraction of the incoming feedwater (0.001)
of the heater fluid is exhausted as saturated vapor. The open feedwater heater is
analyzed with a simple energy balance.

Solar Steam Generator and Reheater

The solar steam generator is made up of the economizer, evaporator, and super-
heater. Figure 4.7 shows the four heat exchangers and state points. The economizer,
superheater, and reheater components are all heat exchangers between water (steam)
and the solar heat transfer fluid. For each component, temperature differences are
specified and an LMTD approach is used to determine the heat exchanger UA
required.
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Figure 4.6: An open feedwater heater from the IPSE process model shows incoming
extracted steam at 35 mixed with feedwater (20) and boiler blow-down water (not
labeled, left). The exiting condensate is stream 21. Steam 33 is the exhaust stream.
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Figure 4.7: Detail of HTF loops and solar steam generator train and reheater from
IPSE process model.
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Economizer. In the economizer component, the feedwater is heated to a set
amount of subcooling before entering the evaporator.

Superheater and reheater. In the superheater and reheater, the approach tempera-
ture (difference between hot inlet and cold exit) is set. For example, the approach
temperature difference in the superheater is defined as:

Approachspht = THTF4 − T4 (4.9)

Evaporator. In the evaporator, the pinch point is set and the exiting steam at state 3
is saturated vapor. The pinch point temperature difference is:

PPT = THTF6 − T3 (4.10)

A blowdown fraction is set in the evaporator to determine the mass flow of saturated
liquid that is exhausted at the drain pressure (0.01 of the incoming steam mass flow
rate).

4.1.3 Detailed power block model: off-design point

Next, the off-design performance is analyzed with IPSE to compare to the bench-
mark cycle off-design thermal efficiency. The thermal input is varied by allowing
the HTF mass flow rate and HTF return temperature to vary to capture thermal
inputs from 20 to 100 % of the design value (257.4 MWth) in 10 % increments. The
cycle is configured to handle lower thermal inputs by reducing the evaporator
pressure. Cooling water input temperatures are also varied from the design value
(28 °C) by 2 °C increments down to 14 °C.

IPSE handles the off-design operation by modeling how each component will
operate under off-design operation. The off-design system models (datasets) are
linked to the design dataset and have the same physical components but use more
complex formulations to capture off-design behavior. After changing the compo-
nent models to off-design versions as necessary, six datasets were created that use
different guess values that allowed the solver to capture the 72 unique conditions.
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The PSXLink toolbox in Microsoft Excel was used to run these six datasets for the 72
conditions. Licensed by SimTech, this toolbox allows Excel to call IPSE and record
only a subset of key results. The results were then compiled and graphed using
Visual Basic in Excel.

This section describes any differences between the design- and off-design com-
ponent models and the results of the off-design analysis under a range of operating
conditions. Note that the open feedwater heater does not require an off-design
model because it is modeled with a simple energy balance that does not change
under off-design conditions.

Shell-and-tube heat exchanger off-design modeling

Most of the heat exchangers used in the solar power cycle are shell-and-tube type.
In this section, the basic modeling scheme for off-design performance is detailed
before the IPSE models are presented.

The conductance-area product UA includes the resistances to heat transfer for
internal convection in the tube (convection coefficient hi over heat transfer area
Ai), conduction through the tube wall, fouling effects, and external convection in
the shell (convection coefficient ho over heat transfer area Ao). The resistance to
heat transfer via convection in the tube wall is negligible compared to the fluid
resistances. Also neglecting fouling, the conductance-area product is estimated by:

1
UA

≈ 1
hiAi

+
1

hoAo
(4.11)

For a detailed model of a heat exchanger’s physical size and cost, dimensions are
needed to evaluate each heat transfer coefficient. For the purpose of performance
modeling, however, some simplifications are useful. First, the heat transfer areas
Ai and Ao are assumed equal and denoted A. The tube diameter is D. In the
design load calculations, the heat exchanger is sized by selecting the UA based on
relevant temperature differences for the desired performance. In the off-design
load calculations, the change in UA from the design case is sufficient to understand
off-design performance. The Nusselt number is the dimensionless convection
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coefficient Nu = hD/k, making Equation 4.11:

1
UA

≈ 1
Nuiki
D

A
+

1
Nuoko
D

A
(4.12)

The internal convection coefficient is based on forced convection in a tube. Dittus-
Boelter predicts the convection heat transfer coefficient for turbulent flow via the
Nusselt number as:

Nui = 0.023Re0.8
i Pr

0.3
i (4.13)

Where the Prandtl exponent 0.3 is for cooling and 0.4 for heating of fluid, and
i indicates the internal dimensionless parameters Nusselt Nu, Reynolds Re and
Prandtl Pr.

Tube side resistance dominates. In the case of the condenser, the evaporator in the
solar steam generator, or the condensing section of a feedwater heater, the shell-side
fluid is undergoing a phase change so the resistance to heat transfer is dominated
by the tube side. Equations 4.12 is then:

1
UAevap

≈ 1
Nuiki
D

A
(4.14)

Using Equation 4.13:

1
UAevap

≈ 1
0.023Rei0.8Prni ki

D
A

(4.15)

The ratio of design to off-design conductance-area products in the evaporator is
quantified and simplified by assuming that the tube side properties do not change
between design and off-design conditions. The design condition is the reference
condition REF.

UAevap

UAevap,REF
=

0.023Re0.8
i Pr

n
i ki

D
A

0.023Re0.8
i,REFPr

n
i ki

D
A

≈
(

Rei

Rei,REF

)0.8

(4.16)
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Noting that the Reynolds number is (4ṁ)/(πµD) and again that properties do not
change significantly, the conductance-area product is simply related to the mass
flow rate as:

UAevap

UAevap,ref
≈
(
ṁi

˙mi,ref

)0.8

(4.17)

This is a useful relationship for the case where a phase change occurs on the shell
side.

Shell side resistance dominates. In the superheater, superheated steam on the shell
side of the heat exchanger has significantly higher resistance to heat transfer than
the fluid on the tube side. From Equation 4.12, the conductance-area product is
then:

1
UAspht

≈ 1
Nuoko
D

A
(4.18)

For the shell side of the heat exchanger, the convection heat transfer is based on
external flow over a bank of tubes. The Zukauskas correlation [Incropera and
DeWitt, 2002] provides the Nusselt number relationships.

Nuo = CRemz

D,maxPr
0.36
o

(
Pro

Prs

)1/4

(4.19)

The Reynolds number ReD,max is evaluated at the maximum velocity as described
in Incropera and DeWitt. All properties are evaluated at the average of inlet and
outlet temperatures except the Prs which is evaluated at the surface temperature.
This correlation applies for configurations with at least 20 tubes, Prandtl number
from 0.7 to 500, and Reynolds number from 1000 to 2x10e6. The constantsC andmz
depend on the Reynolds number and geometry of the bank of tubes. The constant
mz may take values of 0.4, 0.63, 0.6, or 0.84. The Reynolds number for the flow over
a bank of tubes is (ρVmaxD)/(µ). The maximum velocity Vmax is related to the
average velocity and the tube bank geometry. For this analysis it is useful to note
that the maximum velocity is proportional to the average velocity, and therefore
proportional to the mass flow rate. Here a constant C2 is defined to account for the
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proportionality, finally giving the Reynolds number for the bank of tubes as:

ReD,max = C2
ρṁD

µ
(4.20)

Applying the correlation and Reynolds number definition to 4.18:

1
UAspht

≈ 1
C(C2

ρṁD
µ )mzPr0.36

o (ProPrs )
1/4
ko

D
A

(4.21)

In the design and off-design case, the properties, constants, and geometry values
are assumed constant. The ratio of the design and off-design conductance-area
products is then simply related to the mass flow rates.

UAspht

UAspht,REF
≈
(

ṁo

ṁo,REF

)mz

(4.22)

This relationship is for the case of gas on the shell side wheremz takes values from
0.4 to 0.84 depending on the Reynolds number and tube alignment (staggered or
aligned).

Both shell and tube side resistances relevant. For the case where both sides have
sensible heat transfer such as the economizer and the drain cooling sections of the
condenser and feedwater heaters, the analysis proceeds from Equation 4.12. The
internal convection heat transfer coefficient is from Equation 4.13 and the shell side
is from Equation 4.19. The conductance-area product is then:

1
UA

≈ 1
0.023Re0.8

i Pr
n
i ki

D
A

+
1

CRemD,maxPr
0.36
o (ProPrs )

1/4
ko

D
A

(4.23)

The ratio of design and off-design values is again of interest. The dimensions
D and A appear in all terms and cancel. It is assumed that the fluid properties do
not change significantly between the design and off-design conditions but the flow



117

rates (Reynolds numbers) do.

UA

UAREF
≈

1
0.023Re0.8

i,REFPr
n
i ki

+ 1
CRemD,max,REFPr

0.36
o (ProPrs )

1/4
ko

1
0.023Re0.8

i Pr
n
i ki

+ 1
CRemD,maxPr

0.36
o (ProPrs )

1/4
ko

(4.24)

Reynolds number definitions are substituted into Equation 4.24.

UA

UAREF
≈

1
0.023(

4ṁi,REF
πµD )0.8Prni ki

+ 1
C(C2

ρṁo,REFD
µ )mPr0.36

o (ProPrs )
1/4
ko

1
0.023( 4ṁi

πµD )0.8Prni ki
+ 1
C(C2

ρṁoD
µ )mPr0.36

o (ProPrs )
1/4
ko

(4.25)

The constant terms inside the tube are consolidated into the term Ci and those
outside are Co:

Ci = 0.023( 4
πµD

)0.8Prni ki (4.26)

Co = C(C2
ρD

µ
)mPr0.36

o

(
Pro

Prs

)1/4

ko (4.27)

Equation 4.25 is then:

UA

UAref
≈

1
Ciṁ

0.8
i,REF

+ 1
Coṁ

m
o,REF

1
Ciṁ

0.8
i

+ 1
Coṁm

o

(4.28)

If the heat exchanger tube diameter and tube bank geometry is known, the
off-design UA can be calculated. But without a set geometry, Equation 4.28 cannot
be simplified any further because the Reynolds number exponents are not the same.
For the sake of simplifying the problem, here it is assumed that the constant m
takes a value of 0.8 (which is within the range of values provided).

UA

UAref
≈

1
Ciṁ

0.8
i,REF

+ 1
Coṁ

0.8
o,REF

1
Ciṁ

0.8
i

+ 1
Coṁ0.8

o

(4.29)
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It is often reasonable to assume that the ratio of mass flow rates on the tube side
and shell side of the heat exchanger is constant in all operating conditions. This
ratio is κ:

ṁi

ṁo
=
ṁi,ref

ṁo,ref
= κ (4.30)

Each term in Equation 4.29 is then multiplied by κ0.8 to give:

UA

UAref
≈

1
Ciṁ

0.8
o,REF

+ 1
Coṁ

0.8
o,REF

κ0.8

1
Ciṁ0.8

o
+ 1
Coṁ0.8

o
κ0.8

(4.31)

Constant terms are separated to give:

UA

UAref
≈

1
ṁ0.8
o,REF

( 1
Ci

+ 1
Co
κ0.8)

1
ṁ0.8
o
( 1
Ci

+ 1
Co
κ0.8)

(4.32)

Canceling terms, the result is:

UA

UAref
≈
(
ṁo

˙mo,ref

)0.8

(4.33)

Given the proportionality of shell and tube side mass flow rates, Equation 4.30,
the ratio of conductance -area products can also be stated in terms of the internal
mass flow rates as in Equation 4.17. Equations 4.17 or 4.33 apply for shell-and-tube
heat exchangers with sensible heat transfer on both sides where the ratio of mass
flow rates on the shell to tube sides is constant and the shell side and tube side heat
transfer coefficients are both proportional to Re0.8.

4.1.4 Pressure drop

Pressure drop at the design point in each component is specified typically by a
percent loss. In the off-design cases, this pressure drop is scaled by the mass flow,
pressure, and/or temperature.

The pressure drop is expressed in terms of the dimensionless friction factor f:
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f =
−(dp/dx)D

ρu2
m/2

(4.34)

Where x is the axial position along the flow, D is the diameter, and um is the
mean velocity. Thus the pressure drop is related to the mass flow rate squared
and the friction factor. The friction factor depends on surface roughness. Multiple
correlations and the Moody chart are available to estimate the friction factor.

4.1.5 High pressure turbine: off-design

The high pressure turbine is an intermediate pressure type turbine, as described in
the design case. Here the system uses sliding pressure, allowing the cycle’s high
pressure side to float from 100 bar at design down to as low as 30 bar in low load
conditions. The reduced pressure steam has a higher specific volume and lower
mass flow rate. The off-design model of this turbine is identical to the design model
with two exceptions. The pressure drops (inlet-bowl) and (2-exit) specified for the
design case are adjusted for off-design operation according Stodola’s law principles.
The extraction pressures are no longer specified. Instead Stodola’s law is used to
determine the extraction pressures given the design values and the new adjusted
flow conditions.

4.1.6 Low pressure turbine: off-design

The low pressure turbine off-design model is nearly identical to the design model.
Extraction pressures are determined based on Stodola law (i.e. Law of the Ellipse,
see Stodola and Loewenstein [1945]) given reduced steam mass flow rate. The off-
design model applies SCC methods using the off-design conditions to determine
the expansion efficiency and exhaust losses. The turbine geometry is determined
in the design phase. The inlet pressure drop (inlet-bowl) specified in the design
case is adjusted for off-design operation also using Stodola law.
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4.1.7 Condenser: off-design

The off-design condenser model is based on the same LMTD approach as the design
case, but instead of setting the temperature differences, the surface areaA is known
(same as design case) and the conductance Ucond is adjusted based on off-design
conditions.

The condenser Ucond is determined from the design value of Ucond and the
off-design values of cold water inlet temperature, flow velocity, and cleanliness
factor based on HEI methods. Cleanliness factor is here assumed constant in the
design and off-design cases. The cooling water flow velocity is the same as the
design case here because the mass flow of cooling water is not varied in this case.
The cooling water inlet temperature is an input for the off-design cases depending
on availability from cooling source such as cooling tower or cold water storage.
Decreasing water inlet temperatures increase the conductance Ucond slightly via
the correction factor FW in the HEI method.

The subcooling is scaled from the design case by the UA product.

Solar steam generator and reheater: off-design

Economizer. In the economizer’s off-design model, instead of specifying the amount
of subcooling at the economizer exit, the UA product is set. The pressure drops
and UA product are scaled using the off-design mass flow rates. For the pressure
drop on the cold side, using state points from Figure 4.7:

p1 − p2

p1,design − p2,design
= (

ṁsteam

ṁsteam,design
)1.84 (4.35)

For the pressure drop on the hot side, again using state points from Figure 4.7:

pHTF6 − pHTF7

pHTF6,design − pHTF7,design
= (

ṁHTF

ṁHTF,design
)1.84 (4.36)

The UA of the economizer can be scaled in IPSE using the mass flow rates on both
the hot and cold side compared to their design values. The scaling coefficients can
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be customized in IPSE, so in this case according to Equation 4.17:

UAecon

UAecon,design
= (

˙mHTF
˙mHTF,design

)0.8 (4.37)

Note that this assumes that the Reynolds number exponents for both the shell side
is 0.8 and that the flow rates are proportional. To determine the most accuratemz
value from 0.4 to 0.84 according to the correlation for flow over a bank of tubes, the
actual geometry of the heat exchanger could be modeled and tested over the range
of operating conditions. The assumption that flow rates are proportional on the
inside and outside is not exactly true for this cycle.

Evaporator. For the evaporator’s off-design calculations, instead of setting the
pinch point as in the design case, the UA product is set. The pressure drop on
the hot side is scaled by the off-design and design mass flow rates, pressures, and
temperatures. Using the states from figure 4.7, the pressure drop on the hot side is:

pHTF5 − pHTF6

pHTF5,design − pHTF6,design
= (

ṁHTF6

ṁHTF6,design
)−1(

pHTF6

pHTF6,design
)1.84(

THTF6

THTF6,design
)1

(4.38)
The evaporator UA product is scaled by the hot side mass flow rate. Equation

4.17 for the evaporator is:

UAevap

UAevap,design
= (

ṁHTF

ṁHTF,design
)0.8 (4.39)

Superheater and reheater. In the superheater and reheater, instead of specifying
the approach temperature difference, the UA product is set in the off-design model.
The pressure drop on the cold side, pressure drop on the hot side, andUA products
at off-design conditions are formulated as for the economizer based on the design
mass flow rates as Equation 4.22:

UAspht

UAspht,design
≈
(

ṁ4

ṁ4,design

)0.8

(4.40)

Note that this assumes that the Reynolds number exponent is 0.8.
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Closed feedwater heater: off-design

In the off-design models of the closed feedwater heaters, instead of setting the
drain cooler approach temperature for the sub-cooling region and the terminal
temperature difference for the condensing region as done in the design case, theUA
product of each region is set. The pressure drops and UA products are determined
from the following relations, using the state points in Figure 4.5.

p43 − p44

p43,design − p44,design
= (

ṁ43

ṁ43,design
)2 (4.41)

p16 − p17

p16,design − p17,design
= (

ṁ16

ṁ16,design
)2 (4.42)

For the condensing section, only the mass flow rate of the cold feedwater is needed
to determine theUA product in off-design conditions because the resistance to heat
transfer of the condensing steam is zero. Unlike the evaporator, a Reynolds number
exponent of 0.6 is chosen here based on convention.

UAFWH,cond

UAFWH,cond,design
= (

ṁ16

ṁ16,design
)0.6 (4.43)

For the drain cooling section, the mass flow rates of both streams are required to
determine the UA product of the drain cooler section. State 16 represents the mass
flow of the feedwater and state 43 is the condensed steam mass flow in the drain
cooler.

UAFWH,dc

UAFWH,dc,design
= 2

( ṁ16
ṁ16,design

).6( ṁ43
ṁ43,design

).6

( ṁ16
ṁ16,design

).6 + ( ṁ43
ṁ43,design

).6
(4.44)

This standard formulation in IPSE is not customizeable in the existing component
(though the user can create new components), but note that if the proportionality
of Equation 4.30 holds true, then:

ṁ16

ṁ43
=
ṁ16,design

ṁ43,design
= κ (4.45)
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This simplifies Equation 4.44 to:

UAFWH,dc

UAFWH,dc,design
=

(
ṁ16

˙m16,design

)0.6

(4.46)

4.2 Results and validation for benchmark cycle

4.2.1 Comparison to SolarPACES benchmark

As described in this section, the design point for the cycle used the specified gross
power production, initial pressure, HTF supply temperature, cooling water tem-
perature, and reheat pressure from Yildiz. In addition to these key parameters,
a partial list of heat exchanger specifications and pressure drops was given. The
design point model compares to the benchmark from Yildiz as follows:

Table 4.1: Key cycle design outputs for comparison.

Benchmark model Current IPSE model
Gross efficiency 38.97 % 38.85 %
HTF flow rate 1055 kg/sec 1054 kg/sec
HTF return temp 293.1 °C 292.9 °C

This is sufficient to validate the design point modeling strategy.

4.2.2 Off design performance results

For comparison to the SolarPACES benchmark model, the power cycle operation is
summarized by varying the cooling water temperature and load fraction (defined as
fraction of full load HTF mass flow rate). The HTF supply temperature is assumed
constant at 393 °C by control of the solar collectors for this case. This section reports
the key outputs of the model for the range of conditions tested. The results are
compared to those of the benchmark model provided at the same off-design points
in Yilidiz. Figure 4.8 shows that the peak efficiency of 39% is approximately constant
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at full load regardless of the cooling water temperature. This is despite the fact that
the condensing pressure is lower for lower cooling water temperatures as shown
in Figure 4.9. The benefit of lowering the condensing pressure on the thermal
efficiency is offset by the increased exhaust losses for lower condensing pressures
as shown in Figure 4.10. This can be changed by adjusting the design point of the
turbine relative to the exhaust loss curve. Figures 4.8 through 4.12 provide results
for key outputs over the range of load and cooling water temperatures. Figure 4.10
shows that the exhaust losses are minimal for low loads and moderate cooling water
temperatures. Bends in the curves show where the limits of the typical exhaust loss
curve are reached and the SCC method provides a method to extend the curves. For
example for 14 °C cooling water at full load, the annulus velocity is higher than the
maximum of 426 m/s so the discontinuity is evident in the curve. Comparing these
results to the results provided by Yildiz [2017], the gross efficiency is within 1%
(raw efficiency points) for all cases. The percent difference in the Yilidiz and current
model’s HTF mass flow rate is within 1% for all cases. This exercise validates the
off-design modeling. Next, the cycle model will be adjusted to meet the needs of
the radiative cooling with cold storage system.
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Figure 4.8: The gross efficiency is maximum at full load and decreases towards
lower load cases and higher cooling water temperatures.
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Figure 4.9: The condensing pressure decreases according to cooling water tempera-
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Figure 4.10: The exhaust losses reflect the exhaust loss curve for the last stage
turbine blade. The last stage turbine blade was chosen so that at 28 °C cooling water
temperature and 100 % load, exhaust losses are near the minimum level.
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4.3 Modeling a custom power cycle

Next the validated Rankine cycle model is adjusted to create two custom power
cycle models that are designed for the air- and radiative- cooled CSP plants in
this project. CSP systems that utilize power towers for solar collection instead of
parabolic troughs can achieve higher temperatures because they are not limited
by the need to move the HTF through the trough field. The current configuration
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of power towers most common is using molten salt in the receiver. The molten
salt can withstand high temperatures and, like parabolic trough configurations,
is a good material for energy storage. The molten salt transfers heat from the hot
thermal storage to the power cycle, where a steam Rankine cycle is operated. The
major difference in the Rankine cycle from the parabolic trough configuration is the
operating temperature. Currently, molten salt is heated up to 565 °C and creates
steam at up to 540 °C in the cycle. Mehos et al. [2017] provides an overview of the
current technology and research aimed at increasing the receiver temperature above
700 °C. For the purpose of this work, the molten salt power tower configuration is
most relevant. A recent plant of this type is the Crescent Dunes plant in Nevada.
This is used roughly as the model for a power tower plant in this work. It is a 125
MW (gross) plant with steam generation at 115 bar.

The cycle configuration and components are as described in the SolarPaces
benchmark cycle, with the exception of the condenser, which is modeled as a simple
fixed UA. This simplification allows the cycle to be modeled over a complete range
of condensing pressures regardless of condenser limitations. This captures the
exhaust loss and condensing pressure effects on the cycle using the IPSE model,
while leaving the details of the condenser operation to be modeled in System
Advisor Model software (SAM) as described in Chapter 5. In order to correlate
cycle performance for use in SAM, the condensing pressure is set instead of the
cooling water delivery temperature. The cooling water flow rate is fixed. Thus the
main cycle inputs are HTF temperature, HTF flow rate, and condensing pressure.
The cycle is designed for 566 °C HTF delivery at 3 in Hg condensing pressure with
a flow rate to meet 125 MW gross output.

Low pressure cycle for radiative cooling

A cycle is first modeled for use with radiative cooling. Because of the importance
of turbine selection on exhaust losses and overall cycle performance, two different
turbines are selected and compared. The first cycle uses an annulus area as selected
automatically by IPSEPro. This is a 3.82 m2 annulus area. Next the annulus area is
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manually changed to 5.16 m 2. Figure 4.13 shows how the design point lies on the
exhaust loss curve for the two cases. The best choice depends on how much time
the cycle will operate above or below the design point.

Figure 4.13: Selection of a smaller annulus area for the last stage turbine results
in slightly higher exhaust losses but leaves room for the condensing pressure to
increase (lower leaving velocities) while maintaining low exhaust losses.

Table 4.2: The design values of the three main factors for the low pressure cycle.

3.82 m^2 5.16 m^2
HTF flow rate 734.3 kg/sec 728.6 kg/sec
HTF supply temp 566 °C
Condensing pressure 3 in Hg

The operating points are different in this power tower cycle compared to the
benchmark parabolic trough cycle due to the higher HTF temperature. Using meth-
ods from El-Wakil as described for the benchmark cycle, the reheat pressure is set
at 25 bar with extraction pressures selected to evenly space the associated satura-
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tion temperatures between the condensing temperature and steam evaporation
temperature.

The HTF loop is configured to split the high temperature HTF evenly between
the reheater and superheater.

Figures 4.14 shows the IPSEPro models for the larger turbine. The smaller
annulus area is leads to a slightly less efficient cycle at the design point (gross
efficiency 43.3 versus 43.7 %). At low back pressure values the annulus velocity of
the last stage turbine increase significantly and it is necessary to check that they
do not exceed 426 m/s. Though the SCC methods provide adjustment factors to
handle these cases, the exhaust losses predicted may be conservative and so these
points are assumed to be outside of the desired operating range. For the larger
turbine, the full range of 1.25 to 8 in Hg was feasible. For the smaller 3.82 m2 last
stage turbine annulus area, the annulus velocities exceed 426 m/s and the operation
of this turbine would be limited to 1.75 in Hg. Since the goal of modeling a cycle
for radiative cooling is to allow for low condensing pressures, the larger turbine is
chosen.

High pressure cycle for air-cooling

Using the same design principles and model components, a cycle is also designed
for an air-cooled power cycle for comparison of the air-cooled system to radiative
cooling. The basis for this design is an ITD of 16 °C on an outdoor air temperature
of 40 °C. The design point was modeled in IPSE using both an air-cooled condenser
and also using the same once-through cooling system modeled for the radiative
cooling system as shown in Figures 4.15 and 4.16, respectively.
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Steam cycle and Molten Salt KEY INPUTS
HTF temperature in     566.0 [C]

Condensing pressure       3.0 in Hg

Annulus area      5.16 m^2

Fraction of full load mass flow       0.99 [-]

HP inlet steam pressure     115.0 [bar]

Reheat steam pressure      25.0 `

Cooling water flow rate      5183 [kg/sec]

Intermediate extraction pressures, HX approach temps, etc., pressure drops.

RESULTS
Gross Power     125.0 MW

Aux Power       1.9 MW

Net Power     123.1 MW

HTF Flow     728.6 kg/sec

PB Eff.       43.0 %

PB Eff. Gross       43.7 %
Cond P      3.00 inHg
Cond P     101.6 mbar

mass[kg/s] h[kJ/kg]
p[bar] t[°C]

HX size results Reheater SSG superheater SSG evaporator SSG economizer FWH 6 FWH 5 FWH 4 FWH 3 FWH 2 FWH 1 Condenser

UA [MW/K]      0.84      2.42      3.48      1.43      1.54       1.31 -      0.81      0.78      0.73      27.2

UA (drain cooler) [MW/K] - - - -      0.09       0.13 -      0.04      0.07      0.08

Key

HP section eff. (exp)       90.4 %

HP section eff. (tot)       88.2 %

LP section eff (exp)      94.2 %

LP section eff (tot)       92.6 %

Exhaust loss       19.2 kJ/kg

Velocity annulus     186.2 m/s

Annulus area       5.16 m^2

HTF (orange)

Steam (blue)

Feedwater (blue)

Cooling water

Figure 4.14: The cycle design solution from IPSEPro is shown for a 5.16 m 2 annulus area on the last stage
turbine.
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Steam cycle and Molten Salt
Design for 4.88 in Hg backpressure

KEY INPUTS
HTF temperature in     566.0 [C]

Condensing pressure       4.9 in Hg

Annulus area      3.06 m^2

Fraction of full load mass flow       1.00 [-]

HP inlet steam pressure     115.0 [bar]

Reheat steam pressure      25.0 `

Cooling water flow rate      5183 [kg/sec]

Intermediate extraction pressures, HX approach temps, etc., pressure drops.

RESULTS
Gross Power     125.0 MW

Aux Power       2.0 MW

Net Power     123.0 MW

HTF Flow     748.7 kg/sec

PB Eff.       41.8 %

PB Eff. Gross       42.5 %
Cond P      4.88 inHg
Cond P     165.3 mbar

mass[kg/s] h[kJ/kg]
p[bar] t[°C]

HX size results Reheater SSG superheater SSG evaporator SSG economizer FWH 6 FWH 5 FWH 4 FWH 3 FWH 2 FWH 1 Condenser

UA [MW/K]      0.87      2.49      3.57      1.47      1.58       1.35 -      0.83      0.80      0.64      27.9

UA (drain cooler) [MW/K] - - - -      0.10       0.14 -      0.04      0.07      0.05

Key

HP section eff. (exp)       90.4 %

HP section eff. (tot)       88.3 %

LP section eff (exp)      95.0 %

LP section eff (tot)       93.4 %

Exhaust loss       18.8 kJ/kg

Velocity annulus     211.0 m/s

Annulus area       3.06 m^2

HTF (orange)

Steam (blue)

Feedwater (blue)

Cooling water

Reheat_Steam_CycleDyresonPowerTower4ACC.pro (Design) 07/22/18 14:40:46

Figure 4.15: The cycle design solution from IPSEPro is shown for a 3.06 m 2 annulus area on the last stage
turbine using a surface condenser model.
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AMB

 2784.20.08657
  12.15  188.53
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     27  344.42

 65.406 0.7984
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 2518.4  71.77
 0.1653      56
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  12.15  188.55
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    115   555.1

 3588.3  91.16
     25  556.27

   1178    109
    121  268.93

 3499.8  107.9
    118  556.27
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     15   302.5

  846.4  749.5
     20   566.3

  445.4  749.5
     15   302.5

  846.4      0
     20   566.3

Steam cycle and Molten Salt
Design for 4.88 inHg backpressure

KEY INPUTS
HTF temperature in     566.0 [C]

Condensing pressure       4.9 in Hg

Annulus area      3.06 m^2

Fraction of full load mass flow       1.02 [-]

HP inlet steam pressure     115.0 [bar]

Reheat steam pressure      25.0 `

Cooling water flow rate [kg/sec]

Intermediate extraction pressures, HX approach temps, etc., pressure drops.

RESULTS
Gross Power     125.0 MW

Aux Power      21.6 MW

Net Power     103.4 MW

HTF Flow     749.5 kg/sec

PB Eff.       35.1 %

PB Eff. Gross       42.4 %
Cond P      4.88 inHg
Cond P     165.3 mbar

mass[kg/s] h[kJ/kg]
p[bar] t[°C]

HX size results Reheater SSG superheater SSG evaporator SSG economizer FWH 6 FWH 5 FWH 4 FWH 3 FWH 2 FWH 1 Condenser

UA [MW/K]      0.87      2.49      3.58      1.47      1.58       1.35 -      0.83      0.80      0.75      33.4

UA (drain cooler) [MW/K] - - - -      0.10       0.14 -      0.04      0.07      0.08

Key

HP section eff. (exp)       90.4 %

HP section eff. (tot)       88.3 %

LP section eff (exp)      95.0 %

LP section eff (tot)       93.4 %

Exhaust loss       18.0 kJ/kg

Velocity annulus     207.2 m/s

Annulus area       3.06 m^2

HTF (orange)

Steam (blue)

Feedwater (blue)

Reheat_Steam_CycleDyresonPowerTower2ACC_V5.pro (Design) 07/22/18 14:52:22

Figure 4.16: The cycle design solution from IPSEPro is shown for a 3.06 m 2 annulus area on the last stage
turbine using an air-cooled condenser model.
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The gross performance, capturing the trade off between exhaust losses and
condensing pressure effects is nearly the same for the two models: IPSE selects a
3.06 m 2 last stage turbine giving a gross efficiency at 3.88 in Hg back pressure of
42.4 or 42.5 %. The once through cooling model is used for off design performance
modeling for simplicity. This 3.06 m 2 cycle is limited to 2.25 in Hg backpressure,
which is acceptable for a cycle designed for high backpressure operation.

The objective of modeling these cycles was to get operating points over the full
range of feasible values of HTF temperature, mass flow, and condensing pressure.
The HTF temperature is limited by a practical range supplied by the receiver and
thermal storage. The HTF mass flow is not; it is tested over a range from 20% of
design value to 120%. The condensing pressure depends on the limitations of the
condenser and turbine. The higher end of the range was 8 in Hg, which is higher
than practical for air-cooled condensing. The lower end of the range (1.25 in Hg)
was set based on practical limitations for steam velocities as described in SAM
Technical Manual, except where limitations on the turbine require a higher limit,
as described in this section. The simulations were completed for the cases:

• HTF Delivery temperature 550, 566, and 574 °C.

• HTF mass flow rates from 20% to 120% of design mass flow rate in 10%
increments.

• Condensing pressures from 1.25 in Hg (2.25 for the 3.06 m 2 cycle) to 8 in Hg
in 0.50 in Hg increments or smaller.

Based on experience modeling the radiative cooled cycle, the increments of the
pressure values in the air-cooled cycle was increased from 0.25 to 0.50 in Hg. This
gives 924 cases for the radiative cooling cycle and 396 for the air-cooled cycle.

4.4 Results for custom power cycles

The two custom power cycles were modeled over their range of operation. Figure
4.17 and 4.18 shows that the leaving velocity begins to exceed the expected range
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only in a few high load cases.
The simulations are completed by using the IPSE Process Simulation Environ-

ment to solve the full load case for each condensing pressure in order to establish
guess values. Then the IPSEpro-PSXLink add-on for Microsoft Excel is used to
sequentially solve each of the other load cases and HTF supply temperatures, up-
dating the guess values automatically.

Figure 4.17: The last stage leaving velocity is exceeds 426 m/s only for high load
cases (>1) and low condensing pressures for the 5.16 m2 turbine at the design HTF
temperature of 566 C.
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Figure 4.18: The last stage leaving velocity exceeds 426 m/s for the lower condensing
pressures for the 3.06 m2 turbine at the design HTF temperature of 566 C.

The exhaust losses for the two cycles are shown in Figure 4.19 and 4.20. The
varying exhaust loss curves contribute to cycle performance and are reflected in
the cycle efficiency curves in Figures 4.21 and 4.22. For the radiative cooled cycle
there is a 5% difference between the lowest and highest condensing pressure at full
load while the difference for the air-cooled cycle is only 1.3% . Figure 4.23 and 4.23
shows the two efficiency curves.
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Figure 4.19: The exhaust losses at the 5.16 m2 turbine for HTF delivery temperature
of 566 °C are shown for a range of mass flow rate (loads) and condensing pressures.

Figure 4.20: The exhaust losses at the 3.06 m2 turbine for HTF delivery temperature
of 566 °C are shown for a range of mass flow rate (loads) and condensing pressures.
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Figure 4.21: The efficiency with the 5.16 m2 turbine for HTF delivery temperature
of 566 °C are shown for a range of mass flow rate (loads) and condensing pressures.

Figure 4.22: The efficiency with the 3.06 m2 turbine for HTF delivery temperature
of 566 °C are shown for a range of mass flow rate (loads) and condensing pressures.
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Figure 4.23: The two cycles have different efficiency profiles at full load and 566 °C
HTF temperature.
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To illustrate the condensing pressure effect on its own, a simple Rankine cycle
is modeled in EES over the same pressure range. The condensing pressure effect
is 4.3%. Fully modeling the exhaust losses shows that the variation of the cycle
efficiency with condensing pressure depends on the choice of design point and
turbine sizing. A simple cycle model predicts a continuously decreasing efficiency
while the IPSE model predicts a wider range where the efficiency is nearly constant.
(Note that the maximum efficiency of the EES cycle is less than the IPSE cycle
models because the EES cycle does not include the six feedwater heating stages nor
reheat, making the cycle overall less efficient.)

Figure 4.25: The condensing pressure effect for a simple Rankine Cycle with constant
turbine efficiency for hot side temperature of 566 °C is shown.
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4.5 Approximation of Power Cycle in System Adviser
Model

Representing the power block model in SAM is done via a design of experiments
approach as described in Wagner and Kutscher [2010] and Wagner [2008]. This
creates a fast model that accounts for multiple effects. For the purpose of this work,
the goal is simply to get an accurate translation of the full off design power cycle
model that is useable in the existing SAM framework. In this section the design of
experiments approach is detailed as used for this project, which is uses different
interaction pairs than Wagner describes and so requires some changes to the SAM
open source code. Power and heat input are the response variables and the factors
are HTF mass flow rate, HTF temperature, and condensing pressure. Each variable
except condensing pressure is non dimensionalized (indicated ∗).

Ẇ∗ =
Ẇ

Ẇdesign

(4.47)

Q̇∗ =
Q̇

Q̇design
(4.48)

ṁ∗ =
ṁ

ṁdesign
(4.49)

T∗in =
Tin − Tref

Tin,design − Tref
(4.50)

The reference temperature is the saturation temperature at the boiler pressure of
115 bar, or 321 °C. As described in Wager, since most of the heat is added in the
superheat section, this provides a reference for the temperature at which heat is
added. The experimental design requires nine runs as described in Table 4.3.

A response variable Y (power or heat input) is calculated from:
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Table 4.3: Series of cycle simulations required to represent cycle fully using two
factor interactions. A variable can be set at its low value (-), design point (0) high
value (+), or varied from low to high.

T∗in Pc ṁ∗ Gives
vary - 0 YINT (P

−
c > T

∗
in)

vary 0 0 YME(T
∗
in)

vary + 0 YINT (P
+
c > T

∗
in)

0 vary - YINT (ṁ
∗− > Pc)

0 vary 0 YME(Pc)
0 vary + YINT (ṁ

∗+ > Pc)
- 0 vary YINT (T

∗−
in > ṁ

∗)
0 0 vary YME(ṁ

∗)
+ 0 vary YINT (T

∗+
in > ṁ

∗)

Y = [(YME(T
∗
in) − 1)YINT (T∗in > ṁ∗) + 1]

[(YME(Pc) − 1)YINT (Pc > T∗in) + 1]

[(YME(ṁ
∗) − 1)YINT (ṁ∗ > Pc) + 1] (4.51)

The main effects YME are interpolated from a table of the value of Y for given
factor level, given that the other two factors are at their design value. For example
YME(T

∗
in) is the value of Y at T∗in given that Pc and ṁ∗ are at their design levels. The

interaction effects account for how the variation of a second variable affects the first
given that the third is held at design value. For example, YINT (ṁ∗ > Pc) depends
on Pc and accounts for how Y varies with Pc under a changing mass flow rate. YINT
is the average of an interaction calculated at the high setting and low setting of
the interacting variable ṁ∗. The actual values of the response Y calculated with
the full IPSE simulation at ṁ∗ and Pc are compared to an estimated value using
only the main effects of each. The values are normalized relative to the main effect
of pressure and their ratio is the interaction factor. For the high setting and low
settings of ṁ∗:
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YINT (ṁ
∗+ > Pc) =

Yact(ṁ
∗+,Pc) − YME(Pc)

YME(Pc)YME(ṁ∗+) − YME(Pc)
(4.52)

YINT (ṁ
∗− > Pc) =

Yact(ṁ
∗−,Pc) − YME(Pc)

YME(Pc)YME(ṁ∗−) − YME(Pc)
(4.53)

Finally giving the interaction factor as:

YINT (ṁ
∗ > Pc) =

YINT (ṁ
∗+ > Pc) + YINT (ṁ

∗− > Pc)

2
(4.54)

A simplified version of the power cycles can be modeled using only the main
effects:

Y = YME(T
∗
in)YME(Pc)YME(ṁ

∗) (4.55)

Before implementing the custom power cycles, the default power cycles in SAM
are tested. The SAM model is run with and without the interaction effects for a solar
power tower configuration with fixed boiler pressure. The overall results for gross
power output vary by less then 0.1%. This is because the interaction effects are
not strong and the cycle operates most of the time near the design points. Typical
values of the main effects are 1.05 to 1.10, while the interaction effects are from 1 to
1.001. However interaction effects are still used. The main effects for the custom
IPSE cycles are shown in Figures 4.26 through 4.31.
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Figure 4.26: The main effects of pressure for the low pressure / 5.16 m2 cycle.

Figure 4.27: The main effects of temperature for the lower pressure/ 5.16 m2 cycle.
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Figure 4.28: The main effects of mass flow for the low pressure/ 5.16 m2 cycle.
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Figure 4.29: The main effects of pressure for the high pressure/ 3.06 m2 cycle.
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Figure 4.30: The main effects of temperature for the high pressure/ 3.06 m2 cycle.

Figure 4.31: The main effects of mass flow for the high pressure / 3.06 m2 cycle.

The resulting cycle performance of the regression model is here compared to the
full IPSE runs by quantifying the percent difference between a full IPSE simulation
and the regression-based estimation. Table 4.4 provides the upper and lower bound
values tested for each cycle and interaction. The low pressure cycle (5.16 m 2) has
924 runs while the high pressure cycle (3.06 m 2) has 396 runs because it operates
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over a smaller pressure range and the simulations were completed at 0.5 inHg
condensing pressure increments instead of 0.25 inHg.

Figures 4.32 and 4.33 show the error at 566 °C input temperature. The error is
significant only at low loads and even then falls in an acceptable range of less than
approximately 10 percent for all cases except lowest load (0.2). The reason for some
error at low load is partly because in the sliding pressure cycle, the boiler pressure
is reduced as load is reduced, but there is a lower limit of 30 bar which is reached
for the 20% load case for both cycles. The error is also quantified in Table 4.5. Cycle
performance is fully described by not only the power output but also the thermal
input. Errors are reported for normalized gross power only (Ẇ∗) as errors in heat
input are negligible (the thermal input error is at maximum 0.2%). Overall, this
design of experiments approach adequately captures the cycle performance for use
in the annual simulations.

Table 4.4: The range of the three factors are shown; note that the pressure limitations
used for the interaction effect with temperature and pressure in the high pressure
cycle is 2.75 - 7.75 in Hg even though the correlations are used over the complete
range.

Lower bound for interaction Upper bound for interaction
ṁ∗ 0.2 1.2
Pc 1.25 inHg / 2.75 inHg 8 / 7.75 inHg
T∗in 550 C 574 C
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Figure 4.32: The error between the approximation of the cycle and the full IPSE
runs at 566 °C HTF temperature is shown for the low pressure (5.16 m 2) cycle.
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Figure 4.33: The error between the approximation of the cycle and the full IPSE
runs at 566 °C HTF temperature is shown for the high pressure (3.06 m2) cycle. Axis
same as previous figure for comparison.

Table 4.5: The error between the full IPSE cycle runs for all cases available and the
approximations are shown for normalized gross power. Including the interaction
effects reduces the error.

Mean Absolute
Percent Error

Mean Absolute Error
for 125 MW plant
[MW]

Root Mean Square Er-
ror [MW]

Low pressure 1.9% 0.75 1.24
High Pressure 0.8% 0.43 0.68

For reference the main and interaction effects are documented in Appendix A.
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5 csp with nighttime cooling assessment

To compare concentrating solar power plants with different cooling systems, an
annual model must capture the interaction between subsystems that impact energy
production over the course of the year. The first section of this chapter describes the
modeling which brings together the radiative-convective panel modeling (Chapter
3) and the power plant modeling (Chapter 4) using a system model in System
Advisor Model (SAM) software. The second section describes implementation
of the new SAM model for this project. Three solar power tower power plants
are tested under a range of radiator field sizes and cold side storage sizes. Cost
estimations are provided for each component. An air-cooled cycle is modeled as
the baseline for each power plant. The final section of this chapter provides the
results of that model.

5.1 Modeling the radiative-convective CSP cooling
system in SAM

System Advisor Model is chosen for the annual simulations in order to take ad-
vantage of the built in capabilities of the program including the industry-accepted
performance models that are used for the solar field. System Advisor Model is
open source so the new functionalities that have been added during this project
may be shared with other users interested in cold storage and/or radiative cooling
systems.

5.1.1 Overview of system model

Existing SAM models are implemented for the heliostat field, receiver, thermal
energy storage, condenser, and power plant control. SAM takes user inputs for
major solar, power cycle, and hot side storage components and location information
to run hourly simulations of CSP performance. For information about SAM, see
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NREL (sam.nrel.gov) for general information, software download, and up to date
references, Wagner and Gilman [2011] for component level algorithms, and Dobos
et al. [2013] for discussion of the simulation core. SAM now has the capability to
optimize the dispatch of CSP power tower plants [Wagner et al., 2017], but this
capability is not used in the current work.

The novel part of this work is custom power cycle models, cold storage, and
radiator models that are implemented in SAM using the open source code (C++)
made available by NREL. Figure 5.1 and Figure 5.2 show different configurations
of the new components. This section describes the new components added.

Thermal 
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hot tank
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cold tank
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Figure 5.1: A conceptual schematic of the system using a stratified storage tank
and a glycol cooled field connected via a heat exchanger to the cold storage. The
variables shown are those that are passed between sub-systems.
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Figure 5.2: A conceptual schematic of the system showing a two tank cold storage
system and a radiative field using water as the cooling fluid. This schematic shows
a parabolic trough solar system; SAM has several solar options which could in
theory be used with the radiative cooling though this work focuses on power tower
plants only.

The user inputs are shown in Table 5.1. In the SAM GUI, if user selects ’radiative’
as the condenser type, all of the radiative cooling inputs become relevant (otherwise
they are ignored). Maximum flexibility is given to the user by allowing inputs of all
the panel dimensions and design temperatures. Note that the pumping calculations
use a pressure drop input in the GUI because the header design is highly dependent
on design decisions for the field, as described in this chapter. The fluid volume
calculation is also highly dependent on the header design and so the user must
input a ratio of the total fluid volume to the volume within the panels (the volume
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of fluid in the panels is known based on the entered dimensions).

Table 5.1: The inputs required in SAM to run the custom radiative cooled cycle are
shown along with any nomenclature used in this document and clarifying notes.

Description in SAM GUI Sym. Notes

Radiator fluid (3=water, other=glycol) - Propylene Glycol at 20% concentration
Effectiveness of glycol-water HX ... εHX If water, this input is ignored.
Radiator multiplier RM Any value >0
Cold storage type (2=two-tank, 3=three-node... - Enter 0 if not using radiative cooling.
Equivalent full load hours cold storage hrsCTES Hours of condenser operation
Tank loss coefficient -
Number of tank pairs in cold storage - Typically =1.
Cold tank design temp Tcold,o Cold tank design temperature [C]
Warm tank design temp Twarm,o Warm tank design temperature [C]
Cold tank initial temp - Cold tank initial temperature [C]
Warm tank initial temp - Warm tank initial temperature [C]
Percent of HTF in warm tank initially... - This value is only used in the two tank.
Cold storage tank height - Used to calculate the tank diameter. [m]
Minimum allowable tank height... - This value is only used in two tank model. [m]
Mass flow through single panel ṁ Mass flow for panel, split in n tubes.
Number of parallel tubes in panel. n
Center-to-center distance between tubes W m
Thickness of radiator panel th m
Inner diameter of radiator tubes D m
Length of row of radiator panels - Total length of series-connected panels [m]
Length of individual radiator panels L Length of a single panel m
Pressure drop through panel and distribution ∆P Pressure drop per loop. kPa
Cost of radiative panel - Cost of radiator panel $/m2

Installation cost of radiative panel - Installation cost radiator panels $/m2

Volumetric cost of cooling fluid - Cost of fluid - enter 0 if water $/L
Ratio of fluid in distribution to fluid in panels - Total fluid volume/volume in panels
Volumetric cost of storage tanks - Cost of tanks $/L

5.1.2 New components

Radiator components in SAM

The radiator model is based on Dyreson, Ana, Klein, S.A., Miller [2017] , described
in Chapter 3, using the adiabatic temperature sink model and programmed into
SAM as a new class. Two options are available. If water is selected as the heat
transfer fluid, the model is implemented as in Dyreson et al. If glycol is instead
chosen, then a combined radiator-heat exchanger model is implemented instead to
account for the heat exchanger between the water in cold storage and the glycol
in the radiative panels. This model is from Duffie and Beckman [2013], where
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a solar collector is paired with a heat exchanger. Equation 3.11 is implemented
with the adiabatic temperature reference the factor F ′R accounts for the panel and
heat exchanger. This is Equation 5.1 where Tcw,i is the inlet temperature of the
cold water to the heat exchanger from the cold storage system side. U∗L is the loss
coefficient relative to the adiabatic temperature T∗, as described in Chapter 3.

Qu = F ′RAcU
∗
L(Tcw,i − T

∗) (5.1)

The collector-heat exchanger factor F ′R is then:

F ′R =
FR

1 +
AcFRU

∗
L

(ṁcp)rad
(

(ṁcp)rad
εHX(ṁcp)min

− 1)
(5.2)

Here subscript "rad" indicates the fluid on the radiative panel side of the heat
exchanger and "min" indicates the minimum capacitance rate of the water storage
side and radiative panel side. εHX is the heat exchanger effectiveness. Thus the
performance penalty for the heat exchanger is easily added to the model. This
assumes a constant effectiveness heat exchanger.

A 20% propylene glycol solution is used because it offers some freeze protection
(freezing point -7.4 °C) and is more environmentally friendly than ethylene glycol.
This fluid is commercially available.

Based on the initial technical feasibility described in Chapter 1, freeze protection
will be required in the radiative field. If the model finds that the exiting water
returning to the cold storage system (weather from the glycol cooled heat exchanger
or directly from the field) reaches the freezing point of water, freeze protection is
implemented. For glycol, the fluid simply stops circulating. For water, the loop
continuously circulates to avoid freezing but the heat exchanger is valved off so
that the cold storage side is not cooled. This scenario would in fact require some
heat tracing as well to ensure no freezing in the lines, but this is not modeled.

Note that the radiator model is most accurate with measured sky temperature
data. A weather data set is prepared specifically for this project and described in
this Chapter. However the model will run with any SAM formatted weather file.
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SAM’s built in correlations for sky temperature are used if a custom weather file
providing measured sky temperature is not available.

Cold storage model

The cold storage system models are created for both two-tank and stratified cold
water storage. A two tank model is based on the existing SAM components for
molten salt thermal energy storage as described in Wagner and Gilman [2011]. A
new stratified tank model is built in SAM for a flexible number of nodes (3-6) using
the multinode model described by Duffie and Beckman [2013].

Power cycle model

The power cycle models are as described in Chapter 4 for a high-pressure and
low-pressure cycle. The two new choices for power cycles (high and low pressure)
are in addition to the existing SAM power cycles for a fixed pressure Rankine cycle
and sliding pressure Rankine cycle. All of the cycle models are compatible with
the power tower regardless of condenser choice, but for the purpose of this work
the custom power cycles are used as these cycles are fully documented and are
designed specifically for radiative cooling and air-cooling.

Component sizing

Once the components are specified from the GUI inputs, the new components in
SAM calculate the number of panels in the radiative field, the physical size of the
cold storage system, and the condenser water flow rate. These items are related
as described in this section. The design value of the cooling water temperature
(∆TCW) drop is the difference between the design cold and warm tank temperatures
specified by the user. From power cycle specifications, the design power output
Ẇdesign and cycle efficiency ηdesign are known. The heat rejection at design is
then:

∆TCW = Twarm,o − Tcold,o (5.3)
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Q̇rej,design =
Ẇdesign(1 − ηdesign)

ηdesign
(5.4)

And the mass flow rate in the condenser is:

ṁcond =
Q̇rej,design

cp∆TCW
(5.5)

Where cp is the specific heat of water.
The cold storage system is sized based on the condenser flow rate and number of

hours of cold storage desired hrsCTES. In order to ensure that the cold storage tank
is large enough to supply all the condenser with cooled water operation during the
peak summer, a reasonable rule is to set this equal to the number of hours that the
power plant operates in one day in the peak of summer. In the peak summer time
period, the night is shortest and so both the cooling availability is lowest and the
power plant heat input from solar is highest. For stratified tanks, using a smaller
tank is possible but will induce a penalty on the power block due to the warmer
recirculated water in the stratified tank. The mass of cold water in storage is:

mstorage = ṁcondhrscold (5.6)

For two tank storage, an additional volume is added to keep a minimum storage
level. The minimum storage level calculations are automatically made in the model
based on the minimum storage height specified by the user; this is exactly as the
hot thermal energy storage tank model in SAM. Note that a two-tank model must
have enough storage to cover the peak summer day, else the tank will empty and
the power plant will not be cooled. Though the cycle could be controlled to avoid
this, the current implementation of cold storage does not provide feedback to the
power cycle on the availability of cooling.

The ratio of the radiator field surface area to heliostat field surface reflective
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area is radiator multiple RM.

RM =
Afield

Asolar
(5.7)

Where the solar field areaAsolar is known based on user inputs to the solar model
in SAM. The radiator field has a given geometry (user specified) that includes
length of series-connected panels L, tube diameter D, number of tubes per panel n,
width between tubesW, and mass flow rate through individual panel ṁrad. This
specifies the area of a series-connected panel,Arow. The number of rows connected
in parallel Np is then determined based on the required field size and row size:

Arow = nWL (5.8)

Np =
Afield

Arow
(5.9)

The value is rounded up to the nearest integer. The flow rate for water between
the cold storage system and radiative field (ṁstorage) is set so that the cold storage
tank will be fully cooled during the shortest night of the year (hrsnight=9 hours in
Las Vegas, Nevada).

ṁstoragehrsnight = mstorage (5.10)

Note that the GUI inputs to the radiator model allow the user to determine the
size of the radiator field and the size of the storage field. The flow rate for the
field and the storage system are not necessarily the same. Both flow rates are
constant. Typically a balanced heat exchanger is desirable between the glycol and
water, but this is not enforced by the model. Equations 5.3 through 5.10 allow
calculation of those flow rates based on user inputs. The user also supplies a heat
exchanger effectiveness. The NTU of the heat exchanger given the specified mass
flow rates should be checked to ensure a reasonable heat exchanger. If there is no
heat exchanger because the radiative field uses water, the field must be designed to
match the flow rate through the storage calculated in SAM.



160

5.2 Implementation of radiative cooled and
air-cooled plant models

5.2.1 Power plant test cases

Solar thermal power plants can be configured with varying thermal energy storage
capacities and solar multiples (SM). A plant that is configured for meeting more
baseload energy requirements has a high solar multiple and larger thermal energy
storage systems. This way the captured solar energy can be stored and turned into
electricity at a relatively constant rate throughout the day. On the other extreme,
a plant can be configured to mostly meet peak energy requirements by having a
power cycle that produces energy when solar insolation is available and without
much energy storage. Though currently not common, the peaker configuration is
receiving more interest as the increasing levels of wind and solar PV on the electric
grid require more flexibility. Price et al. [2017] designed a flexible CSP plant and
showed its value in the Arizona market. Three cases are examined as in Table 5.2.
In all cases the power block is 125 MW.

Table 5.2: Three SAM cases for solar power tower plant configurations were tested
for both radiative- and air-cooled plants.

SM TES [hrs]
Baseload 3 15
Intermediate 2 9
Peaker 1 6

Each of the three plants is simulated with different size radiative cooling sys-
tems, as described in this Chapter. The baseline system is an air-cooled plant of the
same SM and TES configuration. The air-cooled and radiative-cooled plants of a
given plant (for example, baseload) have the exact same heliostat field and are dis-
patched on the same schedule. The only differences are the power plant model and
condenser. As described in Wagner and Gilman [2011], SAM iterates between the
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power block and condenser to find the condensing pressure for a given HTF mass
flow rate and temperature supplied to the power block and cold sink availability.
The difference between the air-cooled and radiative-cooled operation is that given
their individual power cycle models and hourly cold sink temperatures (dry bulb
temperature or cold storage temperature), the condensing pressure and condenser
parasitic loads are different. They key differences in the air- and radiative- cooled
systems inputs are summarized in Table 5.3.

Table 5.3: Key power cycle inputs for SAM are provided that differentiate the two
systems. The high and low backpressure cycles are those described in IPSEpro
modeling in Chapter 4.

Air-cooled Radiative-cooled
Peak cycle efficiency 0.425 0.437
Power cycle design backpressure 4.75 inHg 3 inHg
Minimum condensing pressure 2.25 inHg 1.25 inHg
Design temperature 39.3 C 28.11 C
Inlet temperature difference at design 16 C
Approach temperature difference 5 C

5.2.2 Radiative cooling cases

For each of the three power plant types (baseload, intermediate, and peak) the
impact of the size of the radiator field as well as the size of cold storage is tested by
running the annual models with a range of storage and radiator field sizes. The
radiator panel and field design are described in this Section for use in the SAM
models.

Radiator panel design

The concepts of the radiator model described in Chapter 3 are used to design
and model a panel for this study. The performance of a radiator panel can be
quantified by an effectiveness relative to the adiabatic temperature T∗ (Recall: the
adiabatic temperature is the temperature at which a surface would be equally
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heated by convection and cooled by radiation. Thus this is a logical cold sink
temperature taking into account both convective and radiative heat transfer.) This
panel effectiveness is:

εrad =
Tin − Tout
Tin − T∗

(5.11)

The effectiveness of a panel is correlated to the wind speed. This means that it is
not necessary to compare the performance of different panel designs in annual
simulations. The effectiveness at a single representative point can be used to com-
pare designs. This is demonstrated by taking eight different radiative panels and
running performance simulations of the panels for one year using the 2015 Las
Vegas, Nevada weather data. The inlet temperature was fixed at 27 °C and the
radiative panels used a 30% mass ethylene glycol solution transferring heat to the
cold storage with a heat exchanger effectiveness of 0.9. The geometry of the panels
are shown in Table 5.4 and the annual performance correlated to wind speed is
in Figure 5.3. The correlation to wind speed exists because the sky temperature
depression at any given condition (ambient minus sky temperature) is relatively
constant throughout the year. This means that the main ambient condition that
determines the heat transfer effectiveness relative to adiabatic temperature is the
convection coefficient via the wind speed.
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Table 5.4: 24 different designs are shown. The performance of eight different
radiator designs (A-H) was tested using 2015 Las Vegas weather data. All 24
designs were used to test the effectiveness at design conditions. The range of tube
velocities is 0.25-1.37 m/s (0.8-4.5 ft/s).

Design n W [m] th [m] D [m] L [m] ṁ [kg/sec]
A 50 0.2 0.002 0.02 100 5.81
B 50 0.1 0.0002 0.02 200 5.81
C 50 0.2 0.002 0.02 100 8.72
D 50 0.1 0.0002 0.02 200 8.72
E 50 0.2 0.002 0.02 200 5.81
F 50 0.2 0.002 0.02 200 8.72
G 12 0.1 0.002 0.0159 2 1
H 12 0.1 0.002 0.0159 20 1
I 20 0.2 0.002 0.02 150 5.81
J 50 0.1 0.0002 0.02 150 5.81
K 20 0.2 0.002 0.02 150 8.72
L 50 0.1 0.0002 0.02 150 8.72
M 20 0.2 0.002 0.02 250 5.81
N 20 0.2 0.002 0.02 300 5.81
O 100 0.05 0.0002 0.01 250 2
P 100 0.05 0.0002 0.01 300 3
Q 40 0.1 0.0002 0.01 50 2.2
R 40 0.1 0.0002 0.015 50 3.5
S 40 0.1 0.0002 0.01 150 2.2
T 40 0.1 0.0002 0.015 150 3.5
U 50 0.1 0.0002 0.02 350 4
V 50 0.1 0.0002 0.02 350 5
W 20 0.2 0.02 0.02 400 2
X 20 0.2 0.02 0.02 400 3



164

Figure 5.3: The effectiveness of panels during one year of nighttime operation is
correlated to the wind speed.

With this simplification, the hour of 1AM on June 21 is chosen to further test
radiator design performance. The wind speed at this hour is relatively high at 7.8
m/s and the adiabatic temperature is 15.9 °C; these conditions are typical for a June
night in the test year.

To examine the range of radiator designs, 24 different geometries in Table
5.4 are now considered using the single representative condition. The fluid is
propylene glycol at 20% concentration by mass with a heat exchanger to water
at 0.9 effectiveness. A panel’s performance is related to the dimensionless group
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Figure 5.4: The dimensionless group relates to the effectiveness of the radiator
panel using geometry parameters and the loss coefficient. The mass flow rate is
that of the water side of the heat exchanger between the field and cold storage.

(AcULF
′)/(ṁcp)storage as shown in Figure 5.4.This group is identified in Duffie

and Beckman [2013] and used in the collector analytical solutions. Here the effective-
ness also includes the effects of the water-glycol heat exchanger. This dimensionless
group, paired with the panel effectiveness, provides an NTU-effectiveness relation-
ship that is useful in understanding the performance of the panel.

In the dimensionless performance term (AcULF
′)/(ṁcp), the ratio of Ac/ṁ

appears. The collector efficiency factor F’ accounts for the fin efficiency and the
resistance to heat transfer through the tube and tube walls. A cross section design
should be selected for high F’. The loss coefficient UL is mostly dependent on the
ambient conditions though is does vary slightly with the plate temperature, which
will decrease for more effective panels. Recall that for any configuration tested in
the system model, the mass flow in the radiative field and total field area are fixed
via the inputs hrsstorage and RM, respectively. Assuming a high F’ and a given
ambient condition, the ratio of Afield/ṁstorage and therefore Ac/ṁ, is set by the
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RM and storage size, and the dimensionless performance term is also set. The field
can be configured by varying the number of panels Np , length of panels L and
mass flow rate through individual panels ṁ, but the resulting effectiveness does
not change except where the collector efficiency F’ is affected by the flow within
the tube. This means that for the purpose of this study, the exact dimensions of the
selected design are not important, only the collector efficiency F’.

A cross section is selected for the radiator using the dimensions in Table 5.5. This
cross section provides a high fin efficiency and for turbulent flow, a high collector
efficiency. Figure 5.2.2 shows how the choice of fluid and mass flow rate through
the given tube diameter affect performance. If the flow through the channels is just
beyond the turbulent transition, optimal heat transfer will be achieved but pumping
loads within the tubes increase significantly with mass flow in the turbulent regime.
Two mass flow rates are selected to test the heat transfer-pumping trade off. The
final design has good fin efficiency (F 0.99) and collector efficiency (F ′ 0.97) under
the turbulent regime (Re=3091) and under the laminar regime (F ′0.86; Re=1932).
The laminar case will require a greater number of panel rows with shorter row
length to meet the mass flow requirement for a given storage system than the
turbulent case.

Table 5.5: The dimensions chosen for the radiator panel. The section length is the
length of a single section for practical purposes. Each row of panels is made up of
many sections in series.

n 100
W 0.05 [m]
D 0.02 [m]
ṁtube 0.08 [kg/sec] (turbulent)
ṁtube 0.05 [kg/sec] (laminar)
th 2 [mm]
Lsection 10 [m]

Given the effectiveness curve as in Figure 5.4, there is a limit to the size of the
field that will improve the effectiveness of the system. This is because as the panels
get longer, the effectiveness of the panels (rows) asymptotically approaches the
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Figure 5.5: The heat transfer for turbulent flow is slightly better but pumping loads
increase significantly.

heat exchanger effectiveness. For the test condition, the loss coefficient UL is about
28 W/m2-K, and the collector efficiency F’ is 0.93 for turbulent flow. The specific
heat of water is 4183 J/kg-K. A reasonable goal for the dimensionless performance
group is 2 based on Figure 5.4. Based on the air-cooled simulations, the peak,
intermediate, and baseload plants runs 11, 21, and 24 hours per day in the peak of
summer.

Table 5.6: For each plant, given the peak summer storage requirement, the radiator
multiplier is shown which provides reasonable field performance.

Plant Cold Stor-
age Hours

Flow rate
[kg/sec]

Maximum
useful area
[m 2]

Equivalent
RM

Peak 11 4,704 1,511,000 2.9
Intermediate 21 8,981 2,885,370 2.6
Baseload 24 10,264 3,297,566 2.0

The field area is varied from 1 to 3 times the solar field area for each plant
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(radiator multiplier from 1 to 3) to capture the range of values of interest. The cold
storage sizes are are tested for each plant from plus and minus several hours from
the ideal amount of storage.

Radiator field design

The storage size and radiator field are related. For each storage size, the cold
storage flow rate is determined in SAM based on Equation 5.10. For this study
a balanced heat exchanger is chosen and so the number of panels required Np
given the selected panel mass flow rate ṁ is determined based on balancing the
capacitance rate of the water side and glycol side of the heat exchanger:

Npṁcp,PG20 = ṁcp,water (5.12)

Given the available field area (from RM), the length of the panel rows is then set
for each case. Table 5.7 shows the number of panel rows and total field flow rates
for each storage size. Figure 5.6 shows the lengths required for the peak plant for
turbulent flow in the tubes. In each case the length is determined by the solar area
times the radiator multiplier (giving the total radiator field area) divided by panel
width and the number of panels. The baseload and intermediate plants (not shown)
have row lengths ranging from 240-930 m (baseload) and 170 - 780 m (intermediate).

Piping design and pressure drop

For each configuration, the pumping power requirement is determined. Because
the pumping requirements of header piping are expected to be significant, each
field is split into four subfields, arranged around the cold storage system. A header
system is designed with stepped diameters the inlet to each row of radiators. The
diameters decrease from the first to last panel (right to left) on delivery of warm
fluid and increase on return of the cold fluid. The piping design was done to
balance the pressure drop, pipe size, and fluid residence time (time to travel to and
from the storage tank through the field). The diameters are selected for each storage
size so that the largest header pipe is 2.6 meters. The velocity is constant through
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Figure 5.6: The length of the radiator panels tested depending on the cold storage
size and radiator multiplier is shown for the peaking plant.

Figure 5.7: Radiators are set up in series connections (here, shown as rows of 5
panels) which are in parallel in a field (here, 4 rows in parallel make up the field).

the header and return system at 0.5 m/s. This provides a reasonable residence time
in the system (1-2 hours) with a reasonable pressure loss (described below).

At each panel the flow is split into the individual tubes. The related pressure
drop is approximated by a branched tee where the flow is diverted to each individual
tube. A pressure drop approximating the splitters within the panels is calculated as
1.7 kPa for each panel. The pressure drop in the actual tubes with turbulent flow is
101 Pa/m or approximately 1 kPa per 10 m radiator panel. The pressure drop in the
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distribution system accounts for the pressure drop through each individual header
section, three 90 degree bends in the return line, the pressure loss in the return line,
and minor entrance and exit losses. The header pressure loss is generally a small
part of the total pressure loss, though for smaller fields the headers are a larger
fraction because the panels are shorter.

Table 5.7: The flow requirements and header design for example storage sizes are
provided. The flow rates and number of panels are total values for the system; each
system is split into four subfields to determine the header size and pressure drop.

Cold stor-
age hours

Storage
Flow Rate
[kg/sec]

Field
(PG20)
Flow Rate
[kg/sec]

Largest
Diameter
Header
[m]

Number of
Rows

Pressure
Drop in
Headers

11 4,704 4,930 1.8 620 8.5 kPa
21 8,981 9,413 2.4 1180 12.4 kPa
24 10,264 10,757 2.6 1348 13.5 kPa

An example of the pumping load is provided for the smallest field and storage
size (9 hours of storage with RM=1 on the peak power plant). These calculations
assume 1 meter of space between each 5 m panel (or 2 m in every other row, for better
access). The pumping power uses a pump efficiency of 0.75 and motor efficiency of
0.85. The header and return lengths provided assume four subfields make up the
radiator field total.
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Table 5.8: The pumping power requirement for the smallest system is summarized.

Length of Row 210 m
Number of panels in row 21
Pressure Drop per Row with minor losses 62.2 kPa
Header Length in each subfield 762 m
Pressure Drop in Headers 7.5 kPa
Return Length in each subfield 972 m
Pressure Drop in Return 4.1 kPa
Other minor losses in distribution 1 kPa
Total Pressure Drop 74.5 kPa
Pressure Drop in Row / Total 83 %
Total mass flow rate 4,034 kg/sec
Travel time 1.2 hour
Pumping Power 470 kW

Figure 5.8 shows the pumping requirements for fields with an of different sizes.
The simulation will determine the total energy input based on when the pumps
operate. With propylene glycol is the fluid, the pumps do not circulate when the
system gets cold enough to freeze water through the glycol-water heat exchanger,
so the operating hours is less than simply the night hours. However, as a rough
order of magnitude, pumping power over 6,250 kW may be considered excessive
as this is 5% of the output of the 125 MW power plant. Air-cooled condensers use
2-5 % of peak power depending on the size of the condenser. The configurations
here have peak pumping requirements of 1-3%.
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Figure 5.8: The power requirement to pump propylene glycol 20% concentration
through the field of radiator in the smallest storage size tested for each power plant
is shown.

Note that for a given radiator field area (RM relative to a solar field), a larger
mass flow rate requires more, shorter panels, increasing the fraction of the pressure
drop that is due to the distribution system.

5.2.3 Preparation of weather data for Las Vegas, Nevada

To model the radiative cooing resource, a weather station is chosen in Las Vegas,
Nevada where infrared radiation is measured using a pyrgeometer. (Chapter 2
describes pyrgeometer measurements for effective sky temperature). The SURFRAD
measurement site at Red Rocks, Las Vegas provides all the necessary data fields to
run System Advisor Model for CSP as well as pyrgeometer data. The SURFRAD
data is downloaded in individual daily weather data files where measurements are
reported as 1-minute averages. The 1-minute data is distilled into hourly data in
MATLAB using the following process:
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• Missing data (flagged as -9999 in the original file if individual measurements
are missing or as a missing entry if all measurements are missing) are coded
as NaN. There are 353 days where at least some data is recorded each minute.
There are 7 days where only one minute was entirely missing and for the
remaining five days less than 40 minutes were missing (so at least one minute
was recorded of every hour of the year).

• For temperatures, pressures, zenith wind speed, and radiation measurements,
the hourly average is calculated by ignoring any NaN values.

• For the month, day, hour, and minute fields, the first measured value in the
hour is recorded in the hourly dataset.

• For wind direction, the median measured value in the hour is recorded.

• The effective sky temperature is calculated from the measured downwelling
infrared S by

S = σT 4
s

.

• The hourly average dry bulb, pressure, and relative humidities are converted
to dew point and wet bulb temperatures in EES so that dew point and wet
bulb values are added to the hourly database for use in SAM.

• The hourly data are compared to the TMY3 format data for this site from SAM
and the statistical description of the variables is similar. (Table 5.9)

• For the hours where no data was available, the values are infilled by interpola-
tion between surrounding values or using periods of data from surrounding
hours or days. The substituted values are taken from days that are roughly
similar in DNI patterns.

• Negative DNI values are filled in as zero.
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Table 5.9: Statistical summary of the hourly input data for Desert Rock Station from
2015, prior to infilling the missing hourly data. Items marked (*) are not from the
SURFRAD dataset, instead they are derived from that data. The fraction of the data
that is complete on an hourly and minute basis is shown.

Complete
by Hour

Complete
of
525,560
min-
utes

Min Mean Median Max Std

Dry bulb 0.991 0.990 -4.34 19.22 19.13 40.67 9.76
Dew point* -20.50 -1.51 -2.00 17.41 6.55
Wet bulb* -6.82 8.79 9.10 20.72 5.48
Relative hum. 0.991 0.990 3.16 29.15 23.92 98.63 18.80
Wind speed 0.991 0.989 0.18 3.74 3.05 16.17 2.51
Wind dir. 0.991 0.989 0.00 143.54 124.58 348.65 87.19
Pressure 1.000 1.000 888.10 902.20 901.67 917.28 5.22
DNI 0.993 0.992 -4.79 306.57 1.75 1068.12 391.76
Effective sky* 0.993 0.993 242.50 271.67 272.04 296.79 10.84

Table 5.10: Statistical summary of the hourly input data for Desert Rock Station
from 2015, after to infilling the missing hourly data.

Min Mean Median Max Std
Dry bulb -4.34 19.22 19.13 40.67 9.76
Dew point* (20.50) (1.55) (2.05) 17.41 6.53
Wet bulb* (6.82) 8.74 9.04 20.72 5.48
Relative humidity 3.16 29.15 23.98 98.63 18.70
Wind speed 0.18 3.76 3.06 16.17 2.53
Wind direction - 143.14 124.08 348.65 87.11
Pressure 888.10 902.20 901.67 917.28 5.22
DNI - 307.68 - 1,068.12 392.48
Effective sky* 242.50 271.59 271.89 296.79 10.85

The Las Vegas weather data is used to simulate power plant performance in
SAM. The TMY3 data from the site (as available in SAM) is to determine to what
extent the 2015 weather data provides above or below normal insolation. For a 35
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MW power plant with SM=2, TES-6 hrs using the default SAM parameters for all
components, the annual production is 107 GWh with the 2015 data or 109 GWh
with the TMY3 data, indicating that the yearly production is reasonable.

5.2.4 Component cost estimates

Based on the initial cost assessment described in Chapter 1, the key cost driver
was the size of the cold storage tank for two, fully-mixed storage tanks. Stratified
storage is chosen to minimize storage cost. Other important costs are the estimated
cost of the air-cooled condenser (not needed in a radiative cooled plant) and the
cost of the radiative field and fluid. Land costs are much smaller. The cost of a
surface condenser for the radiative cooled plant was not considered in the initial
cost estimation but is shown here to be relatively small. Radiator and storage costs
are determined in a scalable way because the size of those components effects plant
performance and so it is necessary to study the effects of changing the radiator and
storage size systematically in the final results.

Conservative (high) cost estimates are chosen for each component and then the
effect of cost reductions is explored in the results.

Radiator material and installation costs

The cost for the radiator field materials is based on roll bond panels for solar water
heating as this is the same construction. Cost quotes were obtained for quantities
of 20-50 panels from two different vendors. The costs were $ 13 to 21 per square
meter. These are likely conservative as they do not represent nearly the volume
that would be required for this project. A cost of $13 per square meter was used for
the conservative cost estimate.

In addition to the material cost, installation costs for the radiator field are also
included. Solar photovoltaics installation costs are estimated in Fu et al. [2017].
The installation cost including racking for large scale (1MW) PV plants in Q1 of
2017 was $ 0.13 per Watt of panel capacity. This model assumes a 17.5 % efficient
panel. To convert this to an area specific cost, the 17.5% efficiency is applies to 1000
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W / m2 design irradiance, giving a 175 W capacity per square meter. The cost of
installation is then $22.75 per square meter exclusive of the actual panels, which
are priced separately as described above.

Radiator land

Land costs for the radiative panels are added to the land costs for the solar field.
The default land cost in SAM of $10,000 per acre is used ($2.5 per m2).

Freeze protected fluid costs

Propylene glycol and 20% mass concentration is selected for freeze protection. A
bulk cost of $1.29 / gallon ($0.335/L) is used for the conservative cost estimation.
This cost estimate is based on discussions with industry, where a bulk price of $0.95
/ pound of concentrated propylene glycol was recommended, less an estimated 20%
bulk discount. Another point of reference for the cost of this fluid is $3,199 for a 275
gallon purchase of inhibited propylene glycol at 95% concentration [ChemWorld,
2018]. This comes out to $2.44 per gallon of 20% solution. A bulk price for over 1
million gallons required in this application would be easily half.

Cold storage costs

Costs for above ground water storage tanks are based on industry expert [An-
drepont, 2016]. An estimate for tanks over 12 million gallons is $0.5 to 0.7 / gallon
($0.13 to 0.18 / L). The tanks in the current study are 25 -54 million gallons, depend-
ing on the number of hours of storage. Tank costs are assumed to be $0.7/L for the
conservative cost estimation.

Air-cooled condenser cost savings

The power block cost for CSP simulations in SAM is based on a $/kWe input for
the entire powerblock. The default value is $1,100 / kWe. The component-level
cost estimation that originally went into this calculation shows that the air-cooled
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condenser cost was 17% of the total, or $187 / kWe (see Turchi and Heath [2013]
and provided spreadsheets). So the power block unit cost is reduced by $200 / kWe
for radiative-cooled plants.

To put these costs in perspective, the cost per UA of the ACC and radiator field
can be compared. Based on the IPSE design point model for an ACC plant, the ACC
UA is 33.4 MW/K with a total cost of $25 million or $0.75 per W/K. The radiative
field cost estimate is $35.75 per m2 (including panels, structures, and installation as
described above). The equivalent UA quantity for the radiator field is U∗LAc. For
the design conditions, the selected radiator design has U∗L of 27.7 W/m2-K . The
UA cost is then $1.29 per W/K. However, the radiative system requires cold storage,
making the cost of the system significantly more, as the results in this section show.

Surface condenser costs

A surface condenser must be added to the power cycle in place of the previous
air-cooled condenser. EPRI [2004] provided a correlation of surface condenser costs
based on heat transfer surface area. Using the surface condenser UA as determined
in the detailed cycle models (see Chapter 4), the surface area is 88,757 ft 2. The
EPRI correlation gives a cost of $847,863 or $6.78 / kWe. As expected the surface
condenser is an insignificant part of the cost compared to the air-cooled condenser.

Economic outputs

System Advisor Model includes financial modeling. For the purpose of this work,
the Levelized Cost of Energy (LCOE) in real $/kWh is used. LCOE is a common
metric taking into account the total lifetime costs (capital, operation, financing, etc.)
over the total lifetime energy production.

LCOE =

∑N
y=0

Cy
(1+d)y∑N

y=1
Qy

(1+d)y
(5.13)
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Where Cy is the costs in year y, d is the discount rate,Qy is the energy produced
in year y and N is the project lifetime. This formula discounts the costs from year
zero (for installation) to N and levelizes costs over the production period of the
plant from year one to year N. The plants were all assessed over a 25 year period.
SAM’s economic models including LCOE are documented in SAM help files NREL
(sam.nrel.gov).

The real (constant dollar) LCOE is also used in the DOE’s SunShot goals, so
this metric is chosen for the main output from this work. The Power Purchase
Agreement (PPA) price is also available to provide insight into time-of-day pricing
impacts, but as the results show the time of day benefits of the radiative-cooled
system were ultimately not significant.

5.3 Results

This first part of this section summarizes the energy performance results. The
second part of this section provides economic results that demonstrate the configu-
rations which make radiative cooling with cold storage competitive with air-cooling.

5.3.1 Energy Results

Energy performance depends on condensing pressure/cycle performance improve-
ments and the parasitic power difference between air-cooled condensers and the
radiative-cooling pumping system. The performance improvements are reflected in
the gross energy production of the cycle and both performance and parasitics are
reflected in the net energy. Figure 5.9 shows the energy results for the peak power
plant over all configurations. In all cases there is a energy benefit in both gross and
net energy to radiative cooling compared to air cooling. As the size of the field
(RM) increases, the pumping load increases. At the same time the gross output is
increasing, but unlike the continuous increase in pumping, the gross output levels
off after RM of 2.
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Figure 5.9: The performance of an air-cooled system compared to radiative-cooled
are shown. The total height of the stacked bars shows gross output. Sections of the
bar indicate the losses to condenser operation and other parasitics. Finally the net
energy production for each case is shown.

Figures 5.10, 5.11, and 5.12 show the net and gross energy increases for all of
the feasible configurations of a radiative cooled plant compared to air cooled. The
gross energy results show that gross energy benefits of radiative cooling level out
after RM or approximately 2. The maximum gross energy improvement is 3%, 4%,
and 4.5 %, for the baseload, intermediate, and peaking plants, respectively at RM=3.
The maximum net energy improvement is 4%, 5% and 6% for the same plants. The
net energy improvement is always maximized at RM of 1.5. This reflects the fact
that the parasitic loads increase with RM, so the performance improvement from a
larger field size after RM 1.5 is eclipsed by the higher pumping loads. These results
show that the improvement over air-cooling is highest for the peak power plant in
terms of both net and gross energy.
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Figure 5.10: The gross and net output for a peak plant relative to the air-cooled
cycle are shown.

Figure 5.11: The gross and net output for an intermediate plant relative to the
air-cooled cycle are shown.
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Figure 5.12: The gross and net output for a baseload plant relative to the air-cooled
cycle are shown.

5.3.2 Economic Results

The levelized cost of energy results are less subtle; since the radiator field costs are a
significant increase in the total cost, the lowest cost of energy production is always
from the physically smallest radiator field, and for that field, the smallest storage
size. Figure 5.13 shows the LCOE results for each configuration. Note that the
peaking plant operates with a capacity factor of only 21.4%, so its LCOE is higher
than the other configurations. When comparing air-cooling with radiative cooling,
note that the size of the air-cooled condenser and cost is fixed across all scenarios
along with the power block. Radiative cooling, however, scales with the size of
the solar field (not linearly, depends on RM and storage). The radiative-cooled
peak power plant becomes cost-competitive with air-cooling for three cases. The
combinations of RM=1 with storage of 9 hours, RM=2 with 11 hours, and RM=1.5
with 9 hours all have an LCOE of less than the air-cooled plant’s value of 16.1 cents.
Note that 9 hours of storage is less than the assumed 11 hours of storage that would
ideally use since it operates 11 hours per day in the peak of summer. So the 9 hour
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tank has a performance penalty during some periods in the summer, but the overall
impact on energy was not significant. It’s important to recognize that CSP plants
are not typically designed in this peaking configuration, but could be in the future
if there are increased flexibility requirements for renewable generators.

Figure 5.13: The LCOE for a peak plant of the smallest radiative-cooled system size
makes this configuration cost-competitive.

SAM provides a detailed LCOE calculation for each simulation, but the results
can be understood by simply comparing the increase in direct costs (not including
O&M, depreciation, etc., which are accounted for in SAM) to the increase in net
energy production. The increase in total direct costs for each configuration com-
pared to air cooling is provided in Figures 5.14 to 5.16. Note that the direct cost
increases do not include land area though those are ultimately factored into LCOE.
Comparing these cost increases to Figures 5.10 through 5.12, the only configurations
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where the increase in total direct costs is not significantly higher than the increase in
net energy production are the smallest radiative-cooled systems for the peak power
plant. That is why the peak power plants achieve at or near LCOE cost-effectiveness
in Figure 5.13.

Figure 5.14: The increase in total direct costs for a Peak radiative-cooled plant
compared to an air-cooled plant.
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Figure 5.15: The increase in total direct costs for a Intermediate radiative-cooled
plant compared to an air-cooled plant.

Figure 5.16: The increase in total direct costs for a Baseload radiative-cooled plant
compared to an air-cooled plant.
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All of the economic estimates provided thusfar depend on the conservative cost
estimates which were made for each component of the radiative-cooled system.
Economies of scale will likely make the system less expensive than these estimates
show. Figures 5.17 through 5.19 show the cost breakdowns for each major compo-
nent of the radiative-cooled system as well as an estimate of the cost that would
be required to meet air-cooled LCOE for each configuration given its performance.
These estimates are made by simply requiring that the percent increase in costs
equal the percent increase in net energy (which is known based on the simulations).

Figure 5.17: The cost of each configuration for a peak power plant is shown along
with the estimated radiative-cooling cost to reach LCOE competitiveness with
air-cooling.
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Figure 5.18: The cost of each configuration for a Intermediate power plant is shown
along with the estimated radiative-cooling cost to reach LCOE competitiveness
with air-cooling.

Figure 5.19: The cost of each configuration for a Baseload power plant is shown
along with the estimated radiative-cooling cost to reach LCOE competitiveness
with air-cooling.

Another way of looking at the uncertainty in costs for these projects is running
actual simulations with reduced costs and observing the LCOE result. For each
case, a 20% reduction in each of the three major costs (field, fluid, and storage) is
assumed. Figures 5.20 shows the results. The radiative-cooled system is now cost-
competitive with the air-cooled system for any of the RM=1 cases and for three of
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four RM=1.5 cases as well as one case with RM=2. In the intermediate and baseload
plants, the 20% cost reduction is not significant enough to move any configuration
into competitiveness. However, given the uncertainties in cost estimations at this
phase of the concept, it is not unreasonable to imagine cost reductions of more than
20% that could make the projects competitive.

Figure 5.20: The LCOE of the peak power plant with the initial cost estimations and
a 20% decrease in costs is shown. More configurations reach cost-competitiveness.

5.3.3 Performance Sensitivity

The sensitivity of the system’s performance to flow conditions within the tube and
the balancing of the glycol-water heat exchanger is tested. Allowing the flow rate
to drop below turbulent within the tubes will have more resistance to heat transfer
within the tubes. In addition, assuming the panel length does not change, the total
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field amount of cooled glycol produced by a given field is reduced. However re-
duced flow rates make a panel more effective (reaching colder outlet temperatures).
Laminar flow within the tube also reduces the pumping power.

To test these competing effects, the flow through an individual panel is varied
for the intermediate power plant with RM=2 and 15 hours of cold thermal energy
storage. The panel row length is held constant at 515 m. Thus the field’s flow rate
varies and the glycol-water heat exchanger becomes unbalanced. Figure 5.21 shows
the effects on pressure drop through the tubes and effectiveness for a range of
capacitance rates (CR) for the heat exchanger. Table 5.11 shows the impacts of these
effects in the annual simulation. The 8 kg/sec flow rate represents the balanced
case used in the main results in this Chapter for this particular plant. There is slight
benefit to reducing the flow rate of the glycol loop slightly ($0.01 / kWh LCOE
savings). Unbalancing the heat exchanger further results in significant decrease
in gross energy production which is not compensated by pumping savings, so
the LCOE falls. Unbalancing the heat exchanger by increasing the glycol flow rate
(minimum capacitance rate on the water side) is a loss both in gross output and
pumping. These results show that a radiative cooled system may ultimately be
designed for laminar flow in the tubes, but overall the performance and LCOE
results are not significantly changed.
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Table 5.11: The trade off between pumping and performance is tested in annual
simulations. The LCOE is reduced by 0.01 cent/ kWh.

Panel mass flow
[kg/sec]

Press
Drop
[kPa]

Fluid
Vol.
Ratio

Direct
Costs
M$

Gross Out-
put [GWh]

Net Out-
put [GWh]

LCOE
[cents/kWh]

5 75.4 2.54 565 520 490 10.10
6 75.54 2.85 566 522 492 10.06
7 83.04 3.15 567 524 493 10.05
8 92.87 3.46 567 525 493 10.06
9 98.81 3.77 568 525 492 10.09

Figure 5.21: The tube pressure drop, radiator effectiveness, and radiator-HX com-
bined effectiveness are shown for varying CR. The minimum capacitance rate is
the glycol side.
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6 conclusion

6.1 The potential for radiative cooling of CSP power
plants

Returning to the basic research question in this project: What is the potential of a
black, uncovered radiator panel system with cold storage to provide cooling for
CSP power plants? What are the economic and energy benefits of the system (if
any) compared to air cooled condensers?

Results of the specific research goals are first stated:

1. An initial feasibility assessment of radiative-cooled CSP plants showed that
using radiative surface area about the same size as the solar aperture area of
the solar plant, a radiative-convective system could provide adequate power
cycle cooling in all but the highest heat rejection load hours. Cold storage
costs volumes with two tank, fully mixed storage tanks are likely too high;
stratified tanks are needed.

2. An analytical model for radiative-convective cooling is detailed and validated
with a finite differences model. Existing data was used to validate the models
and an experimental design showed that the impacts of convection uncertainty
make further model validation not valuable.

3. Detailed Rankine cycle modeling showed that optimized cycles, accounting
for exhaust losses from last stage turbines, do not exhibit strong condensing
pressure effects on efficiency. Two cycles are modeled and regressed for use
in annual simulations to show the difference between a cycle optimized for
low pressure and high.

4. A system-level simulation using accepted CSP modeling methods in System
Advisor Model is completed for air-cooled cycles of three different power
plant types. New components are added to the software to model radiative
cooling with cold storage.

The major results of this work, back to the original research question, are that a
radiative-cooled system performs slightly better in terms of gross energy output
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compared to an air-cooled cycle. Though the condensing pressure effect is not
strong, the radiative cooled cycle optimized to run at low condensing pressures does
indeed have a higher gross energy output throughout the year by 1-4%, depending
on the size of the radiator field. After accounting for pumping losses, the net
energy gain from a radiative cooled system is still significant. Up to 6% in net
energy increase is found for a peak type solar power plant with a small radiative
cooled system (1.5 x the solar field aperture area). After accounting for the cost of
radiator panels, installation, cold storage, heat transfer fluid, and additional land
area, the radiative system is significantly more expensive than an air-cooled system.
However there are a few cases where the radiative-cooled system is competitive
with air-cooling based on LCOE. Based on initial conservative cost estimates, only
the smallest radiative cooled plant (1x the solar aperture area) is cost competitive.
But with a (not unrealistic) 20% cost savings in these estimates, several cases of the
peak power plant are competitive.

6.2 Future Work

Given the new models in SAM described in Chapter 5, it is now possible to study
the impacts of several different configurations of a radiative-cooled plant. Given
the results of the current work (gross and net energy production are improved with
radiative cooling and in some cases LCOE, compared to air-cooling), the following
studies are of interest:

• Water as cooling fluid: Water can be modeled as the cooling fluid in the radia-
tive panels. The performance of the system will improve if a heat exchanger is
not used to separate the field and cold storage water systems. Water treatment
will be required for the circulating water to avoid scaling in the tubes. The
cost of this treatment should be compared to the propylene glycol fluid. The
additional head pressure due to pumping the fluid through the cold storage
tanks must also be added to the pressure drop in the field.
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• Peak Summer performance: The cold storage system could be sized to meet a
majority, but not all, of the load hours. In the current work the tank is sized
for the summer day with the shortest cooling hours and longest power cycle
run hours. Instead the tanks could be sized to meet 90 % of the load hours
or similar. The time of day impacts of this can be modeled in SAM using
time-of-day price multipliers and PPA as an economic output.

• Two-tank system: Though more expensive, the two tank system has thermo-
dynamic performance benefits. A system with two, fully-mixed tanks could
be cost-competitive with the stratified tank system if cost saving measures are
taken such as reducing the required tank volume (for example, by considering
peak summer performance as described above).

• Solar power plant for radiative cooling: Because the solar power plant design
(solar multiple and hours of thermal energy storage) impacted the comparison
of air- and radiative- cooling in the results of this work (Chapter 5), one could
consider what power cycle would benefit most from radiative-cooling. A cycle
that operates only at night, for example, would require no cold storage system
for radiative cooling. A cycle that is used only for peak morning, afternoon,
and evenings would minimize the amount of cold storage and maximize the
performance benefit compared to air cooling.

• Power cycle design point: The power cycles used in this work are optimized
for their expected design operation point. A last stage turbine annulus area
was selected for best efficiency given the exhaust loss- condensing pressure
trade off over expected operating range. Other design points could be used
and the last stage turbine annulus area can be varied to slightly change the
power cycle.

Items of interest related to this project but not currently possible in the existing
SAM model (as described in Chapter 5) are:

• Direct Cooling: Fluid cooled by the radiative field could be directly used
for the power cycle surface condenser during night hours, while storing
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additional fluid for daytime use. This would minimize the cold storage system
size. The directly used fluid would provide a lower operating temperature for
the power cycle during the night and the cold storage tank temperature would
be slightly higher for daytime. The tradeoffs of any performance penalty on
the power cycle compared to the cost savings in cold storage can be quantified.

• Hybrid Cooling: A radiative cooling system paired with an air-cooled con-
denser operating in series would allow cooling at a more consistent temper-
ature throughout the year. The size of the two systems could be optimized
based on their respective costs and the paired performance of the system.
This could have advantages for a power cycle that is optimized to run at a
consistent back pressure as well.

• Other applications: This radiative cooling system with cold storage could be
useful for any thermal power cycle. It is interesting to consider its applica-
tion for supercritical CO2 Brayton cycles used for CSP because air-cooling is
typically chosen and they also operate in desert regions.
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a appendix: power cycle regression coefficients

Coefficients for determining power output and thermal input based on HTF mass flow, HTF temperature,
and condensing pressure for the two custom power cycles in Chapter 4.

Table A.1: Effects of temperature for the low pressure cycle.

T∗in 0.935 1.000 1.033

ẆME(T
∗
in) 0.936 1.000 1.032

Q̇ME(T
∗
in) 0.948 1.000 1.026

ẆINT (Pc > T
∗
in) 1.227 1.000 0.906

Q̇INT (Pc > T
∗
in) 1.032 1.003 0.984

Table A.2: Effects of temperature for high pressure cycle.

T∗in 0.935 1.000 1.033

ẆME(T
∗
in) 0.935 1.000 1.033

Q̇ME(T
∗
in) 0.948 1.000 1.026

ẆINT (Pc > T
∗
in) 1.639 1.000 0.759

Q̇INT (Pc > T
∗
in) 0.937 0.989 1.067
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Table A.3: Pressure effects for the low pressure cycle for min pressure to 16090 Pa.

Pc[Pa] 4233 5080 5926 6773 7619 8466 9313 10160 11010 11850 12700 13550 14390 15240 16090

ẆME(Pc) 1.010 1.011 1.012 1.011 1.010 1.008 1.004 1.000 0.995 0.990 0.984 0.978 0.972 0.966 0.960
Q̇ME(Pc) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
ẆINT (ṁ

∗ > Pc) 0.948 0.955 0.961 0.970 0.977 0.983 0.990 1.000 1.008 1.016 1.022 1.030 1.035 1.039 1.041
Q̇INT (ṁ

∗ > Pc) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Table A.4: Pressure effects for the low pressure cycle from 16090 Pa to max pressure.

Pc[Pa] 16930 17780 18620 19470 20320 21170 22020 22870 23700 24550 25400 26250 27100

ẆME(Pc) 0.954 0.949 0.944 0.939 0.934 0.929 0.924 0.920 0.915 0.910 0.905 0.901 0.897
Q̇ME(Pc) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
ẆINT (ṁ

∗ > Pc) 1.044 1.045 1.047 1.048 1.050 1.052 1.054 1.054 1.057 1.060 1.063 1.065 1.067
Q̇INT (ṁ

∗ > Pc) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Table A.5: Pressure effects for the high pressure cycle.

Pc[Pa] 7619 9313 11010 12700 14390 16090 17780 19470 21170 22870 24550 26250

ẆME(Pc) 1.000 1.002 1.003 1.003 1.002 1.000 0.997 0.993 0.988 0.983 0.979 0.974
Q̇ME(Pc) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
ẆINT (ṁ

∗ > Pc) 0.967 0.972 0.978 0.986 0.993 1.000 1.008 1.016 1.023 1.029 1.034 1.038
Q̇INT (ṁ

∗ > Pc) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
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Table A.6: Mass flow effects for the low pressure cycle.

ṁ∗ 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00 1.10 1.20

ẆME(ṁ
∗) 0.204 0.317 0.426 0.530 0.631 0.728 0.823 0.913 1.000 1.084 1.164

Q̇ME(ṁ
∗) 0.262 0.374 0.477 0.574 0.666 0.754 0.839 0.921 1.000 1.077 1.152

ẆINT (T
∗
in > ṁ

∗) 1.053 0.986 0.973 0.979 0.987 0.995 0.997 0.998 1.000 1.002 1.004
Q̇INT (T

∗
in > ṁ

∗) 0.886 0.852 0.880 0.904 0.926 0.946 0.965 0.983 1.000 1.017 1.033

Table A.7: Mass flow effects for high pressure cycle.

ṁ∗ 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00 1.10 1.20

ẆME(ṁ
∗) 0.215 0.329 0.436 0.540 0.639 0.735 0.827 0.915 1.000 1.081 1.160

Q̇ME(ṁ
∗) 0.262 0.374 0.477 0.574 0.666 0.754 0.839 0.921 1.000 1.077 1.152

ẆINT (T
∗
in > ṁ

∗) 1.030 0.965 0.969 0.977 0.984 0.990 0.994 0.997 1.000 1.005 1.011
Q̇INT (T

∗
in > ṁ

∗) 0.887 0.852 0.880 0.905 0.926 0.946 0.965 0.983 1.000 1.016 1.033
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b appendix: feasibility study paper

The feasibility study begins on the next page. This is published in the journal
Applied Energy.



NIGHT SKY COOLING FOR CONCENTRATING SOLAR
POWER PLANTS
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Abstract

Concentrating solar power (CSP) plants are currently designed with either cooling towers
or air-cooled condensers. These two alternatives have a trade off: cooling tower evapo-
rative cooling systems use water, which is a scarce resource in the desert environments
where CSP is implemented, but air-cooling results in decreased power plant performance.
In this paper, a radiation-enhanced cooling system for thermal power plants is analyzed
with a detailed heat transfer model and shown to be feasible for CSP. The proposed sys-
tem consumes no water and has the potential to out-perform air-cooling. Heat transfer
occurs by convection and radiation to the cold night temperatures of desert environ-
ments. The radiators are uncovered black panels with tubes of cooling fluid circulated to
a cold storage system. The radiators’ performance is modeled using a two-dimensional
finite difference model and the complete power plant system is modeled on an hourly
basis using a standard power plant with thermal energy storage. If the night sky cooling
system is the same size as the solar collector field, annual simulation shows that the sys-
tem can provide over 90% of the required cooling. In addition, performance is improved
compared to traditional air-cooling because the parasitic load for circulating water in the
radiator system is about 1% of gross energy production while the parasitic load for an
air-cooled power plant is about 4%. The night sky cooling system is a potential solution
to the water issues that face CSP power plants and other power plants located in desert
environments.

Keywords: concentrating solar, radiation, heat rejection, air-cooling, night sky, water

1. Introduction

There is a great need for more efficient low-water cooling sources for thermoelectric
power plants, especially for concentrating solar power (CSP). This paper provides a
comprehensive analysis using a detailed hourly simulation to show that the proposed
radiation-enhanced nighttime cooling system is feasible. The system takes advantage of
the low nighttime temperatures and clear skies in the regions where CSP is typically
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deployed. This type of black (non-selective), uncovered system of flat panels has been
considered for building cooling applications in the past but has not been studied for the
potential to provide power plant cooling (see Section 1.3).

1.1. The energy-water issue

CSP lives at the crossroads of the energy-water nexus; as water usage requires energy
(for treatment, pumping, etc.) so energy usage requires water (for fossil fuel mining
and refining, thermal power plant cooling, etc.) The water consumption of electricity
produced in the US is estimated at 1.9 L (0.5 gallon) per kWh (Diehl and Harris, 2014).
As water constraints become tighter, especially in the western U.S., the energy-water
issue becomes more important. Moreover, the water issues for CSP are magnified because
the solar resource is best in deserts where water is especially scarce.

CSP power plants have typically used evaporative cooling in cooling towers to cool
a liquid stream which is circulated through a condenser to provide heat rejection from
the power cycle. (Here this is also referred to as wet-cooling though other types of
wet-cooling exist.) Most new plants such as Shams I (100MW parabolic trough, United
Arab Emirates) and Ivanpah (377 MW power tower, United States) employ air-cooled
condensers to reduce water use. Water consumption was quantified for several CSP
plant designs and locations by Turchi et al. (2010) and the wet-cooled plants consumed
3.5 L per kWh compared to 0.3 L per kWh for dry-cooled (some water consumption
still occurs due to mirror cleaning and other plant operations). Macknick et al. (2012)
reviews and consolidates data from many sources to estimate the water footprints of
different electricity generation sources in the US. The median water consumption for
wet-cooled parabolic trough CSP is 3.3 L per kWh and for dry cooled it is 0.3 L per
kWh. About 3 L per kWh can then be attributed to wet-cooling. This 3 L per kWh
can be confirmed from first principles using the enthalpy of vaporization of water and a
power plant thermal efficiency of 0.33. Turchi et al. (2010) point out that CSP plants
tend to operate at a lower efficiency and with more start-up and shut-down periods
than base load fossil fueled steam cycles, making their average efficiency lower and water
consumption higher than would be expected for a typical steam cycle.

Though eliminating water usage for cooling, air-cooled condenser systems don’t per-
form as well as wet-cooled systems. First, the parasitic load from the fans on an air-cooled
condenser are much higher than the fan and pumping loads for a cooling tower system.
Second, the condensing temperature of an air-cooled system is limited by the outdoor
dry bulb temperature (for CSP this issue is magnified in the hot desert during the day).
Wet-cooled systems, however, can approach the wet bulb temperature instead, allowing
for lower condensing temperatures and therefore higher efficiency in the Rankine steam
cycle. Thus, when choosing between air-cooled condensers and cooling towers, there is
a trade off between performance and water usage. Currently most new plants are built
with air-cooled condensers because the water use issue is paramount, but the plants
suffer from the performance penalty as well as the increased capital cost of air-cooled
condensers.

1.2. CSP power plant cooling

Because the energy-water issue for CSP power plants is critical, some have proposed
alternative low-water cooling systems. Wagner and Kutscher (2014) analyzed a hybrid
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cooling system composed of parallel evaporative and air-cooled systems for CSP and
such a system is implemented at the Crescent Dunes power tower plant (SolarReserve,
2015). Muñoz et al. (2012) proposed an air-cooled condenser that operates at night with
cold storage at a CSP plant, taking advantage of low nighttime ambient temperatures.
Goswami (2011) analyzed using underground channels to pre-cool air for an air-cooled
condenser at a CSP plant. Heller cycle indirect cooling with dry cooling towers has
been proposed USDOE (2001). Work is currently underway by Martin and Pavlish (in
USDOE (2013)) for a desiccant-based cooling system for CSP plants to reduce water
usage compared to wet cooling. Of these proposals, the hybrid system is the most
practical and has already been implemented. But it is not a complete solution because
there is still some water consumption and since the systems operate in parallel, the
condensing temperature of the cycle is limited by the air-cooled condenser.

1.3. Radiative cooling

Radiative cooling has been investigated in detail for building cooling and a few pub-
lications consider radiative cooling for power plants. A fundamental difference between
these two categories is the temperature of the radiator surface. For comfort cooling a
building is maintained below ambient while a power plant condenser generally operates
above ambient unless the cooling system allows cooling below ambient (such as a cooling
tower which approaches ambient wet bulb).

As summarized by Eicker and Dalibard (2011), a great amount of work has been
reported on passive radiation cooling for buildings. Radiation cooling for buildings has
been proposed using open tanks, dedicated thermal panels, and now photovoltaic-thermal
(PVT) panels. (PVT panels are typically used to cool PV panels and to collect thermal
energy during the day but as a passive cooling panel they can be used at night to cool
water.) Radiating surfaces can be covered, uncovered, selective, or black. Most relevant
to the current work are black, uncovered radiating surfaces. Based on a review of the
literature (Eicker and Dalibard (2011), Tevar et al. (2015), Erell and Etzion (2000),
Hosseinzadeh and Taherian (2012)), the heat flux from experiments on uncovered black
surfaces used for comfort cooling averages between 50 and 100 W/m2 . One study
included a demonstration of heat fluxes of up to 800 W/m2 when the inlet temperature
is higher, up to 55 C (Eicker and Dalibard, 2011).

Radiation cooling for power plants has also been suggested in the literature, though
not nearly as widely as radiation cooling for building comfort cooling. Olwi et al. (1992)
propose a white covered pond to provide passive cooling for thermal power plants in
the desert during both day and night. One typical day (September) is modeled using
hourly steady-state conditions. Water at 50 C enters the pond in the upper layer, that is
separated by a screen from the lower (cold) layer of water. A net heat rejection is available
all day, although it is higher at night. According to the model, the total available heat
rejection is about 150 W/m2 (about 50 W/m2 radiation and 100 W/m2 convection). The
experimental implementation of this model Sabbagh et al. (1993) showed that the average
heat rejection by radiation was about 50 W/m2 . The major problem encountered during
testing was that it was difficult to prevent an air gap from being present between the
water in the pond and the cover. The presence of an air gap increases the resistance
to heat transfer. Similar to the work of Olwi et al. (1992), a nighttime cooling system
for a supercritical organic Rankine cycle was proposed by Vidhi (2014) using radiative
cooling from a covered or uncovered pond. Due to a lack of experimental data the results

3



were inconclusive, but it is expected that a cooling pond would be subject to the same
problems of daytime heat gain and lack of good heat transfer through pond cover as
found by the experimental work of Sabbagh et al. (1993).

Du Marchie Van Voorthuysen and Roes (2013) propose flat radiating surfaces within
the parabolic trough structure of the solar collectors. These radiating surfaces would
provide cooling both day and night using selective surfaces. The radiating surfaces are
aluminum mirrors coated in titanium dioxide in order to be transparent to far infrared
radiation. The surfaces are also cooled by convection to ambient air. Water would
circulate from the condenser through a water tube below the parabolic trough and be
stored in a cold storage basin. This water tube would be thermally connected to the cold
radiating surfaces with heat tubes. The total insolation for a June day along with average
daytime temperature, nighttime temperature, average sky temperature suppression (25
C), and two point estimates for wind speeds are used to analyze the performance. The
average heat flux from the radiating surfaces is found to be sufficient to cool a 33%
efficient Rankine power cycle fueled by the parabolic trough solar plant. Off-design
conditions, heat tube performance, condenser performance, and cold water storage tank
size were not addressed.

Zeyghami and Khalili (2015) propose using a selective surface to provide daytime
radiative cooling as supplemental cooling for air-cooled supercritical carbon dioxide cycles
for solar thermal power. The selective surface reflects solar insolation and emits in the
atmospheric window of 8 -13 micrometers. Based on modeled operation, the net output
of the cycle is improved by 3 to 8% depending on cycle configuration and temperature.

1.4. Night sky cooling: dry and efficient

In light of the already water-stressed energy system, the water use of CSP for cooling
is a significant detractor from the benefits of the technology. By taking advantage of
the desert conditions where CSP is deployed, the proposed radiation-enhanced cooling
system offers a promising solution. Under clear sky conditions the sky temperature
is about 20 C colder than the ambient air temperature. In the proposed system a
cooling fluid (nominally water) is circulated during the night through a field of black
radiative panels. The water is cooled by radiation to the night sky and convection to
the ambient air. Cold water storage tanks are used so that the power plant can operate
at any time day or night. The parasitic loads for pumping are less than those of an
air-cooled condenser and water is not consumed. Though not included in this analysis,
the condensing temperature of the steam cycle can be adjusted to match the available
cooling from this system, improving cycle performance under some conditions.

The cooling system proposed in this paper is a promising new alternative that con-
sumes no water and has the potential to out-perform air cooling. The proposed system is
novel; cooling power plants primarily with nighttime radiation cooling has not been well
studied. An uncovered, non-selective surface operating at night has not been analyzed
in previous literature. In addition, the hourly annual simulation presented is the most
comprehensive analysis of a radiation cooling system for power plants to date.

This paper demonstrates the feasibility of uncovered, black radiators with cold storage
to provide CSP plant cooling using a radiator surface area equal to the aperture area of
the solar collector field. Constraining the surface area ensures that the land area required
for cooling will not be significantly larger than for the solar field. It is also possible that
the radiating surfaces could be on the back of the solar collectors, thereby requiring no
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additional land area. (This alternative would require solar collectors that could rotate 180
degrees from solar noon position and a collector frame designed to handle the additional
loading while maintaining the precise focus of the parabolic trough.)

2. Selection of location and weather data

To demonstrate the feasibility of the proposed cooling system, two plants were mod-
eled at locations in the United States which are close to existing CSP plants therefore
demonstrate realistic locations and weather conditions: Daggett, California and Tuc-
son, AZ. The plant capacities are 35 MW, chosen to be representative of some existing
parabolic trough CSP plants. The plant design is also typical for new plants with storage
(solar multiple of two and thermal energy storage capacity (TES) of six hours). Weather
conditions are modeled using the Typical Meteorological Year (TMY3) data set (Wilcox
and Marion, 2008).

3. Methods

The feasibility of the night sky cooling system is analyzed by creating a detailed
model of the radiator’s performance and linking it to the required heat rejection of an
air-cooled CSP plant with thermal energy storage (TES). A cold storage system is also
modeled. Since all components of the CSP plant are standard, the focus of the work is
on the radiator’s performance (Section 3.2), while other components of the system are
modeled using a standard model (Section 3.1).

3.1. Model of CSP system

The complete system consists of a radiator field, cold storage, and CSP plant. The
CSP plant is typical: a solar collector field of parabolic troughs collects solar radiation
in a circulating heat transfer fluid during daylight hours and the heat is transferred to
molten salt thermal storage with a heat exchanger. When the power plant operates, the
stored energy in the molten salt is transferred to the steam cycle via a heat exchanger.
The power block is a steam Rankine cycle. The unique components of the proposed
system are the radiator field and cold storage. The power block rejects heat to the
cooling fluid from cold storage that is cooled using the radiator field. Figure 1 shows the
system layout.
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Figure 1: The complete system includes typical CSP components: solar collectors, power block, and
thermal energy storage, plus the radiators (assumed to be co-located with the solar collectors in this
figure) and cold side storage.

For this feasibility analysis of the radiation cooling technology, it was assumed that
heat rejection load from the CSP plant had the same magnitude (MW thermal) and was
at the same temperature as an air cooled plant. (In reality, the operation of a power plant
and cooling system are connected in that when lower cooling temperatures are available,
power block operation would be adjusted to take advantage of those temperatures for
improved efficiency.) A reference air cooled power plant is modeled using the System
Adviser Model (SAM) program (see NREL (2015) and Wagner and Gilman (2011)).
SAM simulates operation over one year at an hourly timescale using TMY3 data. The
heat input to the power block and cycle thermal efficiency are output from SAM for use
in the analysis of the proposed cooling system. The hourly required heat rejection is
calculated from:

Qload = Qthermal(1 − ηgross)

The plant modeled in SAM has 584 Solargenix SGX-1 collectors. A collector is 100 m
long and has a width of 5 m. (One 100 m collector actually consists of 12 sub-modules.)
Eight of the collectors are connected in series to make an 800 m loop. 73 loops of eight
collectors are connected in parallel. The solar field is configured in two sub-fields as shown
in the left and right hand side sub-fields in Figure 1. Although many configurations could
be implemented in a CSP plant, this configuration is one realistic reference case. Details
of the SAM model and results are in Table 1.
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Table 1: SAM CSP plant model summary. The air-cooled system parasitic load is 4% of gross energy
output. The total parasitic load is 10% of gross output.

Tucson Daggett
Collector aperture area 274,655 m2

Power block condensing temperature 40 to 55 C 39 to 63 C
Hot side molten salt storage volume 8,282 m3

Power output, gross 116 GWh 122 GWh
Parasitic cooling load, air cooled condenser 4,670 MWh 4,873 MWh
Parasitic Loads, all other 6,950 MWh 7,210 MWh

The mismatch of availability of cooling (nighttime) and solar thermal energy collection
(daytime) in the proposed system requires storage. Hot storage alone, as is implemented
in many solar thermal power plants, would require that the power block run only at night
when cooling is available and only at the rate at which cooling is available. Since such
limitations on the availability of power detract from the flexibility of CSP (an important
characteristic that distinguishes it from many other renewable energy generators), cold
side storage is implemented so that the power block can be operated at any time night
or day.

A two tank system is modeled where a hot tank feeds the nighttime cooling radiators
and a cold tank stores the cooled water for use in the power block condenser. When
the radiator operates, water is moved from the hot to cold tank. When the condenser
operates, water is moved from the cold to hot tank. If the hot tank gets low in the
winter because there are more nighttime hours than sunshine hours, then the system
recirculates cold water from the cold tank back through the radiators to further reduce
the cold tank temperature. The two tanks are modeled as fully mixed tanks and thermal
losses and gains are not included. The total water volume is 50,000 m3 ; the impact of
changing the water volume is discussed in Section 4.3.

The overall heat transfer coefficient-area product (UA) of the power block condenser
is designed for the typical summertime conditions, and then the UA of the condenser
is used in the hourly simulation to determine performance at other conditions. The
reference heat rejection load was 63 MW for a steam condensing temperature of 325 K
and a cold tank temperature of 300 K. The cooling water mass flow rate through the
condenser is 772.9 kg/second, determined by balancing the mass flow rates of the hot
and cold tanks during a peak summertime week. The condenser flow rate was variable
based on available water temperatures and required cooling load. When the cooling
load required by the power cycle exceeds that available from the tank system, excess
cooling must be met by additional radiator field area or by an auxiliary system working
in parallel. Such an auxiliary system could be air cooled or water cooled. This is similar
to the hybrid cooling proposed by Wagner and Kutscher (2014).

Like the 100 m solar collectors which are composed of 12 modules, the 200 m long
radiator is composed of 24 individual radiators in series. Figure 2 shows that over the
length of an 800 m loop of solar collectors, four 200 m radiator groups are plumbed in
parallel to most efficiently use the available surface area. This configuration allows the
radiators to use the same structure as the solar collectors.
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Figure 2: Assuming that the radiator field has a footprint equal to the solar collectors (possibly the
radiators are on the back of the solar collectors), the area used for a single 800 m solar collector loop is
composed of four shorter radiation loops in parallel.

3.2. Model of the night sky radiator

This section describes the design and modeling of a radiator panel. Tubes are integral
in the panel structure and the plate area between tubes provides radiation and convection
surface area (Figure 3). This geometry could be obtained using a roll-bonding process
to bond aluminum plates. The panel section connecting the tubes is designed to act as
a fin. The radiator is designed to maximize radiation from the top of the panel using a
black surface, but the bottom of the panel also will have radiative heat exchange with
its surroundings. This radiative heat exchange could either result in a heat gain or loss
depending on the temperature of the ground and other structures. To minimize these
impacts, the back surface has a reflective coating.
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 Channel for cooling fluid 2 cm (ID)

Aluminum plate 2 mm thickness

Channel spacing 10 cm

Figure 3: A cross section of the radiator shows the major dimensions. The radiator section continues
such that 50 channels are connected across one radiator. The radiator is 200m long (into the page).

The dimensions of one radiator section are 200 m by 5 m.The aluminum radiator has
50, 2 cm inner diameter tubes over the 5 m width. Plate thickness is 2 mm. The mass
flow rate through the tubes must be high enough to obtain turbulent conditions within
the tube for best convection heat transfer. Higher flow rates will increase the pressure
drop and pumping loads, however, and the pumping loads are addressed in Section 4.2.
The mass flow rate is 4.5 kg/second, which is divided between 50 tubes. At nominal
temperature of 27 C, the flow is turbulent in the tubes (Re=6700).

3.2.1. Two dimensional finite difference model

The radiator was modeled using a two-dimensional finite difference approach. A single
lengthwise section of the radiator modeled has a length of 200 m and a width of 5 cm
(from the center of one tube to the midpoint between two tubes). A summary of the
equations of the finite difference model are provided in the Appendix.

Since the convection coefficients, sky temperature, and radiation properties are not
exactly known, convection models and radiation properties are varied in Section 3.2.2
in order to select inputs for the full system simulation. The coefficients and radiation
properties that were used to develop the two dimensional model are described here.
For initial modeling of the radiator and to test performance sensitivity to key inputs in
Section 3.2.2, one typical summer night hour was considered where ambient temperature
was 26 C (79 F), clear sky temperature was 7.8 C (46 F), wind speed was 3.1 m/s (6.9
mph), and the incoming fluid was 46.2 C (115 F).

Forced convection over the top surface is determined from correlations for standard
forced convection over a flat plate (Nellis and Klein, 2009). It is assumed that the
wind approaches the panels along the smaller dimension of 5 m and has laminar flow
transitioning to turbulent depending on the wind speed. Free convection on the bottom
is modeled with an assumed convection coefficient of 5 W/m2-K . The emissivity of the
black panel approaches 1. The emissivity of the ground and back panels are estimated
based on sand and aluminum foil from Incropera and DeWitt (2002) as 0.9 and 0.07,
respectively. The ground temperature is equal to the ambient temperature. The night
sky temperature is estimated from a correlation for clear sky temperatures by Berdahl
and Martin (1984), detailed in Section 3.2.2.

Because the radiator model was designed to be applicable for different radiator ge-
ometries, the number of nodes required was examined using a thickness of 1 mm, tube
diameter of 2 cm, and with 25 tubes on a 5 m plate. Compared to the high performance
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radiator chosen for the annual simulations and described above, this makes the section
between tubes much thinner and longer, resulting in a less efficient fin. This is a good
test of the model because it increases importance of the two dimensional model; if the
plate is well designed it will act as an efficient fin and have a nearly uniform temperature
in the x-direction (lateral) and therefore be approximated well with a one dimensional
model. In order to determine how many elements the two dimensional model needs to
have to adequately capture the behavior of the radiator, different variations of the num-
ber of nodes in both the flow (y) and lateral (x) directions are considered. Figure 4 shows
the results: five nodes in the x-direction and 20 nodes in the y-direction were chosen to
maintain the error (compared to 100 nodes in each direction) less than 1%.
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Figure 4: The number of nodes used in the x (lateral) and y (flow) directions along the radiator is plotted
along with the error compared to using 100 x 100 nodes.

Another modeling simplification was made at this point: in order to increase compu-
tational efficiency, the internal convection coefficient within the tube is calculated based
on the incoming fluid temperature instead of taking into account the changing fluid tem-
perature along the radiator’s length. This adds a small error so that the total percent
difference between the full two dimensional model with 100 x 100 nodes is 1.1%.

3.2.2. Sensitivity of radiator model to key inputs

The sensitivity of the model to key inputs is tested by examining the radiator’s per-
formance under typical ambient conditions. Key inputs examined are the external con-
vection coefficients, effective sky temperature, and radiation material properties. Based
on the sensitivity analysis, the most realistic yet conservative assumptions are selected
for annual simulations. Figure 5 shows the change in the heat rejection from a radia-
tor panel compared to the baseline model described in Section 3.2. The key inputs are
described in this section.
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Figure 5: During a typical operation hour in the summer, the radiator’s performance is impacted most
by the sky conditions. The convection coefficients used also have an impact of less than ten percent
increase or decrease in heat transfer.

Sky temperature. Several correlations are available for sky temperature for clear skies
and some correlations also consider partly cloudy conditions. During completely cloudy
periods the sky temperature can be approximated by the ambient temperature. For a full
treatment of the available correlations, see Aubinet (1994) or Eicker and Dalibard (2011).
Eicker and Dalibard (2011) compare correlations against short term measurements of
sky temperature based on pyrgeometer data. They show that clear sky models follow
measurements well during clear periods and that none of the models can represent the
hourly sky temperatures in cloudy periods. For the current work the clear sky correlation
of Berdahl and Martin (1984), which performed well during clear periods tested by Eicker
and Dalibard (2011), is used when skies are clear. The correlation was tested in the
original work (Berdahl and Martin, 1984) against measured clear sky temperatures in
six locations including two desert environments. This correlation is actually a clear sky
emissivity correlation which is allows for an estimate of effective clear sky temperature.
The effective sky temperature (Ts) per Duffie and Beckman (2013) is:

Ts = Tdb
(
0.711 + 0.0056Tdp,C + 0.000073T 2

dp,C + 0.013 cos (15t)
)1/4

(1)

Since the true sky temperatures could be as low as the clear sky temperature or as
high as the ambient temperature, the radiator performance was bounded by looking at
these two extremes. Figure 5 shows that the night sky temperature has a large impact
on the results. Since it is relatively unknown, a sensitivity to sky temperature will be
included in the annual results. The TMY3 data includes an hourly total cloud cover
fraction. For the Daggett, CA site the data documentation shows these data were from
measurements for 40% of the nighttime hours, were linearly interpolated 23% of the
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hours, and were modeled or estimated 36% of hours. Though an inexact data point, we
expect that the TMY3 cloud cover fraction (fcloud) would give a reasonable estimate of
the cloudy or clear conditions. It is used in the annual simulations to determine what
portion of the sky should be considered completely clear (and rely on clear sky estimates
for sky temperature) versus what portion of the sky should be considered cloudy (and
use ambient temperature as the effective sky temperature for radiation). Figure 6 shows
the nighttime average clearness by month at the Daggett location. To roughly estimate
the clearness, the clearness fraction is adjusted by plus or minus 0.2 around the reported
value. The five cases shown are used as a sensitivity in the annual simulation.
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Figure 6: The TMY3 data shows that skies are generally clear during the night in the summer. The
cloudiness fraction from the TMY3 data is adjusted up and down by 0.2 to provide a range of estimates
of cloudiness. Completely clear or completely cloudy skies are the extreme cases.

Convection effects. Many have completed tests to attempt to correlate observed con-
vection coefficients over solar thermal panels or PV panels, which indeed resemble the
exposed convection surface of the radiator panel relatively well other than that they
are at some angle to the horizontal. Nonetheless the work that has been done for so-
lar thermal and PV panels is relevant because correlations often consider a range of
mounting angles including completely horizontal. For a discussion of the available cor-
relations see Kumar and Mullick (2010). Individual correlations often do not replicate
observed convection coefficients in different experimental setups. Sartori (2006) argues
that this is because correlations depend on the given solar collector geometry and nearby
wind obstructions. Instead Sartori proposes simplified versions of the standard flat plate
convection correlations.

Kaplani and Kaplanis (2014) study the impact of convection over PV panels on
panel temperature. Their work includes comparing forced convection correlations. The
Sartori correlation is one of two recommended correlations based on their experiments.
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Kaplani and Kaplanis also provide simplified free convection correlations and a method
for accounting for mixed free and forced convection over horizontal plates. Kaplani and
Kaplanis account for the varying wind direction by calculating the path of the wind
over a panel depending on direction. In the case of a radiator, which is oriented with
the solar field such that its long dimension is north-south, a southerly wind would blow
straight along the 200 m length and the turbulent convection coefficient theoretically
would decrease continuously along the length of the panel. On the other hand, an easterly
wind would be parallel to the shorter dimension and would therefore have a higher
average turbulent convection coefficient. The impact of varying convection coefficients
was tested for combinations free and forced convection estimates for the top and bottom
of the radiator at the test condition with a wind speed of 3.1 m/s. Table 2 shows the
combination of assumptions which were tested for the top and bottom:

Table 2: Convection estimates for top and bottom of panel considered in sensitivity analysis. The
assumptions that were used in the baseline as presented in Figure 5 are indicated.

Top Bottom
Forced convection transitioning
from laminar to turbulent as-
suming the path of the wind is
over shortest dimension. Free
convection effects at zero wind
speed not included.

Baseline No

Fixed 5 W/m2-K free convection
coefficient.

No Baseline

Free convection only. Deter-
mined from correlation.

No Yes

Consideration of combined free
& forced convection. Turbulent
convection. Path of the wind
is determined by calculating the
length of the panel along the
wind direction.

Yes Yes

Consideration of combined free
& forced convection. Turbulent
convection assuming the path of
the wind is over shortest dimen-
sion.

No Yes

The convection treatment for the final model is chosen from these alternatives. For
convection from the top of the panel, combined free and forced convection are included.
Where free convection is appreciable, it is estimated using the correlation used by Kaplani
and Kaplanis (2014) for the Nusselt number Nufree,top:

Nufree,top = 0.13Ra1/3 (2)

Because the local wind field over the radiator field is expected to be interrupted by
the rows of radiators as well as surrounding equipment, forced convection is represented
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by turbulent convection. The Sartori turbulent convection correlation hforced is:

hforced = 5.73u0.8L−0.2
c (3)

The effective plate length (Lc) is based on wind direction reported in TMY3 data as-
suming that the long dimension of the radiators is oriented north-south. The combined
effect of free and forced convection from the top surface (here hw) is estimated as Kaplani
and Kaplanis (2014) and using the definition of Nusselt number Nu = hLc

kair
. For con-

vection from the bottom panel only free convection is considered. In reality some forced
movement of air underneath the panels will occur but it will depend on the height of the
panels and the interference of the supporting structure. Including only free convection
provides a conservative estimate of performance. The Nusselt number for free convection
Nufree,bottom from the bottom is estimated using the correlation used by Kaplani and
Kaplanis (2014) for a downward facing heated plate:

Nufree,bottom = 0.58Ra1/5 (4)

The related free convection coefficient on the bottom is hg.
The accuracy of the wind speed measurements are also important; TMY3 data pro-

vides measured wind speed at a typical height of 6-10m from the ground. The wind
speed at the radiator surface will depend on the exact height of the radiator as well as
the local wind field characteristics and the importance of this deviation will depend on
the hourly wind speed. This is considered as a sensitivity in the annual simulations.

Radiation properties. The emissivity of the black surface can be very high using specif-
ically designed coatings such as Ball Aerospace InfraRed Black Coating (emissivity of
0.96 at 25 C). For the sensitivity analysis the emissivities of 0.99 (baseline) was compared
to 0.90. The radiator’s performance was impacted by 4% with the change in properties
(Figure 5), therefore a moderate plate emissivity is 0.95 is chosen. The radiative heat
exchange from the back panel to the surroundings is minimized by design using a reflec-
tive surface. An insulating surface could be used instead though the convection from the
back surface would then be reduced. In order to observe the importance of the radiative
heat exchange from the back, the model is run including the radiative heat exchange
(baseline) and excluding it. The ground temperature is assumed to be equal to ambient.
The ground and panel back emissivities were assumed to be 0.9 and 0.07, respectively.
The radiation to the ground had very little impact and is included in the final model.

4. Results and Discussion

The system’s operation over one year is simulated in two different locations to de-
termine what portion of the required CSP plant cooling could be provided via night sky
cooling using an area equal to the aperture area of the solar collectors. The pumping
loads and the storage water volume are estimated.

4.1. Night sky cooling can provide most of the required power plant cooling

The night sky cooling system can meet 93% of the power plant’s heat rejection load
at the Daggett location. During the winter months, 100% of the load is met, while during
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the summer months it is lower. Figure 7 shows the temperature of the hot tank, cold
tank, ambient dry bulb and estimated clear sky temperature for Daggett. Figure 8 shows
the monthly portion of heat rejection achieved with night sky cooling. This same analysis
is completed in Tucson, AZ and the heat rejection provided is 91% of total (Figure 9).

Figure 7: During the winter months in Daggett the cold tank temperature closely follows the minimum
ambient temperature, while during the summer months the cold tank tends to be warmer than nighttime
minimums but is still never as warm as daytime highs.
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Figure 8: In Daggett the night sky cooling system provides all of the required cooling in the winter, and
80-90% in the summer.

1.00 1.00 1.00 0.99 0.96 

0.86 0.85 0.87 
0.92 

0.98 1.00 1.00 

 -

 0.20

 0.40

 0.60

 0.80

 1.00

0

8,000

16,000

24,000

32,000

40,000

1 2 3 4 5 6 7 8 9 10 11 12

Fr
ac

ti
o

n
 o

f 
h

ea
t 

to
ta

l r
ej

ec
ti

o
n

H
ea

t 
[M

W
h

]

Month

Additional radiator field or auxiliary cooling requirement

Heat rejection via night sky cooling

Fraction of heat rejection by night sky cooling

Figure 9: In Tucson the night sky cooling system provides all of the required cooling in the winter, and
80-90% in the summer.

The remainder of the discussion focuses on the Daggett location. Hourly results
show that during 39 hours the cooling available is below 50% of the load. This occurs
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because the condensing temperature (per the modeled air cooled cycle) has decreased
in the night following the ambient temperature, while the cold tank temperature has
remained constant and so the temperature of the cold water is not low enough to provide
the necessary cooling with the design condenser. In reality, the power block’s operation
would be varied based on the available cooling. The radiative cooling system would
provide a more constant temperature heat sink compared to the air cooled system. There
are additionally 30 hours when the supply of cold water is exhausted so no cooling can
be met with the system. This occurs during the summer months.

During 6% of the radiator’s operating hours the cooling liquid is below the freezing
temperature of water (Figure 7). As such, a freeze protection strategy would need to be
implemented.

64% of cooling from the radiator field is achieved by radiation during the year (the
remainder being convection). The radiation fraction varies seasonally as shown in Figure
10.
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Figure 10: In Daggett, during the winter the radiation accounts for a majority of the cooling because
the circulating water temperature is close to or below the ambient temperature and so convection loss is
weak or is negative (heat gain). A radiation fraction of greater than one indicates some convection heat
gain. During the summer hours the heat transfer is split between radiation and convection.

Since the sky temperature has a large impact on the results as described in Section
3.2.2, the sensitivity of the annual results to sky temperature is also analyzed. Table 3
shows the annual fraction of cooling achieved and Figure 11 shows the monthly fraction.
During the winter months all of the cooling can be achieved regardless of the sky condition
assumption while during the summer the sky condition impacts the portion of cooling
achieved. If the skies are always completely cloudy and the radiation heat transfer is
to the ambient night time air, the June heat rejection is about 70% of the requirement.
However this is an unrealistic case; the sky conditions are generally clear in the summer
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and the heat rejection obtained on a monthly basis expected to be between 80 and 90%
as predicted by the models which use the measured cloudiness fraction.

Table 3: Several night time sky clearness assumptions were tested and the heat rejection is between
92 and 93% of the annual load at the Daggett location. At the limit of completely cloudy skies (not
realistic) the heat rejection is 85% of annual load.

Description Percent of annual
heat rejection met

Average nighttime
clearness percent

Assuming always clear 94.0 100
Based on cloudiness fraction 93.2 75.1
Based on cloudiness fraction -0.2 93.6 83.3
Based on cloudiness fraction +0.2 91.7 57.5
Assuming always cloudy 85.2 0
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Figure 11: In Daggett, regardless of the sky condition assumed, the cooling load can be met in the
winter. During the summer months, the sky conditions based on reported cloudiness fraction plus or
minus 0.2 show similar results; the cooling achieved is between 80 and 90%.

As discussed in Section 3.2.2, the wind speed at the height of the panel will be less
than at measurement height in the TMY3 dataset. To examine the importance of this
effect, the annual simulation is completed assuming that the top of the radiator is 4 m
above the ground and adjusting the wind speeds using the power law with an exponent of
1/7. The wind speed is adjusted down from the 6 m or 10 m height (wind measurement
height varied within the data set). Using the cloudiness fraction as reported in the TMY3
data set, radiation cooling provided 92.9% of the total cooling load after wind speeds
were adjusted compared to 93.2% with unadjusted wind speeds.
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4.2. Pumping loads are low

A simple piping layout was completed to approximate parasitic pumping loads for
the system. As described in Section 3.1 and illustrated in Figure 2, each of the collector
loops has four, 200 m radiators in parallel. The significant components and their relevant
dimensions and pressure drop contribution for one sub-field are shown in Table 4. The
largest component of the pressure loss is from the medium sized distribution sections
because these sections include the complex header system within the radiator field.

Table 4: The pressure loss estimate for one of the two sub-fields is determined from pressure losses in
pipe runs and minor losses in each of the significant sections of the distribution system.

Section Description Pressure
Drop [kPa]

Large distribution pipe from
storage to radiators

Two main lines, each approxi-
mately 555 m for each of two field
sections. Pipe diameter 0.8 m.

31.9

Medium distribution sections de-
livering to individual radiations
plus 90 degree bends for rout-
ing piping, and header sections
within radiators.

Piping to deliver to radiators is
200-400 m depending on radia-
tor position in field. Headers in-
clude inlet, tees, and exit for 24
sections which make up one radi-
ator. Pipe diameter is 10 cm.

71.6

Small tube sections within radi-
ators

Each radiator is 200 m length
composed of 24 smaller sections.
Exit from individual tubes is in-
cluded. The tube diameter is 2
cm.

24.2

The pump power is determined from the pressure drop with an assumed 75% pump
efficiency and 85% motor efficiency. The total parasitic power for the two sub-fields
when the radiators are operating is 330 kW. For Daggett (4328 cooling hours), the total
parasitic load is 1,428 MWh which is 1.1% of the gross plant energy output over the
year. For Tucson (4344 cooling hours), the total parasitic load is 1,434 MWh or 1.2% of
gross output. This estimate of pumping power puts the parasitic loads for the radiator
system at about 1% compared to the SAM estimates of air-cooled condenser operation
which were 4% of annual gross output.

4.3. Water requirement is large but water consumption is zero

The volume of water in the system is 50,000 m3 . However the combined size of
the hot and cold tanks required to operate during the year is about twice that; in the
summer most of the water is in the hot tank while in the winter most of the water is in
the cold tank. The water volume was varied to determine what the impact of under- or
oversizing the system would be. A larger volume of water provides little benefit (0.1%
additional annual cooling load can be met with 60,000 m3 of water). A slightly smaller
water volume could be used at little penalty but 20% less annual cooling load would be
met if the total water volume were reduced significantly to 30,000 m3 . The 50,000 m3

would likely be implemented as a group of smaller tanks. In addition the current model
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assumes fully mixed tanks to achieve the coldest temperatures. To reduce the water
volume requirement, stratified tanks could be used instead.

The water consumption of a wet-cooled plant is about 3 L per kWh produced (see
Section 1). As a point of reference, the reference SAM cycle had a gross output of 122
GWh and net 110 GWh. The water consumption for a wet-cooled plant of this size is
about 330 million L or 330,000 m3 for one year of operation. It would take about 2
months of operation of a wet-cooled plant to use the 50,000 m3 of water that should
serve the cooling purposes of the proposed cooling system for the life of the plant. The
volume of water required for cold storage in the proposed system is much less than the
volume of water consumed over the life of a wet-cooled power plant.

5. Conclusion

A night sky cooling system which uses radiation and convection heat transfer to cold
ambient and yet colder sky temperatures in desert environments can provide over 90% of
the cooling required for a CSP power plant. The feasibility of the system is shown using
a two-dimensional finite difference heat transfer model of the radiator and considering
the sensitivity of the model to the uncertainties in sky temperature, wind convection
coefficients, and radiation properties. The detailed radiator model is linked to a generic
air-cooled CSP plant and the size of the night sky cooling system is limited to the aperture
area of the parabolic trough collectors. The largest uncertainties in the performance of
the system are in the effective sky temperature and wind convection coefficients.

Night sky cooling is a promising method for cooling CSP power plants without the
consumption of water. Such a cooling system could be used to retrofit an existing wet-
cooled plant or in new plant construction. Beyond CSP, the concept could be used to
provide auxiliary cooling to any thermal power plant where water use is a concern.

Nomenclature

Ap area of panel, m2

dx node width in lateral direction, m

dy node with in flow direction, m

ε emissivity of top of panel

εg emissivity of ground

εp emissivity of back of panel

fcloud cloud cover fraction

hf internal forced convection coefficient, W/m2-K

hforced forced convection coefficient from top of panel, W/m2-K

hg convection coefficient from back of panel, W/m2-K

hw convection coefficient from top of panel, W/m2-K
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k conductivity of radiator panel W/m-K

kair conductivity of air, W/m-K

Lc characteristic length of panel, m

ηgross gross efficiency of power plant

Nufree,bottom Nusselt number for free convection from the bottom of the panel

Nufree,top Nusselt number for free convection from the top of the panel

Qload heat rejection load from power plant, MW-hr

Qthermal thermal energy input to power plant, MW-hr

q̇cond,x rate of conduction heat transfer from one node to another in the x-direction, W

q̇cond,y rate of conduction heat transfer from one node to another in the y-direction, W

q̇conv,bot rate of convection heat transfer from the top of the panel to surroundings, W

q̇conv,int rate of internal convection heat transfer from the fluid in tube, W

q̇conv,top rate of convection heat transfer from the top of the panel to surroundings, W

q̇conv,top rate of convection heat transfer from the top of the panel to surroundings, W

q̇conv,tube rate of convection heat transfer from the surface of the tube, W

q̇fluid rate of change of internal energy of the fluid, W

q̇rad,bottom rate of radiation heat transfer from the bottom of the panel to surroundings,
W

q̇rad,top rate of radiation heat transfer from the top of the panel to surroundings, W

q̇rad,tube rate of radiation heat transfer from the surface of the tube, W

Ra Rayleigh number

Re Reynolds number

σ Stephan-Boltzmann constant for radiation heat transfer, W/m2-K4

Tdb dry bulb temperature, K

Tdp,c dew point temperature, C

Ti,j node temperature, K

Ts sky temperature, K

t hours after midnight, hr

u wind speed, m/s
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Appendix A. Finite difference heat transfer model

This Appendix summarizes the equations for the two dimensional finite difference
model used to determine the hourly performance of the radiators. Figure A.12 shows the
cross section of a radiator and indicates the reduction of the problem based on symmetry
to one single half-tube and fin section. Edge effects are assumed minimal and are not
included. Figure A.13 shows a top view of the same section of the radiator. The fin is
modeled with nodes indexed by i in the x-direction and j in the y-direction. The fin tip,
which is the midpoint between two tubes, is modeled as adiabatic.

 Channel for cooling fluid ID=D

Plate thickness = th
Finite 

difference 
model

Figure A.12: A cross section of the roll bond radiator panel is shown along with the section which is
modeled in the two dimensional finite difference model.
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Figure A.13: A top view of one section of the radiator panel shows examples of the energy balances
completed depending on node location (insets in the figure).

On any given node at location (i, j) with temperature Ti,j , radiation and convection
heat rates are determined from the node temperature. An energy balance on each control
volume using two point finite differences for the temperature gradient is completed. The
energy balance for any control volume can include convection to ambient, radiation to
sky, conduction between adjacent nodes, and convection from fluid. Figure A.13 shows
the three main control volume types and the heat transfer modes included. The distance
between nodes in the x-direction is dx (except the distance from the first fluid node to
the second wall node, which is exactly a distance of half of the tube diameter). The
distance between nodes in the y-direction is dy. A conduction term in the x-direction on
an internal control volume is:

q̇cond,x = kdyth
1

dx
(Ti−1,j − Ti,j) (A.1)

Likewise a conduction term in the y-direction is:

q̇cond,y = kdxth
1

dy
(Ti,j−1 − Ti,j) (A.2)

The radiation heat transfer from the top of the panel on an internal control volume
q̇rad,top is determined from:

q̇rad,top = σε(1 − fcloud)dxdy
(
T 4
i,j − T 4

s

)
+ σεfclouddxdy

(
T 4
i,j − T 4

db

)
(A.3)

The convection heat transfer from the top is:

q̇conv,top = hwdydx (Ti,j − Tdb) (A.4)
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Radiation from the bottom of the panel to the ground is based on radiation exchange
between two parallel surfaces:

q̇rad,bot =
σ

1/εp + 1/εg − 1
dydx

(
T 4
i,j − T 4

g

)
(A.5)

Convection from the bottom of the panel to the air is:

q̇conv,bot = hgdydx (Ti,j − Tdb) (A.6)

At the fluid node, the rate of change in internal energy of the fluid is:

q̇fluid = ṁcp∆T (A.7)

Internal forced convection in the tube is based on the temperature difference between
the fluid (T1,j) and tube, which is assumed to be at the temperature of the bordering
wall node (T2,j). The area for heat transfer is half of the tube circumference times the
control volume length dy.

q̇conv,int = hf
πD

2
dy (T1,j − T2,j) (A.8)

Energy balances in two dimensions are completed on each control volume, including
convection, conduction, and radiation terms as appropriate depending on location. These
energy balances are shown in Figure A.13 for the fluid control volume, wall control
volume, and generic internal control volume. Note that at the wall node, the energy
balance includes convection and radiation from the projected half surface of the tube
(radius), since this area is also exposed to the same ambient conditions and the tube
is assumed to be at the same temperature as the wall node. The special radiation and
convection terms for the tube surface (top and bottom together) are:

q̇rad,tube = σε(1 − fcloud)
D

2
dy

(
T 4
i,j − T 4

s

)
+ σεfcloud

D

2
dy

(
T 4
i,j − T 4

db

)
+

σ

1/εp + 1/εg − 1

D

2
dy

(
T 4
i,j − T 4

g

)
(A.9)

q̇conv,tube = hw
D

2
dy (Ti,j − Tdb) + hg

D

2
dy (Ti,j − Tdb) (A.10)

In addition the control volume at the wall and is half the size of the internal control
volumes so that the node is located exactly at the tube edge. The control volume at the
edge of the fin (rightmost) is also half the size of the internal control volumes. To reflect
this, in the energy balances at these locations the area dxth in the y-direction conduction
terms (Equation A.2) is replaced by dx

2 th. In Equations A.3, A.4, A.5, A.6, the surface

area dxdy is replaced by dx
2 dy.

Nodes at the mid-point between tubes (adiabatic fin tip) or at the beginning or
ending radiator surfaces are considered adiabatic and so conduction terms are zero as
appropriate on the boundaries. On the right side, the conduction term q̇cond,x is zero
exiting the node towards the right. On the top, the conduction term q̇cond,y is zero
entering the node. On the bottom, the conduction term q̇cond,y is zero exiting the node.
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c appendix: radiator modeling paper

The technical brief paper regarding radiator modeling published in ASME Journal
of Solar Engineering is attached.
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ABSTRACT
Passive cooling by combined radiation-convection from black panels at night is a potential source of significant

energy-efficient cooling for both homes and industry. Assessing the technology requires system models that connect
cooling load, passive cooling technology performance, and changing weather conditions in annual simulations. In
this paper the performance an existing analytical model for a passive cooling panel is validated using a full two
dimensional finite differences model. The analytical model is based on a solar hot water collector model but uses
the concept of adiabatic surface temperature to create an intuitive, physically meaningful sink temperature for
combined convection and radiation cooling. Simulation results are reported for cooling panels of different sizes
and operating in both low temperature (comfort cooling) and high temperature (power plant) applications. The
analytical model using adiabatic minimum temperature agrees with the high-fidelity finite differences model but is
more practical to implement. This model and the validations are useful for the continued study of passive cooling
technology, in particular as it is integrated into system-level models of higher complexity.
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1 Introduction
Passive radiation cooling can help meet the worldwide need for energy efficient cooling for both buildings and industry.

In the United States, air conditioning accounts for about 13% of home electricity use and nearly 90% of homes are now
air conditioned [1]. Around the world, access to energy as well as the increase in extreme temperatures are driving the
adoption of air conditioning [2]. Cooling is also important for industry and power plants - thermoelectric generators require
fan or pump-driven cooling systems and their operation reduces annual energy output by several percent [3]. In addition
to the energy cost of power plant cooling systems, many systems are driven by evaporative cooling towers and so are also
large consumers of water. This paper focuses on the modeling of a simple method of passive cooling that uses uncovered,
non-selective panels to cool water overnight. Such cooling systems can help meet air conditioning and industrial cooling
demands.

Heat transfer from uncovered black panels is a combination of radiation to the night sky and convection to the ambient
air. The radiation is readily determined given the effective sky temperature (Ts), which is the effective black body temperature
of the atmosphere determined from measurements of the sky radiance using a pyrgeometer. Convection depends on the
ambient dry bulb and convection coefficients over the flat surface. In desert environments at night, the atmosphere is dry
and the air far above the ground is cold. This results in an effective sky temperature that can be significantly lower than the
ambient temperature, often 20°C lower at night, which drives the radiation cooling effect. Non-selective surfaces, the focus
of this work, provide cooling only at night. During the day, the sun warms the exposed surface, requiring an initial cool
down period at night. Work on solar hot water collectors has shown that the heat capacity of the collector structure, which is
similar to a radiative-convective panel structure, is small and energy wasted during start-up periods is small [4].

Many researchers have recognized radiative-convective cooling’s potential in desert environments that have high cooling
loads and relatively cold night temperatures, but it is not widely used [5]. As summarized by Eicker and Dalibard [6], radia-
tion cooling for air conditioning of buildings has been proposed using open tanks, dedicated thermal panels, and photovoltaic-
thermal (PVT) panels. (PVT panels are typically used to cool PV panels and to collect thermal energy during the day, but
as a passive cooling panel they can be used at night to cool water.) Radiative cooling has also been proposed by several
authors for power plant cooling using selective surfaces, non-selective surfaces, and ponds, as reviewed by Dyreson and
Miller [7]. Dyreson and Miller presented a radiative cooling system for a concentrating solar power plant that used cooling
water circulating through black surfaces exposed to the night sky. The radiative panels proposed are similar to those of the
systems used for building cooling, being uncovered, non-selective surfaces.

Fig. 1: The cross section of an example radiative-convective panel using a roll bond type construction where plates are
bonded together. The panel is painted black for maximum emissivity and is uncovered to allow convection cooling.

Radiative-convective cooling panels typically consist of flat plates made of high conductivity, high emissivity material
thermally connected to tubes for circulation of cooling fluid (i.e. Figure 1 and Figure 2). Many papers have formulated
the heat transfer problems using the approach described in Duffie and Beckman for solar hot water collectors which are
physically similar, except having one or more convective covers. The following works cited use this approach in some form:
Erell and Etzion propose flat plate solar collectors to provide nighttime cooling for a building [8] . They highlight several
differences between a solar collector and a flat plate radiator including that convection effects can work to the advantage
of the radiator instead of being considered a loss mechanism so a transparent cover is not needed. Also, the heat flux is
for a cooling panel significantly less than for a hot water collector and so the ideal solar collector geometry is not the ideal
radiator geometry. Farmahini Farahani et al. model cooling panels made of uncovered flat-plate radiators with copper tubes
for use in a multi-stage cooling system for buildings [9] . Eicker and Dalibard use a PVT panel with the cover removed
to provide nighttime cooling [6] . Al-Zubaydi et al. model and test nighttime radiator performance including a radiator
made of an aluminum panel with grooved channels for water circulation [10]. Hosseinzadeh and Taherian use similar
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radiative-convective panels with the copper tubes painted white [11] . Most recently, Tevar et al. consider three different
’radio-convective’ panels designed for use in building cooling [12] . The three uncovered panels tested were 1) a panel with
complex geometry and high emissivity 2) a selective surface plate and 3) a white metallic panel.

Ito and Miura utilize an alternative formulation of the solar collector model [13]. They studied radiative cooling from
uncovered commercial solar collectors made of two steel plates. This model was based on a different thermal sink tem-
perature, referred to as the adiabatic minimum temperature, in place of the ambient temperature. The adiabatic minimum
temperature is the surface temperature at which the net radiative and convective heat transfer is zero; it is a temperature
below ambient where convection provides some heating and radiation provides some cooling. This formulation is used for
radiative air coolers by [14] as well as [15], but otherwise is not widely adopted.

This paper compares two analytical models for uncovered radiative-convective cooling panels with a numerical model.
The three models are tested for both high temperature and low temperature cooling applications in the desert. The models
apply to uncovered, high conductivity, high emissivity plates with single flow circulating fluid and can be extended to include
other plate geometries (see [4] or [16] for other geometries). Based on the results herein, the analytical model based on the
classic solar collector model by Duffie & Beckman [4] as modified by Ito & Miura [13] is recommended. It is more accurate
than the classic formulation of the analytical model for a variety of designs and operating conditions. In addition, it is
more computationally efficient than a finite differences model. Passive cooling for both homes and industry continues to
see attention in the literature due to its energy and, in the case of power plant cooling, water saving potential. The results
presented here and the provided heat transfer code are useful for modelers investigating potential for passive cooling systems
for both comfort cooling and industrial applications.

2 Basic analytical formulation

The first of three models in this paper is an analytical model closely based on the solar model from Duffie & Beckman [4]
as detailed by Eicker and Dalibard [6] for radiative-convective cooling panels. One notable difference, discussed further in
Section 3.3, is that the reference temperature here is the effective sky temperature Ts instead of ambient. The general equation
for useful heat loss rate is written in terms of the temperature difference (Tp−Ts).

Qu = AcUL,s(Tp−Ts) (1)

Where Tp is the representative temperature of the plate, UL,s is the overall loss coefficient, and Ac is the area of the
collector surface.

Figure 2 shows a cross section of a radiative-convective panel that is uncovered and uninsulated and example temperature
profiles along the lateral (x) and flow (y) directions. Tubes in the panel circulate the cooling fluid. The geometry of the
collector is described by the number of tubes in parallel in one collector n, the center-to-center distance between tubes W ,
the tube diameter D, the length of the plate L, and the thickness of the absorber plate th. The area of the collector surface is
Ac = nWL.
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Fig. 2: A cross section of a radiative-convective panel (bottom left). The temperature is lowest in the midpoint between tubes
(top left). The temperature of the fluid in the tubes decreases along the panel length (right).

Radiative and convective heat transfer coefficients are defined relative to the difference between the plate temperature
and the effective sky temperature. The radiation heat transfer from the top of the collector to the effective night sky Ts is
determined by radiation transfer between a small convex object (plate) and a large enclosure (sky). Only the emissivity (ε)
of the small surface, in this case the panel, is relevant; the large enclosure acts as a blackbody. Dividing the heat flux rate by
(Tp−Ts) to reference the plate-sky temperature difference, the radiation coefficient relative to the sky temperature is:

hr,t = σ · ε ·
T 4

p −T 4
s

Tp−Ts
= σ · ε · (T 2

p +T 2
s )(Tp +Ts) (2)

The Stephan-Boltzmann constant is σ . Other formulations linearize the heat transfer coefficient as described in [4], but the
formulation in Equation 2 is simply an algebraic operation and does not make any approximations to linearize radiation heat
transfer. Assuming that the radiator surface is exposed to the ground on the back side, the radiation heat transfer from the
bottom of the plate to the ground temperature (Tg) is based on radiation exchange between two flat infinite plates. The panel
back has emissivity εb and the ground has emissivity εg. The heat transfer coefficient relative to the sky temperature is:

hr,b = σ · 1
1
εb
+ 1

εg
−1
·

T 4
p −T 4

g

Tp−Ts
(3)

The convection coefficients from the top (hc,t to ambient air) and bottom (hc,b to ground) are determined from convection
correlations for a given condition per standard methods. Depending on the conditions the convection may be forced or free
(natural). The coefficients are normalized to the plate-sky temperature difference:

hc,t,s = hc,t
Tp−Ta

Tp−Ts
(4)

hc,b,s = hc,b
Tp−Tg

Tp−Ts
(5)
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Radiation and convection act in parallel for heat transfer from the top of the panel and bottom of the panel. With these four
resistances acting in parallel relative to the temperature difference (Tp−Ts), the overall loss coefficient (UL,s) is a sum of the
four individual coefficients.

UL,s = hr,t +hc,t,s +hr,b +hc,b,s (6)

A fin analysis is used to model the temperature variation between tubes. The collector efficiency (F ′) combines the
traditional fin efficiency (F) with the resistance of the tube wall and internal flow resistance to represent the lateral direction
temperature variation in the x-direction as in Figure 2 (inset). The reader is referred to Duffie and Beckman for F and F ′.

Next the temperature distribution in the flow direction (y-direction) is examined. The fluid outlet temperature (Tf ,o) at
y = L is then written (using Ac = nWL) :

Tf ,o−Ts = (Tf ,i−Ts)exp(−
AcF ′UL,s

ṁcp
) (7)

Where the inlet temperature is Tf ,i, the mass flow rate is ṁ, and the specific heat capacity of the fluid is cp. As noted in [4],
this distribution of temperatures assumes that the fin efficiency and loss coefficient are constant over the flow direction of
the plate. The collector heat removal factor (FR) is defined to account for the flow direction temperature variation in the
y-direction as in Figure 2 (inset). FR is the ratio of the useful heat rejection to the useful heat rejection that would take place
if the whole collector were at temperature Tf ,i and the loss coefficient was unchanged.

FR =
ṁcp(Tf ,i−Tf ,o)

AcUL,s(Tf ,i−Ts)
(8)

For reference a heat exchanger effectiveness can also be defined for the panel. The effectiveness relative to the sink temper-
ature (here Ts) and relationship to FR is:

εHX =
Q

Qmax
=

Tf ,i−Tf ,o

Tf ,i−Ts
= FR

AcUL,s

ṁcp
(9)

Equations 8 and 7 can be used to eliminate Tf ,o and Tf ,i and finally write the heat removal factor as:

FR =
ṁcp

AcUL,s
(1− exp(−

AcUL,sF ′

ṁcp
)) (10)

The total heat rejection is then written in terms of FR, Ac, UL,s, Ts and the inlet fluid temperature Tf ,i:

Qu = FRAcUL,s(Tf ,i−Ts) (11)

Finally the outlet temperature is determined from the total heat rejection:

Qu = ṁcp(Tf ,i−Tf ,o) (12)

The collector operation is thus parameterized so that given inlet temperature, mass flow rate, geometry, and ambient condi-
tions, the total heat rejection can be determined. An iterative solution method is required because of the dependence of UL,s
on the plate mean temperature. Equations 1, 10, 11, and 12 are solve iteratively along with the formulations for UL,s, F , and
F ′, appropriate for given geometry and wind conditions.

In order to most accurately evaluate fluid properties in the tubes, a mean fluid temperature is calculated by Duffie
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& Beckman. In this paper the mean fluid temperature is estimated by the inlet fluid temperature because fluid property
differences along the tube are not critical for the problem.

3 Analytical formulation using adiabatic reference temperature
In this section the adiabatic temperature is defined and used as a reference temperature in a reformulated solar collector

model. The issue of reference temperature choice and implications for modeling is discussed.

3.1 Adiabatic temperature concept
Ito and Miura [13] present an adiabatic minimum temperature that provides realistic sink temperature reflecting the

strength of radiation and convection heat transfer to the ambient. The adiabatic temperature is the surface temperature at
which there is zero net heat transfer. For a plate being cooled, the adiabatic temperature provides a lower bound for the
desirable outlet temperature; if the outlet temperature is less than the adiabatic minimum, the plate begins to approach the
adiabatic adiabatic state.

To derive the adiabatic temperature, the total heat transfer is written using expanded and linearized radiation terms.
Radiation heat transfer is linearized using the average of the plate and ambient temperatures (T̄p,a) (as in [17] and other
texts). The radiation from the top of the panel to the sky is expanded and linearized:

Qr,t = σε
(
T 4

p −T 4
s
)
= σε

(
T 4

p −T 4
a
)
+σε

(
T 4

a −T 4
s
)
= σε(T 4

a −T 4
s )+σε4T̄ 3

p,a(Tp−Ta) (13)

The radiation to the ground is treated similarly. Summing the radiation and convection to the top and bottom and
collecting terms in (Tp−Ta), the heat transfer rate is:

Q = Acσε(T 4
a −T 4

s )+Acσ
1

1
εb
+ 1

εg
−1

(T 4
a −T 4

g )+hc,bAc(Ta−Tg)+

Ac

(
4σεT̄ 3

p,a +4σ
1

1
εb
+ 1

εg
−1

T̄ 3
p,a +hc,b +hc,t

)
(Tp−Ta) (14)

When the plate temperature equals the adiabatic temperature (Tad), the total rate of heat transfer Q is zero. These
substitutions (Q = 0 and Tp = Tad) are made in Equation 14. Because the radiation terms have been linearized for (Tp−Ta),
it is simple to then solve for the adiabatic temperature, except that the average of the adiabatic and ambient (T̄ad,a) remains.
For the case of an uninsulated, uncovered panel, the adiabatic temperature is given by Equation 15:

Tad = Ta−
σε(T 4

a −T 4
s )+σ

1
1

εb
+ 1

εg−1
(T 4

a −T 4
g )+hc,b(Ta−Tg)

4σ

(
ε + 1

1
εb
+ 1

εg−1

)
T̄ 3

ad,a +hc,b +hc,t

(15)

Note that this equation is implicit in adiabatic temperature because the radiation heat transfer rate depends on the surface
temperature. Given ambient conditions and convection coefficients, one can solve iteratively for the adiabatic minimum
temperature. Free convection coefficients do depend on the plate temperature, but since free convection is typically small
compared to forced and to the radiation heat transfer, approximations for plate temperature are acceptable.

The adiabatic temperature provides a physically meaningful temperature on which to base the analytical solution; it is
always less than the ambient dry bulb temperature and greater than the sky temperature. The adiabatic temperature is closer
to the air temperature for higher wind speeds and it approaches the sky temperature when the wind is calm.

3.2 Adiabatic reference temperature model
An analytical formulation based on that of Ito and Miura is presented. In the current formulation, the adiabatic temper-

ature is replaced with the plate temperature in Equation 15 (in the term T̄ad,a) . This substitution allows for implementation
of the solar model without making the approximation that T̄ad,a = Ta, as Ito and Miura originally did. (The approximation
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is not good when the adiabatic temperature is far from the ambient, which occurs when the radiation heat transfer is strong
compared to convection.) With this substitution, the approximate adiabatic minimum temperature (T ∗) is:

T ∗ = Ta−
σε(T 4

a −T 4
s )+σ

1
1

εb
+ 1

εg−1
(T 4

a −T 4
g )+hc,b(Ta−Tg)

4σ

(
ε + 1

1
εb
+ 1

εg−1

)
T̄ 3

p,a +hc,b +hc,t

(16)

The overall heat transfer coefficient using the adiabatic minimum as the reference temperature is defined as:

U∗L = 4σ

(
ε +

1
1
εb
+ 1

εg
−1

)
T̄ 3

p,a +hc,b +hc,t (17)

The analytical model in Section 2 is applied to account for flow-direction and fin-direction temperature profiles using tem-
perature difference (Tp−T ∗) instead of (Tp−Ts). The fin efficiency, collector efficiency, and heat removal factor are defined
with Ts replaced with T ∗ and UL is replaced with U∗L as appropriate. Substituting the overall heat loss coefficient Equation
17 and adiabatic temperature Equation 15 into Equation 1, the resulting heat transfer is indeed equivalent to Equation 14, the
heat flux from a surface at temperature Tp.

The model is implemented by first estimating the plate temperature with the inlet fluid temperature in Equations 16 and
17. Implementation of the collector model then gives an estimate of the plate temperature. Iterations are repeated until the
plate temperature converges (two iterations were sufficient here).

3.3 Importance of thermal sink reference temperature choice

The analytical model allows for both radiation heat transfer (to the effective sky temperature) and convection heat
transfer (to the ambient air temperature) in a single loss coefficient by normalizing both the radiation and convection heat
transfer coefficients to a single reference temperature. In Duffie & Beckman [4], the reference temperature is the ambient
Ta and the heat transfer coefficients are referenced to the plate-ambient temperature difference. Sections 2 and 3.2 show
that the analytical model can also be formulated using the effective sky temperature or the adiabatic minimum temperature.
When applying the collector model for cooling applications, the choice of reference temperature becomes an important
consideration. (This is not an issue for solar hot water collectors where losses are small compared to gains in the heat
transfer.)

For a given choice of reference temperature, there is a related loss coefficient (UL, U∗L , or UL,s, for ambient, adiabatic, or
sky temperature references, respectively). Under some conditions the loss coefficient can be negative. Table 1 summarizes
how the sign of the loss coefficient for each model depends on the plate temperature with reference to the ambient, adiabatic
and sky temperatures. A model based on the adiabatic temperature has a positive loss coefficient U∗L in any condition, while
using the other two reference temperatures can at times result in a negative loss coefficient. Computationally, it is more
difficult to find the solution to a problem where the loss coefficient may be either positive or negative. The effective sky
temperature reference model has a positive loss coefficient in any cooling condition. The ambient air temperature reference
has a negative loss coefficient during some net cooling conditions, so it is not implemented in the solar collector model in
this paper.

Preprint submitted to ASME Journal of Solar Energy Engineering 7



Table 1: Depending on the plate temperature’s value compared to the ambient and adiabatic temperatures, the loss coefficient
can be negative. Here ambient (Ta and UL), sky (Ts and UL,s), and adiabatic minimum (T ∗ and U∗L ) are shown. The loss
coefficient will be positive regardless of the choice of reference temperature when both radiation and convection are cooling
the surface. When there is convective heating combined with radiative cooling, the loss coefficient can be negative.

Ts < T ∗ < Ta < Tp Ts < T ∗ < Tp < Ta Ts < Tp < T∗ < Ta

Cooling by convec-
tion & radiation

Net cooling; convec-
tion heating + radia-
tion cooling

Net heating; convec-
tion heating + radia-
tion cooling

Qu = AcUL(Tp−Ta) 0 <UL UL < 0 0 <UL

Qu = AcUL,s(Tp−Ts) 0 <UL,s UL,s < 0

Qu = AcU∗L (Tp−T ∗) 0 <U∗L

The solar collector model has been implemented for radiative-convective cooling applications in different ways in the
literature. For example [6] and [9] use the ambient temperature while [13] use the adiabatic temperature. When applying a
model, it is important to understand how radiation is accounted for and what thermal sink temperature has been defined.

4 Finite difference model
A two dimensional finite difference model of the radiative-convective panel solves the combined heat transfer problem

numerically. This model is implemented here for validation of the analytical models because, with an adequately discretized
grid, there are no assumptions made about the temperature distribution as is required in the analytical model (see Section 2).
Thus this model is the accurate baseline against which the others are compared. The model is described in [7]. In that paper,
a cloudiness factor fcloud quantified the fraction of the sky covered by clouds. For the purpose of the model validation here,
it was assumed that skies were clear (cloudiness fraction equal to zero). Because the numerical model accuracy depends on
the number of nodes used to model the panel, first a test is completed to determine what node density would be accurate
enough for a range of radiator sizes and designs. The panel geometries, flow rates tested are shown in Table 2 and represent
a range of designs from large installations to small, roof-mounted cooling systems.

Table 2: Geometry and wind speed conditions tested along with fin efficiency for designs # 1 to 17. (F , FR, and εHX are
calculated using adiabatic temperature as reference temperature.)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

L m 100 200 200 200 200 2 5 5 5 100 200 200 200 2 5 5 5

W m 0.2 0.2 0.2 0.1 0.2 0.1 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.2 0.2 0.2

th mm 2 2 2 0.2 2 2 2 2 2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2

ṁ kg/s 2.25 2.25 4.5 4.5 1 0.03 0.01 0.03 0.03 2.25 2.25 4.5 1 0.03 0.01 0.03 0.03

D cm 2 2 2 2 2 1.59 1.59 1.59 1.59 2 2 2 2 1.59 1.59 1.59 1.59

u m/s 3.1 3.1 3.1 3.1 3.1 1.5 1.5 1.5 6 3.1 3.1 3.1 3.1 1.5 1.5 1.5 6

n - 50 50 50 50 50 12 12 12 12 50 50 50 50 12 12 12 12

FR - 0.47 0.29 0.47 0.60 0.13 0.73 0.24 0.46 0.29 0.38 0.26 0.38 0.13 0.66 0.22 0.37 0.23

F - 0.92 0.92 0.92 0.84 0.92 0.98 0.93 0.93 0.86 0.57 0.57 0.57 0.57 0.84 0.59 0.59 0.44

εHX - 0.77 0.95 0.78 0.54 0.99 0.21 0.93 0.59 0.74 0.62 0.86 0.63 0.97 0.19 0.86 0.48 0.60

Table 3 documents the ambient conditions, materials, and convection assumptions that are used to demonstrate the
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radiator models in this section. These ambient conditions are typical of those in the analysis of [7] in the desert region of
Daggett, California, USA.

Table 3: Conditions and assumptions made for comparison of radiator models

Symbol Value for model testing

Ambient dry bulb temperature [K] Ta 299.3

Effective sky temperature [K] Ts 280.9

Wind direction - Across width W

Inlet water temperature [K] Tin 319.3

Plate emissivity, top ε 0.95

Plate emissivity, bottom εb 0.07

Ground emissivity εg 0.9

Convection coefficient, top [W/m2-K ] hc,t Correlation for turbulent flow per [18]

Convection coefficient, bottom [W/m2-K ] hc,b Correlation for heated plate

Conductivity of plate [W/m-K ] − 235

Each of the 17 designs are modeled with different node layouts from two to 20 in the fin direction (x) and five to 200
in the flow direction (y). The percent error is calculated for each design and node layout relative to the highest density grid
(x=20, y=200) model.

The density of the baseline model (20 nodes in fin direction and 200 in flow direction) was selected because the heat
transfer from a radiator converged within ±0.2% at or below this density for all designs; in other words this was more nodes
than necessary. The error in the varying node layouts for the 17 different designs was examined and a model with ten nodes
in the fin direction and 20 in the flow direction was within 0.2% error for all of the designs. The 10 x 20 node model was
chosen as the minimum grid density for the numerical model.

5 Results
This section compares the analytical model using sky temperature reference and the analytical model using adiabatic

temperature reference to the finite differences model. To illustrate the use of these models under a range of operating con-
ditions and panel designs, the results are illustrated in three ways: 1) for a low-temperature cooling application for building
comfort cooling over the course of one night, 2) for a high temperature operating condition with different panel designs, fluid
flow rates, and wind speeds, and 3) for a high temperature application under practical annual operating conditions.

5.1 Low temperature application
Erell and Etzion [8] tested radiator designs for nighttime comfort cooling in Israel. In this section their radiator di-

mensions and test conditions are used to test the heat transfer model of the radiator in a typical low-temperature application
representative of comfort cooling for buildings. Erell and Etzion used a commercial solar collector with the convection cover
removed. The key dimensions are provided in Table 4. The panel is assumed to be perfectly insulated so that no heat transfers
from the back; initial testing with variable insulation thicknesses showed that this assumption was reasonable. The average
heat transfer coefficient was determined from the turbulent Sartori correlation [18]. Because the panel is relatively square
and the wind speed is low, the impact of the wind direction on characteristic length and associated heat transfer coefficient
impact were not important in the overall performance. The numerical model was implemented using 30 elements in the flow
direction and 30 elements in the fin direction. The strength of free convection from the top of the panel was considered but
in all cases was small relative to forced convection. The internal convection coefficient within the riser tubes was determined
from standard correlations and was laminar.
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Table 4: Physical characteristics of Lordan LSC-F described by [8]

Construction Metal ‘leaves’ attached to tubes

Materials Copper tubes, stainless steel absorber plate

Size 2.18 m x 1.27 m (2.77 m2)

Number of tubes n 12

Tube length L 2.0

Tube diameter D 1.59 cm (5/8 inch)

Tube spacing W 10 cm

Bottom insulation 25 mm polyurethane foam with reflective aluminum foil

Wind speed u 1.5 m/s

Top emissivity ε 0.85

Total mass flow rate ṁ 0.032 kg/s

Thickness of ’leaves’ th 0.5 mm

The percent difference in heat transfer for the analytical models compared to the numerical models was always ± 2.0%.
(They also compared reasonably well to the experimental measurements of Erell and Etzion but given the inherent uncertainty
in the convection coefficients (±20%), a direct comparison of measurements and model is not helpful for validation of the
models). Since the three models agree well, the choice of model is not important in this case. But this represents a limited
range of operating conditions and only tests one specific panel design. The following sections consider more general cases
and higher temperature applications.

5.2 Different radiator designs operating in high temperature application
Using a set of different radiator designs that represent a range of panel efficiencies within the plausible realm, a set of

basic assumptions were employed for comparing the models under a high temperature application. The radiator designs and
conditions used are from Tables 2 and 3.

The results of the model comparisons (analytical vs numerical) are shown in Figure 3. The mean percent error from the
analytical model referencing the adiabatic temperature to the numerical model using 20 nodes in the flow direction and 10 in
the fin direction is -0.2% (minimum -0.5%, maximum 0.2%); these two models agree. The analytical model referencing the
sky temperature has error up to 20%.

Figure 4 shows that the error in the sky temperature model is related to the collector heat removal factor FR .
Percent error is correlated to FR because the analytical model assumes that the fin efficiency and collector efficiency are

constant over the panel’s flow direction as its temperature decreases. In fact the fin efficiency varies over the flow direction
and as the temperature drop of the panel increases (decreasing FR and increasing εHX ), the impact of this assumption is more
significant. This error can be avoided by stringing multiple smaller models in series or by using the adiabatic temperature
reference. In the analytical model referencing the adiabatic temperature, the overall loss coefficient, and therefore fin effi-
ciency and collector efficiency, are only weakly dependent on the plate temperature (via the natural convection coefficient
and linearized radiation coefficient).

5.3 Annual simulations of one radiator operating in high temperature application
Because different operating conditions exist with varying inlet temperature and ambient conditions, annual simulations

are completed to observe the full range of conditions. The annual simulation is for the high temperature application of heat
rejection for a concentrating solar power plant. Using the heat rejection requirements and condensing temperatures from an
air-cooled concentrating solar power plant, the stored cold water from the radiator system is used in a condenser to reject
heat. The system design and calculations are documented in Dyreson and Miller. First, the system (solar collectors, power
block, condenser, and cold storage) is modeled along with the finite differences model of the radiator. To determine the
differences between the numerical and the two analytical models, the radiator operation is then isolated from the cold storage
by taking the radiator inlet temperatures from the system simulation as fixed. The hourly annual inlet temperatures to the
radiator were inputs to the analytical models under the concurrent ambient conditions (the actual effects of returning water
temperature on cold storage are not fed back into the analytical models).
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numerical model is always within ± 1% of the analytical model using the adiabatic temperature reference, while the sky
temperature model can be off by as much as 20% depending on the geometry of the panel.
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Fig. 4: For 17 different radiator designs, the error in the heat transfer compared to the numerical model is plotted against the
ratio FR.

As described in Dyreson and Miller, there are 50 channels with D= 2 cm, th=2 mm, and W=0.1 m to give a 5 m wide
panel. The length in this case is 200 m (actually split into multiple sections but because the axial conduction is not significant,
can be modeled as one continuous length). The mass flow rate is 4.5 kg/sec, divided evenly between the 50 channels.

The annual results echo those of Section 5.2: the numerical and adiabatic temperature analytical models agree well. The
sky temperature analytical model varies with FR (Figure 5). Again when the FR is low (reflecting large temperature drop over
the radiator), the sky temperature analytical model error is high.

6 Conclusion
Radiative-convective cooling is a promising passive cooling technology, especially in desert environments. It can be

used for both building cooling and industrial uses such as power plant cooling. Modeling the passive cooling technology
is a fundamental part of the larger models integrating system components, but there is not agreement on proper methods.
This paper documents an alternative version of the original Duffie and Beckman analytical solar collector model adapted for
cooling applications, first suggested by Ito and Miura in 1989, for modeling uncovered, non-selective passive cooling panels.
A numerical model has been used for comparison and shows excellent agreement with the adiabatic reference temperature
analytical model. Because the Ito and Miura model offers computational speed, accuracy, and stability, it is recommended for
radiative-convective cooling from uncovered black surfaces. A program to implement adiabatic analytical model is available
(see [19]).
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Fig. 5: The three different models were tested for a one radiator design in an hourly annual simulation. Treating the numerical
model as the baseline, the analytical model using the adiabatic temperature reference is always within ± 0.2% except when
wind speed is zero and the differences in free convection models result in differences of about 1%. The percent error in the
analytical model with reference to the sky temperature is up to 15%. Note that there are two operation conditions for the
radiator system (taking inlet water from cold storage or warmer storage), making the error vs. FR plot appear separated into
two regions.
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