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ABSTRACT

A model is developed for the monthly distribution of hourly
ambient temperature using long-term measurements for 9 U.S. loca-
tions, and a degree~day model is derived from the temperature dis-
tribution model. Additional relationships are provided which allow
the degree-day and distribution models to be used with only monthly-
average daily ambient temperature as input. If“the monthly-average
daily solar radiation is available, the models can be used to esti-
mate bin data or degree-days for individual hours of the day, and
the monthly-average ambient temperature for an hour or a portion of
the day can be estimated. The models are tested by comparing meas-
ured and estimated bin data and degree-days for 17 locations.

A model is presented for the bivariate distribution of sol-air
temperature and ambient temperature. Two dimensional sol-air
temperature/ambient temperature bin data estimated with the model
are compared with bin data compiled from the long-term hourly meas-
urements for 9 locations. The sol-air degree-day concept is intro-
duced, and models are developed for the estimation of heating and

cooling sol-air degree-days. The only input required to use the
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sol-air temperature models are the monthly-average daily values of
ambient temperature and solar radiation.

Distribution models are also developed for relative humidity
and wet-bulb temperature. The estimation of two-dimensional dry-bulb
temperature/humidity ratio bin data is described for a bivariate dis-
tribution function based on the distribution models for either dry-
bulb (ambient) temperature and relative humidity or wet-bulb temper-
ature and relative humidity. Bin data estimated with each of these
bivariate distribution methods are compared to bin data compiled from
hourly data, and applications are presented. Additional relationships
are developed which allow these distribution functions to be used
with monthly-average daily ambient temperature and solar radiation as
input.

A correction for the effect of building thermal capacitance on
the heating and cooling loads for a building is derived from an
analytic solution for the temperature response of a lumped capaci-
tance building. The correction procedure is a function of distribu-
tion models for solar radiation and ambient temperature. The sol-air
degree-day models and the capacitance correction models are combined
and the loads estimated with this combination are compared to loads

obtained with detailed simulation methods.

APPROVED: //;// / \
Sanford A. Klein, Advisor 7 z%,//%/
7 /’/

iii Date ////;Jf




ACKNOWLEDGMENTS

The research described in this thesis is the result of an evolu-
tionary process. Each new topic represents a step in a progression
whose direction was highly dependent on the results of the previous
steps. Consequently, I was often unsure of what I would be research-
ing a few months down the road. My academic advisors, Professors
Sanford A. Klein and William A. Beckman, were a continual source of
encouragement and direction, and much of what was accomplished is a
result of their perseverence. More than once they convinced me to
do something I knew could not be done; occasionally I was right., I
am particularly indebted to Professor Klein for all of his time,
effort and helpful suggestions.

Although he was not one of my official advisors, Professor
John W. Mitchell was a constant source of ideas and enthusiasm. His
interest in my work was a strong motivating factor, and I would like
to thank him for all he has done. I would like to thank Professor
John A, Duffie for his encouragement and for all of the help he has
given me over the past few years, and I would also like to thank
Shirley Quamme for all of her hard work.

My fellow graduate students have been a much appreciated source
of ideas, encouragement and amusement. Thanks to Jim and Mark for
their thoughts, their friendship and for helping me maintain a proper

perspective. I would also like to thank my former office mate Mike

iv



for making life as a graduate student more interesting.

To Jackie, who was probably aware of my destiny as a graduate
student before I was, I give my love and appreciation for all of her
help and for all she has endured. Her encouragement and her help
have been important factors in making my career as a student a pro-
ductive one. I would also like to thank my parents for getting me
started on the right track so long ago.

Finally, I would like to express my appreciation to all of the
people who were responsible for financing this research. I would
like to thank the taxpayers, who were ultimately responsible for a
grant from the Department of Energy. I would also like to thank the
General Motors Corporation for support through their fellowship
program and the American Society of Heating, Refrigerating and Air

Conditioning Engineers for a grant-in-aid in support of my research.



TABLE OF CONTENTS

LIST OF FIGURES
LIST OF TABLES
NOMENCLATURE
CHAPTER 1. INTRODUCTION
1.1 Objectives
1.2 Organization
CHAPTER 2. BUILDING HEATING AND COOLING LOADS

2.1 Weather Variables Influencing Heat Losses and
Gains

1 Ambient Temperature
2 Solar Radiation

.3 Air Moisture Content
4 Wind Speed

2.2 Weather Statistics for the Estimation of Heating
and Cooling Loads

2.2.1 Basic Types of Statistics

2.2.2 Simplifications in the Use of Weather
Statistics

2.2.3 Practical Considerations

2.3 Measures of Error and Correlation

2.3.1 Errors and Uncertainties
2.3.2 Correlation of Variables

2.4 Model Development and Fitting

2.4.1 Model Development
2.4.2 Model Fitting

CHAPTER 3. AMBIENT TEMPERATURE DISTRIBUTION MODELS AND
STATISTICS

3.1 Literature Review

vi

Page
xi
xvi

xvii

18

32

36

39

39



TABLE OF

3.2

3.3

304

3.5

CONTENTS (continued)

3.1.1 Ambient Temperature Distribution Models
3.1.2 Degree-Day Models

A Distribution Function Model for Ambient
Temperature

Long-Term Temperature Data

Model Development

Relationships for the Mean and Standard
Deviation

3.2
3.2.
3.2

w N =

Applications for the Ambient Temperature
Distribution Functions

3.3.1 Estimation Techniques
3.3.2 Comparisons with Measured Data

A Distribution Model for Degree-Days
3.4.1 Model Development
3.4.2 Comparison of Measured and Estimated

Degree-Days

Summary

CHAPTER 4. SOL-ATIR TEMPERATURE STATISTICS

4.1

4.2

4.3

Literature Review

A Bivariate Distribution Model for Sol-Air and
Ambient Temperatures

4.2.1 Interrelationship of Solar Radiation and

Ambient Temperature

4,2.2 A Model for Sol-Air Temperature/Ambient
Temperature Bin Data

4.2.3 Comparison of Measured and Estimated
Bin Data

Sol-Air Heating and Cooling Degree-Days

4.3.1 Models for an Individual Surface
4.3.2 Extension of the Models to Multiple Surfaces
4.3.3 Sol-Air Heating Degree-Days for No-Storage

Solar Systems

vii

Page

47

60

75

93

95

95

97

127



TABLE OF CONTENTS (continued) Page

4.3.4 Ventilation Sol-Air Cooling Degree-Days
4.3.5 Comparisons with Measured Data

4.4 Summary 152
CHAPTER 5. AMBIENT HUMIDITY STATISTICS 155
5.1 Literature Review 155
5.2 The Distribution of Humidity Ratio 156
5.3 A Distribution Model for Relative Humidity 160
5.3.1 Model Development
5.3.2 Relationships for Monthly-Average Relative
Humidity
5.4 A Distribution Function for Wet-Bulb Temperature 173

5.4.1 Model Development
5.4.2 Relationships for the Mean and Variance of
Wet-Bulb Temperature

5.5 The Estimation of Dry-Bulb Temperature/Humidity
Ratio Bin Data 183

5.5.1 The Use of Single-Variable Distribution
Models

5.5.2 Dry-Bulb Temperature and Relative Humidity
Distribution Pair

5.5.3 Wet-Bulb Temperature and Relative Humidity
Distribution Pair

5.5.4 Comparison of Measured and Estimated Bin

Data
5.6 Summary 209
CHAPTER 6. A CORRECTION PROCEDURE FOR BUILDING THERMAL
CAPACITANCE EFFECTS 215
6.1 Literature Review . 215

6.2 An Analysis of Building Thermal Energy Storage on a
Diurnal Basis 218

viii



TABLE OF CONTENTS (continued) Page

6.2.1 Building Capacitance and Excess Gains

and Losses

2.2 Building Response

.2.3 Patterns of Variation for Ambient
Temperature and Solar Radiation

6.3 Heating Load Correction Factor 226

6.3.1 Excess Daytime Gains
6.3.2 Additional Nighttime Losses

6.4 Cooling Load Correction Factor 244
6.4.1 Excess Nighttime Losses
6.4.2 Additional Daytime Gains
6.5 Summary 255
CHAPTER 7. EXAMPLES OF THE USE OF WEATHER STATISTICS FOR
LOAD ESTIMATION ©257
7.1 Ambient Temperature Bin Data 257

7.1.1 Heat Pump Performance Calculations
7.1.2 Performance Predictions for Measured and
Estimated Bin Data

7.2 Sol-Air Temperature/Ambient Temperature Bin Data 262
7.2.1 Solar-Source Heat Pump Performance
7.2.2 Solar-Source Heat Pump Performance Results

7.3 Sol-Air Heating and Cooling Degree-Days 270

7.3.1 A Description of the Design Procedure and
Simulation Models for Building Loads
Estimation

7.3.2 Comparison of TRNSYS and Design Method Loads

7.4 Humidity Ratio/Dry-Bulb Temperature Bin Data 279
7.4.1 A Design Procedure for Residential Air
Conditioner Performance

7.4.2 Air Conditioner Performance Using Measured
and Estimated Bin Data

ix



TABLE OF CONTENTS (continued) Page

7.5 Summary 287

CHAPTER 8. CONCLUDING REMARKS AND RECOMMENDATIONS 291
8.1 Improvements in the Statistics Available for the

Estimation of Loads 291

8.2 Simplified Estimation Models 293

8.3 Directions for Further Study 295

APPENDIX A RELATIONSHIPS FOR SATURATION HUMIDITY RATIO 297

APPENDIX B COMPUTER PROGRAM LISTINGS 299

REFERENCES 333



Figure

2.1

2.2

2.3

3.1

3.2

3.3

3.4

3.5

3.6

3.7

3.8

3.9

3.10

4.1

LIST OF FIGURES

Energy Balance for Outer Surface of a Wall

Typical Probability Density Function for Ambient
Temperature

Typical Cumulative Distribution for Ambient
Temperature

Ambient Temperature Cumulative Distributions for
9 U.S. Locations

Standardized Diurnal Variation of Monthly-Average
Ambient Temperature

Relationship Between the Peak-to-Peak Amplitude of
the Diurnal Variation of Monthly-Average Ambient
Temperature and Monthly-Average Clearness Index

Relationship Between the Standard Deviation of
Monthly-Average Ambient Temperature and Monthly-
Average Ambient Temperature

Measured and Estimated Ambient Temperature Bin
Data for 9 SOLMET Locations

Measured and Estimated Ambient Temperature Bin
Data for 8 Air Force Locations

Measured Annual Heating Degree-Days and Bias
Errors for Degree-Days Estimated on a Daily Basis

Measured Annual Heating Degree-Days and Bias Errors
for Degree-Days Estimated on an Hourly Basis

Measured Annual Cooling Degree-Days and Bias Errors
for Degree-Days Estimated on a Daily Basis

Measured Annual Cooling Degree-Days and Bias Errors
for Degree-Days Estimated on an Hourly Basis

Two-Dimensional Grid for Sol-Air Temperature/Ambient

Temperature Bin Data

xi

23

50

57

58

61

65

71

80

84

87

90

104



LIST OF FIGURES (continued)

Figure

4,2

4.3

4.4

4.5

4.6

4.7

4.8

5.1

5.2

5.3

5.4

5.5

Relationship Between the Sol-Air Temperature
Difference and the Hourly Clearness Index

Diurnal Variation of the Monthly-Average Hourly
Clearness Index as a Function of Time of Year

Estimated and Measured Sol-Air Temperature/Ambient
Temperature Bin Data

Measured and Estimated Sol-Air Heating Degree-Days
for Different Surface Orientations with Constant
Heat Transfer Coefficients

Measured and Estimated Sol-Air Cooling Degree-Days
for Different Surface Orientations with Constant
Heat Transfer Coefficients

Measured Sol-Air Heating Degree-Days for Variable
Heat Transfer Coefficients and Estimated Values
for Constant Heat Transfer Coefficients

Measured Sol-Air Cooling Degree-Days for Variable
Heat Transfer Coefficients and Estimated Values for
Constant Heat Transfer Coefficients

Contour Plot of Humidity Ratio/Dry-Bulb Temperature
Bin Data

Relative Humidity Probability Density Curves for
Nominal Values of Monthly-Average Hourly Relative
Humidity

Relative Humidity Cumulative Distribution Curves

for Nominal Values of Monthly-Average Hourly Relative

Humidity

Probability Density Function Model for Relative
Humidity

Cunulative Distribution Function Model and Measured
Data Curves for Relative Humidity

xii

Page

109

114

117

141

145

149

152

158

162

163

166

167



LIST OF FIGURES (continued)

Figure

5.6

5.7

5.8

5.9

5.10

5.11

5.12

5.13

5.14

5.15

5.16

5.17

5.18

Comparison of SOLMET and Local Climatological Data
Monthly-Average Daily Relative Humidity Values

Comparison of Measured and Estimated Monthly—-Average

Daily Relative Humidity

Standardized Diurnal Variation of Monthly-Average
Hourly Relative Humidity for 9 U.S. Locations

Estimated and Measured Values of the Peak-to-Peak
Amplitude for the Diurnal Variation of Monthly-
Average Hourly Relative Humidity

Probability Density Function Model and Measured
Curves for Wet—-Bulb Temperature

Measured and Estimated Values of Monthly-Average
Daily Wet-Bulb Temperature for 9 U.S. Locations

Measured and Estimated Values of Standard Devia-
tion for Wet-Bulb Temperature

Standardized Diurnal Variation of Monthly-Average
Hourly Wet-Bulb Temperature for 9 U.S. Locations

Estimated and Measured Peak-to-Peak Amplitudes
for the Diurnal Variation of Monthly-Average Wet-
Bulb Temperature

A Two-Dimensional Humidity Ratio/Dry-Bulb
Temperature Bin

Two-Dimensional Relative Humidity/Wet-Bulb
Temperature Bins

Measured and Estimated Annual Dry-Bulb
Temperature/Humidity Ratio Bin Data

Comparison of Humidity-Hours for Measured Bin
Data with Humidity-Hours for Bin Data Estimated
with the Distribution Functions for Dry-Bulb
Temperature and Relative Humidity

xiii

171

172

174

176

180

182

184

185

192

195

197

211



LIST OF FIGURES (continued)

Figure
5.19

5.20

6.1

6.2

6.3

6.4

6.5

7.1

7.2

7.3

7.4

Comparison of Humidity-Hours for Measured Bin
Data with Humidity-Hours for Bin Data Estimated
with the Distribution Functions for Wet-Bulb
Temperature and Relative Humidity

Comparison of Humidity-Hours for Measured Bin
Data with Humidity-Hours for Bin Data Estimated
with the Distribution Function for Dry-Bulb
Temperature and with Relative Humidity Constant
at the Monthly-Average Daily Value

Variable Excess Gain Rate and Constant Excess
Gain Rate Having the Same Daily Total Excess
Gains

Building Temperature Response to a Constant
Daytime Excess Gain Rate

Nighttime Building Cool-Down Following Storage
of Excess Gains

Nighttime Building Cool-Down Following Daytime
Cooling Load

Daytime Warm-Up of Building Following Nighttime
Cool-Down

Performance of an Air-to-Air Heat Pump with
Measured and Estimated Ambient Temperature Bin
Data for 6 SOLMET Locations

Performance of an Air-to-Air Heat Pump with
Measured and Estimated Ambient Temperature Bin
Data for 12 Air Force Locations

Performance Comparisons for a Solar-Source Heat
Pump at 6 SOLMET Locations

Performance Comparisons for a Solar-Source Heat

Pump at 6 SOLMET Locations Using Alternate Bin
Data Estimation Procedures

xiv

212

213

229

230

240

245

252

261

263

266

269



LIST OF FIGURES (continued)

Figure

7.5

7.6

7.7

7.8

7.9

7.10

7.11

Monthly and Annual Heating Loads for TRNSYS and
the Design Method for 5 U.S. Locations

Monthly and Annual Cooling Loads for TRNSYS and
the Design Method for 5 U.S. Locations

The Effect of Building Capacitance on Heating
Loads as Predicted by TRNSYS and the Design
Method

The Effect of Building Capacitance on Cooling
Loads as Predicted by TRNSYS and the Design
Method

Air Conditioner Coil Loads for Measured Bin Data
and for Bin Data Estimated with the Distribution
Functions for Dry-Bulb Temperature and Relative
Humidity

Air Conditioner Coil Loads for Measured Bin Data
and for Bin Data Estimated with the Distribution
Functions for Wet-Bulb Temperature and Relative

Humidity

Air Conditioner Coil Loads for Measured Bin Data
and for Bin Data Estimated with the Distribution
Function for Dry-Bulb Temperature and with
Relative Humidity Constant at the Monthly-Average
Daily Value

275

277

278

284

285

286



Table

4.1

5.1

5.2

5.3

6.1

6.2

7.1

LIST OF TABLES

Cross—Correlation Coefficients for Variations of
Hourly Ambient Temperature and Hourly Clearness
Index from Their Monthly Average Hourly Values

Cross—Correlation Coefficients for Variations of
Hourly Dry-Bulb Temperature and Relative Humidity
from Their Monthly-Average Values

Cross-Correlation Coefficients for Variations of
Hourly Wet-Bulb Temperature and Relative Humidity
from Their Monthly-Average Values

Monthly and Annual Bias and RMS Errors for
Humidity-Hours Calculated from Estimated Dry-
Bulb Temperature/Humidity Ratio Bin Data

Autocorrelation Coefficients for Hourly Ambient
Temperature for a Lag of 24 Hours

Autocorrelation Coefficients for Hourly Clear-
ness Index for a Lag of 24 Hours

Monthly and Annual Bias and RMS Errors for Air

Conditioner Coil Loads Calculated Using Estimated
Humidity Ratio/Dry-Bulb Temperature Bin Data

Xvi

99

188

189

210

224

225

288



NOMENCLATURE

Additional nomenclature is defined locally as needed.

cop

DA

DB

SCV

SH

cool

Ground reflectance for solar radiation

Peak-to-peak amplitude of the diurnal variation of
monthly-average hourly ambient temperature [°C]

Peak~-to-peak amplitude of the diurnal variation of
monthly~average hourly relative humidity

Solar collector area [m2]
. 2
Glazing area [m”]

Peak-to-peak amplitude of the diurnal variation of
monthly-average hourly wet-bulb temperature [°C]

Coefficient of performance
The summation of all positive differences between the
observed value and a base (constant) value for a

variable

The summation of all positive differences between a
base value and the observed values for a variable

Cooling degree-days for a month [°C-days]

Ventilation cooling degree-days for a month [°C-days]
Heating degree-days for a single day [°C-days]

Heating degree-days for a month [°C-days]

Monthly sol-air cooling degree-days [°C-days]

Monthly sol-air ventilation cooling degree-days [°C-days]
Monthly sol-air heating degree-days [°C-days]

Change in internal energy for a building during a
period of excess losses [MJ]

xvii



NOMENCLATURE (continued)

Edel

E
eg

Eeg

E__.
gain

[esll

int

Eloss

trie

EStO]:'

m.

FBW

FNP

Energy delivery rate of a heat pump [KW]

Rate of excess gains for a building [KW]

Total excess gains for daytime period [MJ]
Additional daytime building gains due to a decrease
in the interior temperature during the nighttime
period [MJ]

Rate of internal heat generation [KW]

Additional nighttime building losses due to an increase
in interior temperature during the daytime period [MJ]

Rate of solar gains for a building [KW]

Energy storage by a building during a period of
excess gains [MJ]

Work input rate to a heat pump [KW]

Fraction of heat pump energy delivery which is work
input to the heat pump

Fraction of heat pump energy delivery which is non-
purchased (extracted from ambient sources)

Solar collector heat removal factor
View factor from a surface to the ground

Nondimensional temperature scale variable defined by
Equation (3-3)

Nondimensional temperature scale variable defined by
Equation (3-19)

Outside surface combined radiaEive and convective
heat transfer coefficient [W/m“-°C]

Daily total (beam + diEfuse) solar radiation on a
horizontal plane [MJ/m“-day]

xviii



NOMENCLATURE (continued)

Hp

PLF

P(Y)

Qa1

Daily,total solar radiation on an inclined surface
[MJ/m"-day]

Hourly total solar radiation on a horizontal plane
[KJ/m”~hour]

Critical solar radiation level for an hour [KJ/mZ—hour]
Hourly diffuse solar radiation [KJ/mz-hOUr]
Hourly extraterrestrial solar radiation [KJ/mZ—hour]

Solar radiation incident on a tilted surface over the
period of an hour [KJ/mz-hour]

The ratio of the hourly total solar radiation to the
hourly extraterrestrial solar radiation for a hori-

zontal surface

The ratio of the daily total solar radiation to the

daily extraterrestrial solar radiation for a hori-

zontal surface

Nondimensional degree-day variable defined in
Equation (3-2)

Mass flow rate of air [kg/s]

Mass flow rate-~specific heat product (capacitance rate)
[w/°cC]

"Effective" building thermal capacitance [MJ/°C]
Number of data values or bins

Number of days in a month

Ratio of the instantaneous load for a building to the
steady-state capacity of the conditioning equipment
(part load fraction)

Probability density function (PDF) for the variable Y

Heat flux at the outside surface of a wall [W/mz]

xix



NOMENCLATURE (continued)

Q(Y)

a,tl-t2

a,T1-T2

Cumulative distribution function (CDF) for the
variable Y

Ratio of the beam radiation intensity on an inclined
surface to that on a horizontal surface

Relative humidity
View factor from a surface to the sky
Time [hours]

Periodic time of day defined by Equation (3-10)
[radians]

Temperature [°C]
Daily average dry-bulb (ambient) temperature [°C]

Ambient temperature for an individual hour of the
day [°C]

Average ambient temperature for the daytime period

[°cl

Average ambient temperature for the nighttime period

[°cl

Monthly-average ambient temperature for the hours of
the day between t; and t, [°C]

Average value of the ambient temperatures between
T; and T, for the period of a month [°c]

Base temperature [°C]

Equilibrium temperature for a building [°C]
Thermostat setting (heating or cooling)[°C]
Heating thermostat setpoing [°C]

Cooling thermostat setpoint [°C]

Sol-air temperature for a surface [°C]

XX



NOMENCLATURE (continued)
Twall Outside wall surface temperature [°C]
wa Wet-bulb temperature [°C]

UA or (UA) Building conductance between inside and outside air
temperatures [W/°C]

Uy Solar collector heat loss coefficient [W/m2-°C]

W Humidity-hours for a month[Kg water-hours/Kg dry air]

a Solar absorptance

B Tilt of a surface from horizontal [degrees]

Y Hour angle of the sun [radians]

Ys Sunset hour angle [radians]

Atchg Charging time interval for a building [hours]

Aty Length of daytime period [hours]

Atdchg Discharging time interval for a building [hours]

At Length of nighttime period [hours]

ATa Difference between the average ambient temperature for
the daytime and nighttime periods [°C]

ATeq Difference between the equilibrium temperature for a

B building and the thermostat setting [°C]

ATf Change in the interior temperature of a building during
a period when the interior temperature is allowed to
float [°C]

ATset Difference between the cooling and heating thermostat
setpoints [°C]

px(j) Autocorrelation coefficient for deviations of the
variable x from its average value for a lag of j hours

Py Cross-correlation coefficient between deviations of the

variables x and y from their average values

xxi



NOMENCLATURE (continued)

g

Oub

yr

(ta)

(ta) c

< |

Subscripts
d

f

h

i and j
max

min

Standard deviation of a wvariable

Standard deviation of hourly ambient temperatures
for a month [°C]

Standard deviation of the monthly-average ambient
temperatures for a particular month of the year [°C]

Standard deviation of hourly wet-bulb temperatures
for a month [°C]

Standard deviation of the 12 long-term values of
monthly-average ambient temperature for a year [°C]

Thermal time constant for a building [hours]

Transmittance—-absorptance product for glazing-room
system

Transmittance—-absorptance product for a solar
collector

Hourly utilizability for solar radiation
Daily utilizability for solar radiation
Humidity ratio [Kg water/Kg dry air]

Saturation humidity ratio [Kg water/Kg dry air]

Daytime

Floating

Hourly

Individual surfaces or data values
Maximum value of occurrence
Minimum value of occurrence

Nighttime

xxii



NOMENCLATURE (continued)

o Overall

An overbar indicates a monthly-average value for a variable.

A hat indicates either 1. An average over several hours for an
indiviudal day or 2. The estimated value of a variable.

xxiii






CHAPTER 1

1. INTRODUCTION

1.1 Objectives

One of the primary functions of a building is to shield the
occupants from the surrounding environment. The shell of the
building protects against unwanted solar radiation, precipitation
and winds, and it allows the temperature and humidity of the air
contained inside the building to be controlled within the bounds
required for human comfort. Heat and mass transfer occur across the
surfaces which make up the shell, and energy must be supplied to
maintain a difference between the desired conditions inside the
building and the ambient conditions.

The amount of energy which is required to heat and cool a
building depends on the climate, the size and design of the build-
ing, the interior conditions which are maintained and type of equip-
ment used. The climate, which refers to the weather patterns which
are normally observed at a location, represents a set of variables
influencing the heating and cooling loads for a building that cannot
be directly controlled. However, the climatic variables of interest,
such as dry-bulb temperature, solar radiation, air moisture content
and wind speed, can be measured and recorded. The relationship
between the load for a building and the ambient conditions is based

on physical laws governing the transport of mass and energy, making



it possible to simulate the building load for a given set of weather
data.

Historically, the most common use of building load models has
been for the estimation of design loads. The design load for a
building is the load which in theory is only exceeded a small per-
centage of the time (usually 2.5 or 5%) over the lifetime of the
building. The capacities of the heating and cooling equipment are
based on the heating and cooling design loads, although a margin of
safety is usually added to guarantee that the load can always be met.
ASHRAE (1981) has developed an extensive procedure for the estima-
tion of heating and cooling design loads, and design load weather
data are provided for a large number of locations in the United
States. Design heating and cooling loads have :traditionally been
calculated by hand.

More recently, there has been extensive research [ASHRAE (1981)]
into methods for the estimation of heating and cooling loads for the
entire heating and cooling seasons. The increasing cost of the
energy required to heat and cool buildings and the decreasing cost
of computers are largely responsible for this trend. The calcula-
tion of the building load over an extended period of time is more
computationally intensive than the estimation of a design load. It
also is no longer appropriate to multiply the calculated load by a
safety factor, since the primary interest in estimating seasonal
loads is the determination of optimum levels of insulation, compar-

ing alternate building designs, and other purposes which depend on



accurate load estimates.

Building load models for the estimation of seasonal (or shorter
time periods) loads can be categorized into simulation methods and
design methods. Simulation methods, of which DOE-2 [DOE-2 (1980)],
BLAST (BLAST (1979)] and TRNSYS [Klein (1981)], are examples, model.
the time variation of the heat flows and temperatures associated
with the building and conditioning equipment. The weather variables
which affect the load or equipment performance must be known for
each time step in the simulation, which is generally an hour or less
in size. Simulation methods allow great flexibility in modeling,
and they have the potential for providing an extremely detailed
representation of the building and equipment. Because of this level
of detail, it is possible to simulate the loads for complex systems
with high accuracy.

The drawbacks to the use of simulation methods are directly re-
lated to the complexity of the methods. A large number of equations
are usually solved for each time step in the simulation, resulting in
computer programs which are large in size and which require a rela-
tively fast computer in order to be practical. The inputs used to
describe the building and the equipment are usually large in number
and there is often a need for training (or extensive practicing) be-
fore a user can successfully model a building. The need for hourly
weather data which are representative of long-term average condi-
tions also creates a problem, since single year data sets designed

to represent the long-term distributions of the variables involved



are only available for a small number of locations.

The alternative to simulation methods is what are referred to as
design methods. Design methods vary widely in complexity, but they
all share the trait that the time variations in the temperatures
and heat flows are not modeled on a short time basis. Most design
methods provide load estimates on a month-by-month basis. The
weather data used in the estimation of loads and equipment perfor-
mance range from multi-dimensional bin data to single measure sta-
tistics like degree-days. Design methods generally require much less
computational effort than simulation methods, allowing their use on
small computers, programmable calculators and even by hand (includ-
ing graphical representations) in some instances. Design methods
also require less effort on the part of the user, since there are
fewer inputs to supply and less output to sort through. The weather
data input for most design methods range from monthly-averages for
the variables of interest to bin data. These inputs are available
for a large number of locations, allowing design methods to be
used for more locations than simulation methods.

The drawbacks commonly associated with design methods are limi-
tations on the types of buildings and conditioning equipment which
can be considered and the reduced accuracy which may result when the
method does not properly account for all of the weather variables or
building factors affecting the load. The underlying basis for design
methods, and therefore the source of the limitations, are the weather

statistics used in the calculations. The manner in which the build-



ing loads are modeled on a simplified basis defines the weather sta-
tistic required. If historical measurements or estimation proce-
dures are not available for the weather statistic needed for a
design procedure, the design procedure is of little value. There-
fore, any improvements in the flexibility and accuracy of design
methods for the estimation of building loads are dependent on the
development of more comprehensive weather statistics along with
accurate models for the estimation of these statistics.

The objectives of the research described in the chapters that
follow have been concerned with improving the weather statistics
available for the estimation of building heating and cooling loads
and the performance of the equipment used to condition buildings.
Simplified models are developed for the estimation of weather sta-
tistics commonly used in the estimation of building loads. These
simplified models are based on characterizations of the distribution
functions for the variables involved in each of the statistics, and
the only meteorological inputs required to use the models are monthly-
average values of weather variables which are readily available.
Additional models are developed for combined weather and building
property statistics. The dependence of building loads on the time
sequence of the weather and on the interaction between different
weather variables is also investigated, and models are developed to

correct for the effects of these factors.



1.2 Organization

The modeling of weather statistics for different meteorological
variables is similar in many respects for each of the variables.
Chapter 2 discusses the weather variables which affect the heating
and cooling load for a building and describes the physical mechan-
isms involved. An understanding of the relationship of building
loads to the weather is essential in deciding which variables to
consider and what type of statistical functions are required. A
description of the statistical models which are used in the chap-
ters that follow is provided along with definitions for the measures
of accuracy used to test the models developed. Assumptions which
are common to the weather statistics for all variables and a des-
cription of the modeling process are also included in Chapter 2.

Chapter 3 presents the distribution model developed for dry-
bulb (ambient) temperature and the degree-day models derived from
the temperature distribution model. Additional relationships are
provided for the estimation of the standard deviation of the monthly-
average temperature and the diurnal variation of the monthly-
average temperature. The distribution and degree-day models are
tested by comparing estimated bin data and degree-days to values
compiled from long-term hourly data for 9 U.S. locations.

Chapter 4 develops a model for the two-dimensional distribution
of sol-air temperature and ambient temperature and a model for sol-

air degree-days. The sol-air temperature concept allows the effects



of ambient temperature and solar radiation on building loads to be
combined into a single building-weather statistic. The distribution
and degree—day models are based on the ambient temperature dis-
tribution model developed in Chapter 3 and existing distribution
models for solar radiation. Estimated sol-air temperature/ambient
temperature bin data and sol-air degree-days are compared to values
compiled from long-term hourly data.

Distribution models for relative humidity and wet-bulb temper-
ature are presented in Chapter 5. Relationships are developed for
the estimation of the diurnal variation of monthly-average relative
humidity and wet-bulb temperature, the standard deviation of wet-bulb
temperature and the monthly-average values of relative humidity and
wet-bulb temperature. The estimation of two-dimensional humidity
ratio/dry-bulb temperature bin data using the distribution function
for relative humidity and either the distribution function for dry-
bulb temperature or the distribution function for wet-bulb temper-
ature is described. Two-dimensional bin data estimated with these
two procedures and with two simplified procedures are compared to
bin data compiled from hourly data.

Chapter 6 is a derivation of correction factors to account for
the effect of building thermal capacitance on heating and cooling
loads. The building mass is modeled as a lumped capacitance, and an
energy balance is used to determine the effect of energy storage by
the building on the building loads. The relationships developed for

the correction factors are based on existing functions for the dis-



tributions of solar radiation and ambient temperature.

Chapter 7 contains a number of applications for the weather
statistics modeled in the previous chapters. The performance of
an air-to-air heat pump is calculated using ambient temperature bin
data, and the performance of a solar-source heat pump is calculated
using sol-air temperature/ambient temperature bin data. The sol-
air degree-day models of Chapter 4 and the capacitance correction
models of Chapter 6 are combined to estimate the heating and cooling
loads for several different buildings, which are then compared to
the loads obtained using the simulation program TRNSYS. Finally,
humidity ratio/ambient (dry-bulb) temperature bin data are used to
calculate the sensible and latent loads on the evaporator for a
residential air conditioner. 1In all of the applications involving
bin data, results are presented for both estimated and measured bin
data.

Chapter 8 is a summary of what has been accomplished in the
research which is described in Chapters 3 through 7. The usefulness
and the limitations of the models presented are discussed, and re-
commended directions for further study in the field of building load

related weather statistics are given.



CHAPTER 2

2. BUILDING HEATING AND COOLING LOADS
2.1 Weather Variables Influencing Heat Losses and Gains
2.1.1 Ambient Temperature

Differences between the ambient temperature,l Ta’ and the
air temperature inside a building result in heat conduction through
the shell of the building. Although the steady-state rate of heat
loss or gain through the building shell by conduction is a simple
function of the magnitude of the temperature difference and the
thermal resistance of the shell, the ambient temperature is rarely
constant for any appreciable length of time. The heat transfer rate
is variable and steady state conditions are never reached. A change
in ambient temperature results in an immediate change in heat flux
at the outer surface of a wall, but there is a time lag before the
heat flux at the inner surface responds to the temperature change.

The difference in heat transfer rates at the inner and outer
surfaces of a structural member at a particular instant in time de-
pends on the thermal diffusivity of the material, the thickness of

the member, and the temperature history at both surfaces. A sheet

lThe term ambient temperature is used to refer to the dry-bulb
temperature, and the two will be used interchangeably. Dry-bulb
temperature is the preferred term when humidity variables are being
discussed.
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of window glass responds almost instantly to variations in ambient
temperature, while a thick masonry wall may have a time lag as large
as 12 hours [ASHRAE (1981)]. If the heat flux at the outer surface
of a wall fluctuates between positive and negative values within
a time period which is comparable in size (or smaller) to the time
lag for the wall, there will be some cancellation of heat flow
within the wall. The net heat transfer at each surface will be the
same over a long interval of time (a month, for example), but the
magnitude of the flux at the inner surface will be smaller on the
average than the magnitude at the outer surface and possibly only
in one direction. When the heat flux at the outer surface is.al—
ways in the same direction, the effect of a thermal time delay is to
smooth fluctuations in the heat transfer rate at the inner surface.

Infiltration is the flow of ambient air into a building through
openings in the shell. These openings include gaps where building
materials are joined together, imperfect seals on doors and windows,
and chimneys and other exhaust ducts. The inflow of ambient air
must be accompanied by the outflow of air at the inside air temper-
ature, resulting in the convective transport of energy. The infil-
tration rate is a function of the tightness of the structure and the
inside-outside pressure difference. Higher infiltration rates gener-
ally occur in the heating season due to higher wind speeds and the
use of inside air for combustion in the furnace (or fireplace). Con-
vective heat losses due to infiltration are often comparable in size

to conduction losses. Although there may be some heat transfer as
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air flows through gaps in building materials, the time lag for in-
filtration is generally negligible.

Ambient temperature also affects the rate of infrared radiative
heat loss or gain at the outer surfaces. The surface temperatures
of the ground, plants and surrounding buildings are strongly in-
fluenced by the ambient air temperature. Radiative exchange also
occurs with water vapor and carbon dioxide in the atmosphere. Al-
though air temperature is a function of height, effective sky temp-
eratures for long-wave radiation can be expressed as a function of
surface air temperature [Duffie and Beckman (1980)]. The effective
sky temperature is the equivalent blackbody temperature for the sky,
resulting in the same radiative heat transfer to the sky for a sky
emittance of 1 as that which actually occurs.

The performance of certain types of equipment used in the heat-
ing and cooling of buildings is a function of ambient temperature.
For example, the capacity and coefficient of performance for a vapor
compression heat pump with an outside air coil decrease with increas-
ing ambient temperature when used for cooling and decrease with de-

creasing ambient temperature when used for heating.

2.1.2 Solar Radiation

Solar radiation transmitted by windows and absorbed by surfaces
inside a structure represents a form of internal gains. The temper-
ature of the absorbing surface is elevated above the inside air

temperature, resulting in energy transfer to the room air and storage
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of energy in the building mass. The room air temperature and the
inside surface temperatures of the shell increase as a result of the
incoming solar energy, and the rate of conduction heat loss due to
inside-outside temperature differences is increased from what it
would be if there was no incident solar radiation. Solar radiation
can only result in a net flow of energy into the building. Solar
gains are more variable on both a diurnal and day~to-day basis than
gains or losses due to ambient temperature effects. The transmission
of solar energy into a building can be controlled through the use of
curtains and other shading devices.

Solar radiation is also absorbed on the outer surfaces of the
walls and roof. The absorbed solar energy reduces conduction losses
(or increases conduction gains) from the values due to ambient
temperature effects only. ©Not all of the solar radiation absorbed at
the outer surface represents a gain for the structure. If the con-
ductance between the outer surface and the surroundings is high, the
effect on the surface temperature will be small. A thermal circuit
for an outer surface is shown in Figure 2.1. An energy balance can be

written as

ho(Ta - Twall) +alp = Qwall (2-1)

where ho is the outer surface combined radiative and convective heat

transfer coefficient based on Ta’ Twallis the surface temperature,

IT is the incident solar radiation, & is the solar absorptivity of

the wall, and Qwall is the surface heat flux. Equation (2-1) can be
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Figure 2.1 Energy Balance for Outer Surface of a Wall
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rewritten as

ho(Tsa - Twall) - Qwall (2-2)
where Tsa’ the sol-air temperature, is defined by
Tsa = Ta + OLIT/hO (2—3)

The sol-air temperature is the ambient temperature which would
result in the same heat transfer rate without solar radiation as that
which occurs with solar radiation and the true ambient temperature.
The difference between the sol-air and ambient temperatures indi-
cates the importance of solar radiation absorption by outside sur-
faces. Small values of h_  and high values of a can result in a
substantial modification of the heat losses or gains for a build-
ing. Solar radiation also indirectly affects the sol-air tempera-
tures for a building by warming the ground and other surfaces to
which the building radiates. A large percentage (typically 50%)
of the infrared heat exchange for the walls of a building occurs
with the surroundings.

Solar energy can be collected and used to help satisfy the
heating and cooling requirements of a building. The performance of
solar collectors and equipment which is operated using the collected
solar energy is dependent on the availability of solar radiation.
Conditioning equipment (e.g., the condensing coil for a vapor com-
pression air conditioner) may also be affected by solar radiation if

the equipment is exposed to the sun and its performance is a func-
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tion of temperature.

2.1.3 Air Moisture Content

The effects of air moisture content on the energy required to
heat or cool a building are primarily connected with maintaining a
comfortable humidity level. Our perception of comfort is a function
of the water vapor content of the air. The humidity within a build-
ing is often maintained within a range to avoid discomfort. Humid-
ity is also controlled to prevent damage to materials and to provide
consistency in manufacturing processes. Water vapor is removed
from air in the process of cooling the air to provide temperature
control. Infiltration is the only significant mechanism for trans-
porting ambient water vapor into a structure. Although the mass
flow rate of water vapor which infiltrates is generally small, the
high latent heat of vaporization of water can cause the energy re-
quired for humidity control to become a significant fraction of the
total cooling load in humid climates.

The long-wave radiative exchange of energy between a building
and the sky is affected by the presence of water vapor in the at-
mosphere. Water has a strong absorption band in the infrared wave-
length region, and the emissivity and absorptivity of the sky for
long-wave radiation are a function of the amount of water vapor
present. When the air is dry, the effective sky temperature is sub-
stantially less than the ambient temperature, and heat losses to

the sky can be significant even when surface temperatures are
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close to the ambient temperature.

The performance of certain types of equipment used in the air
conditioning of buildings is a function of ambient humidity. Cool-
ing towers, which are commonly used to cool water for the condensers
of large chillers, reject the heat of condensation from the chillers
to the ambient air by evaporating water. The final temperature of
the water leaving the cooling tower, which influences the performance
of the chiller, is closely tied to the wet-bulb temperature of the
ambient air. Wet-bulb temperature also has a strong effect on the

performance of evaporative and desiccant cooling systems.

2.1.4 Wind Speed

The effects that ambient temperature, solar radiation and
ambient humidity have on the heating and cooling loads of a build-
ing are influenced by wind speed. The windward wall of a building
impedes the flow of air, reducing the wind speed and increasing the
pressure of the air. At the same time, flow separation occurs on
the leeward wall, lowering the pressure. These pressure differences
across the walls result in air infiltration, with the infiltration
rate a direct function of wind speed. Changes in infiltration rates
lead to changes in the sensible and latent loads due to ambient
temperature and humidity.

Wind speed also affects the convective heat transfer coeffic-—
ient on surfaces exposed to the wind. The thermal conductance of

the building shell varies with the outside convection coefficient,
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although for a well-insulated building surface, the change in the
overall resistance (conduction only) is small even for large varia-
tions in h . Windows represent the only common structural member
in a well-insulated building where variations in the outer surface
convective heat transfer coefficient have a significant effect.

A much more important effect is the dependence of the sol-air
temperature for a building surface on the convection coefficient.
The sol-air temperature for a given incident radiation level varies
with the inverse of ho' Low values of h_, corresponding to low
values of wind speed, can significantly increase the energy gains
due to solar radiation absorption by outer surfaces. Variations in
ho also affect the performance of certain types of equipment, such
as solar collectors and cooling towers.

Wind speed is more time and spatially variable than ambient
temperature, solar radiation or ambient humidity. The wind speed
near a building is strongly influenced by the building itself and by
surrounding structures; wind speed patterns in a group of buildings
are highly variable and not easily modeled. Measurements of temper-
ature, solar radiation or ambient humidity taken at an airport may
be reasonably representative of conditions inside a city or in a
rural area. (Deviations due to heat island effects, pollutants and
other localized aerosols, and local moisture sources tend to be
small and constant over a fairly large area.) In contrast, wind

speed measurements made at an airport are only representative of



18

uniform, level ground. The wind speeds near the surfaces of a build-
ing may be very different from those far removed from the influence

of the building.

2.2 Weather Statistics for the Estimation of Heating and Cooling

Loads

The weather variables which affect the heating and cooling loads
for buildings were described in the preceeding section. In the
chapters that follow, models will be developed for the estimation of
three basic types of statistics. A description of each is provided

here to avoid repeated explanation.
2.2.1 Basic Types of Statistics

The probability density function (PDF) for a variable describes
the range over which a variable is distributed and how the variable
is distributed over its range of values. A unit area probability

density function must satisfy the conditions

max

P(Y)dY = 1 (2-4)

min

Y
max

YP(Y)dY = Y (2-5)

Y .
min



19

where P(Y) is the probability density function for the variable Y,
Ymin is the minimum value of Y which occurs, Ymax is the maximum
value of Y and Y is the average value of Y represented by the PDF.
Equation (2-4) is a definition of the term "unit area." All PDF's
used in the chapters that follow are unit area functions. Equation
(2-5) constrains the distribution to have the correct mean. These
two conditions are useful in the selection of mathematical functions
suitable for representing a PDF and in the fitting of a function to
data, but they do not uniquely determine the shape of the PDF curve.

Figure 2.2 is an example of a probability density function for
ambient temperature. The probability of observing a particular
value of temperature is equal to zero; finite probabilities exist
only for an interval of temperature. This point is reflected in the
units of the ordinate. If the PDF shown is representative of am-—
bient temperatures for a month, the number of hours the ambient
temperature is within a temperature interval is given by the product
of the number of hours in the month and the integral of the PDF over
the range of temperature defined by the interval.

The probability density function for a variable is generally
developed from a set of measured data, and it is often represented
by a mathematical function. In the case of weather variables, PDF's
which are representative of long-term average conditions are the
most useful, and the measured data should be for a period of several
years (ten years or more appears to be good rule of thumb). Since

the measurements are recorded at finite intervals of time, the
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measured data are discrete in nature. The PDF, which is continuous,
represents the actual distribution of the variable, which is also
continuous. The measured data are a sample of the population repre-
sented by the PDF.

The development of a PDF from measured data is complicated by
the fact that the measurements are of limited resolution. The pre-
cision of the instrument and the number of digits recorded define a
confidence interval for each measured value. When using measured
data, the range for the variable is normally divided into a set of
intervals known as bins, and the fraction of the total time the
variable is within each bin is determined. The proper bin size to
use in developing the PDF from measured data is determined by the
resolution of the data. If too small a bin size is chosen, some
bins will contain no observations and the discrete PDF will be dis-
continuous; if too large a bin size is chosen, some of the details
in the measured data will be smoothed and lost. The fractional fre-
quency of occurrence for each bin is divided by the bin width, re-
sulting in a value of probability density for each bin. The discrete
values of probability density are associated with the midpoint value of
the independent variable for each bin, and a continuous function or
curve is fit to these points.

The integral of the probability density function over a range
of the variable it describes gives the fraction of the total time
the variable was within that range. If the lower limit of integra-

tion is the minimum value of occurrence for the variable and the
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upper limit is the variable itself, and not a definite value, the
resulting indefinite integral is the cumulative distribution func-

tion (CDF) for the variable. Formally,

Y

QYY) = P(Y')dY' (2-6)
Y .
min

where Q(Y) is the cumulative distribution function for Y. The
cumulative distribution function gives the fractional time the
variable is less than or equal to a particular value. Figure 2.3
shows the cumulative distribution function which corresponds to the
probability density function shown in Figure 2.2. The fraction of
the total time that the variable is within a particular range is
given by the difference in the values of the CDF for the endpoints
of the range.

The probability density function and the cumulative distribution
function as described above are for the distribution over the range
associated with a single variable. Distribution functions which
involve only a single independent variable are referred to as one-
dimensional or univariate. Measurements are often available for a
number of meteorological variables at the same time. Although uni-
variate distribution functions can be developed for each variable,
multivariate probability density or cumulative distribution functions
can also be used to represent simultaneous data for more than one

variable. A multivariate PDF is a function of each of the variables
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it represents. As a result, a graphical form of the PDF requires
more than a single dimension for the independent variables. For
example, in a Cartesian coordinate system the X and y axes are used
to represent each of the independent variables and the =z axis is used
to represent the probability density for a bivariate (two~-dimen-
sional) PDF. If more than two weather variables are described by a
PDF, it becomes difficult to visualize the PDF, as more than three
dimensions are required.

Multivariate distribution functions provide information about
the coincidence of the variables represented which is not contained
in the set of univariate distributions for the same variables. A
multivariate PDF gives the probability associated with each possible
combination of values for the independent variables. A univariate
PDF for one of the variables can only give the average probability
for that variable over the entire range of each of the remaining
variables. Any one of the univariate PDF's can be obtained from the
multivariate PDF by integrating over all values of the remaining in-
dependent variables.

Bin data do not represent a distinct type of weather statistic,
as they are a discrete form of the PDF. Since bin data are easily
compiled from measured data, they are more commonly available than
continuous representations of the PDF for a variable. Bin data are
often reported as the number of hours a variable was in each bin; as
such, they are not discrete probability densities but integrated pro-

babilities for intervals of the variable. Two-dimensional bin data
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are easily described in tabular form, with rows representing bins of
one variable and columns representing bins of the other independent
variable. The value given at each location in the table is the
number of hours (or fraction of time). Describing two-dimensional
distributions with mathematical functions or even by graphical
methods is generally more difficult,

A third statistic is the accumulation of one-sided differences
between a base value of a variable and the set of values which occur
for the variable. Degree-days is one example of this type of sta-
tistic. Heating-degree days is the sum of all positive differences
between the base temperature, Tb’ and the observed values of ambient
temperature. If measured data are available, the differences can be
found and summed (with negative differences set equal to zero) by
processing the values one at a time. If, however, a probability
density function is available for a variable, the accumulated
positive differences for values below the base value can be found

from

%

DB = N(Y, - Y)P(Y)dY (2-7)

Y .
min

where DB is the accumulation of positive differences between the base
value and the variable, Y is the variable of interest, Yb is the base

value, Ymin is the lower bound on the range for Y and N is the time

period represented by P(Y).
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A corresponding accumulation function exists for differences
when the variable is greater than the base value; cooling degree-
days is an example of the accumulation of positive differences be-

tween the variable and the base wvalue.

Y
max

DA = N(Y - Yb)P(Y)dY (2-8)

Yy

DA is the accumulation of positive differences between the variable
and the base value and Ymax is the upper bound for the range of Y.
A useful property when values of both DA and DB are required for

the same base value is
DA = DB - N(Y, -Y) (2-9)

where Y is the average value of Y.
The cumulative distribution function can also be used to derive
models for DB and DA. Integration of Equations (2-7) and (2-8)

by parts leads to

Yy

DB

I

NQ(Y)dY (2-10)

Y .
min

and
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Y
max

DA = N(Y___ - Y) - NQ(Y)dY (2-11)

X

Y
b

The results obtained using Equations (2-7) and (2-8) or Equations

(2-10) and (2-11) will be equivalent.
2.2,2 Simplifications In the Use of Weather Statistics

The distribution functions for a variable provide a convenient
means of representing the values contained in the original set of
measurements. The time sequence in which the observations occurred,
however, is not information obtainable from the distribution func-
tion. Bin data and accumulated differences, which are determined
from the distribution function, also provide no information on the
time series of the data. The estimation of building heating and
cooling loads with weather statistics generally relies on the assump-
tion that the load for the building is not a strong function of the
time sequence of the weather. The load can be estimated for a
month, but the load for any particular day can only be represented by
the average for all days.

The time sequence of the weather is important if the current
building load or the conditioning equipment performance has a memory
(i.e., is a function of previous weather conditions). Building
thermal capacitance represents the most common form of memory affect-

ing heating and cooling loads for buildings.
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If the instantaneous rate of energy gains for a building exceeds
the instantaneous rate of energy losses, the internal energy of the
building will increase unless cooling is supplied. Similarly, if
the rate of losses exceeds the rate of gains, the internal energy
will decrease unless heating is supplied. Changes in internal energy
for a building are accompanied by changes in the internal air temp-
erature.

There is usually a range of interior temperature, referred to
as the deadband, where no corrective action (heating or cooling) is
taken. While the interior temperature is floating in the deadband,
there are net heat losses or gains for the building, but there is no
heating or cooling load. These short-term fluctuations in the in-
ternal energy of a building permit excess gains for one period of
time to offset excess losses for a later time period, and vice versa.

For locations where the annual heating or cooling loads are
large, the internal temperature only floats when the net rate of
excess gains or losses is relatively small compared to the maximum
rates which occur. When this is the case, the effect of building
thermal capacitance on the load represents a small fraction of the
annual load, although there are exceptions to this rule. One excep-
tion is a passive solar house with large glazing areas and a large
amount of thermal capacitance.

It is still possible to use weather statistics for the estima-
tion of loads when memory is important, but corrections must be

applied to account for the effect of memory. The correction is a
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function of both the memory of the building and the climate of the
location.

The physical characteristics of the building and the condi-
tioning equipment should also be constant for all days in the month.
If weather statistics are available for each hour of the day, the
building and equipment descriptions can vary for each hour of the
day provided the same diurnal variation occurs for all days in the
month. An example of a characteristic which often has the same
diurnal variation for all days in a month is the thermostat setting.

The heating or cooling load for a building is a function of
several meteorological variables. The weather statistics which are
described and modeled in the present study are based on distribution
functions for a single variable. It has not been necessary to model
the coincidence of occurrence for the different variables beyond
that contained in the monthly-average values used as input., The
approach taken was to assume that the deviations of the variables
from their average values are uncorrelated among the different varia-
bles. 1If two variables are uncorrelated, the probability density
for a particular value of one of the variables is the same for any
value of the other variable. If the variables are cross—correlated,
the distribution function for one of the variables is also a func—
tion of the other variable. The distribution function for each of
the variables when considered separately is not influenced by de-
pendence on the other variables. The assumption of no cross-corre-

lation is only required when the distributions of several variables
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are used simultaneously and the distribution models for each varia-
ble are only a function of that variable.

The lack of correlation among weather variables is not a re-
quired assumption for the use of weather statistics in general. It
is, however, a very common assumption. Multi-dimensional bin data
developed from weather measurements represent any coincidence of
the variables which exists in the observations, but such data are
not widely available. Bin data are available which provide some
indication of the coincidence of dry-bulb and wet-bulb temperatures
[Air Force (1978)], and work is underway to develop more comprehen-—
sive two-dimensional bin data for these variables [Seaton and Wright
(1983)]. Only single-variable bin data are available for the re-
maining combinations of more than one variable. In addition, accum~
ulated difference statistics, which are available for solar radia-
tion and ambient temperature, do not represent the coincidence

between the variable they are based on and other weather variables.
2.2.3 Practical Considerations

One of the advantages to using weather statistics in place of
simulation methods is the potential for greatly simplifying the
computational effort. A primary concern in the development of
estimation procedures for existing types of weather statistics and
in the definition, use and estimation of new weather statistics is
simplicity. Improvements in the accuracy of load estimation proce-

dures must be weighed against the increased complexity associated
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with the improvements. Certain load estimation problems may be too
complex or the accuracy requirements too severe to use statistical
representations of the weather. 1In these situations, the use of
simulation tools with serial weather data is warranted.

Weather statistics which describe the variation of one or two
variables at a time can usually be modeled in a simple manner.
Problems involving more than two weather variables can often be
broken down into several simpler problems, each of which only in-
volves one or two of the variables, The successful use of weather
statistics for the estimation of building loads is often a matter of
choosing the right perspective from which to analyze the problem.

Distribution function models permit the estimation of weather
statistics for locations where values have not been compiled from
long—-term measurements, expanding the number of locations where
weather statistics can be used for load estimation. Input data re-
quired by the distribution models are generally monthly-average values
of the variable(s) being modeled, information about the range or
variance of the variable(s), and possibly measures of coincidence or
skewness. The usefulness of a model is directly related to the
availability of the required input. The accuracy of a distribution
model is of limited value when the model is only valid for a particu-
lar climate or geographical region or when obtaining the input data
requires a great deal of effort. Monthly-average values of ambient
temperature, global solar radiation, relative humidity and wind

speed are published for several hundred locations in the U.S. alone.
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Distribution function models which only require monthly-average
values of one or more of these variables and which are independent
of location provide the degree of flexibility necessary for wide-

spread usage.
2.3 Measures of Error and Correlation
2.3.1 Errors and Uncertainties

The accuracy of the distribution models and relationships de-
veloped are generally tested by comparison with measured data.
Graphical comparisons are used whenever possible, as this type of
comparison can provide detailed information in a concise and readily
understandable manner. However, the large amount of information
contained in a graphical comparison can make it difficult to quickly
judge the accuracy of a method, and it may be desirable to repre-
sent the error associated with a relationship by a single number.
Two standard measures of error will be used in addition to graphs
to compare models with measured or reference data.

The bias error is the average difference between the estimated
and the measured values for a variable. As its name implies, it
represents an offset for the estimation procedure, and it is usually
indicative of a systematic problem with the model. The bias error

is given by

n
Bias Error = 2: (Qi - Yi)/n (2-12)

i=1
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where Yi is the measured value and §i is the estimated value for
each of the n observations.

The root mean square (RMS) error is a measure of the size of
the differences between the model and the measured data. The RMS

error is given by

I

n
RMS error = Z (Yi - Yi)z/n (2-13)
i=1

The RMS error is not the average magnitude of the errors, and it
does not indicate whether there is a bias present in the model. It
is, however, a useful measure of the accuracy of an estimation
method. Large errors are usually of more concern than are small
errors when a method is considered; the RMS error places more weight
on larger errors by summing the squares of the errors. A model
which has a bias error of zero may still have a large RMS error,
indicating that although the model is correct on the average, there
is still uncertainty in any single estimate.

The standard deviation is similar in form to the RMS error,

but it measures the variability of a set of data.

I

n
g =\/Z (¥, - 92/ - 1) (2-14)
i=1

where 0 is the standard deviation of Y. One use of the standard de-

viation is to scale the independent variable for a distribution func-
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tion. The normal distribution is completely defined by the mean and
standard deviation of a variable. The standard deviation can also
be used to measure the range of dependent variable values which
occur for a particular value of an independent variable. When used
in this manner, the standard deviation is a lower bound on the RMS
error for a relationship between the dependent and independent

variables.
2.3.2 Correlation of Variables

A convenient measure of the correlation between two variables

is the cross-correlation coefficient, S defined by

y

n
Oy EZ % -0, -7
i=1

(2-15)

n

Y« -7 }n: @, - D’
=1

i=1

where X and Y are the variables of interest. The range for pxy is
from -1 to 1. Negative values of pxy are the result of greater than
average values of X occurring at the same time as less than average
values of Y and less than average values of X occurring with greater
than average values of Y. Positive values of pxy indicate positive
and negative deviations from the average for the two variables tend

to occur at the same time. If pXy is close to zero, the two varia-

bles are nearly independent. The cross-correlation coefficients
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calculated in the chapters that follow are all based on hourly
values of Xi and Yi for the same value of time. It is also possible
to calculate a cross—correlation coefficient between Xi and Yi—j’
where j is the number of time intervals separating the value of
time when Xi was observed and the value of time when Yi—j was ob-
served.

The autocorrelation coefficient of a variable, px(j) is a
measure of the correlation of a variable with itself for different

time lags.

n
o, (1) = Z X = 0DE;_5 - X
i=1+j
(2-16)
n n
2 %y 2
\/7 X, - X) Z &, -D
i=1+j i=1+j

where j is the time lag (the units are the time interval associated
with the measurements). The autocorrelation of a variable describes
its time variability. The range for px(j) is also -1 to 1, but for
meteorological variables p,(j) is generally found to be positive. A
value of px(j) close to 1 indicates the variable changes slowly with
respect to time. As j becomes large, px(j) will approach zero. A
value of px(j) which is close to 0 for small values of j indicates the

variable is not influenced significantly by its own time history.
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2.4 Model Development and Fitting

2.4.1 Model Development

The distribution function models which are developed in Chapters
3, 4 and 5 are represented by mathematical equations. Relationships
are also presented for the estimation of means, standard deviations
and diurnal variations of the weather variables modeled. These
equations represent curve fits to measured data, and the success in
developing the models and relationships presented was highly de-
pendent on the process of finding a suitable equation form and
fitting it to the data.

The process of developing a model form is often more of an art
than a science. In some instances, it is possible to derive model
forms from mass, momentum or energy balances. The capacitance cor-
rection relationships presented in Chapter 6 were developed in this
manner. When the model form is not determined by a physical descrip-
tion of what is being modeled, or if it is not practical (or possible)
to describe the problem in a fundamental manner, empiricism is re-
quired in finding a suitable model form. The independent variables
for a model may be chosen on the basis of intuition and experience,
or it may be possible to determine the independent variables from a
differential equation (which cannot be solved) describing the de-
pendent variable. It is generally much easier to choose the inde-

pendent variables than it is to choose a suitable model form.
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The relationships presented in Chapters 3, 4, and 5 are largely
empirical in nature. The development of these relationships was
generally an iterative process. For each dependent variable that
was modeled, a set of prospective independent variables was compiled.
The dependent variable was then plotted against the independent vari-
ables, both one at a time and in various combinations. Those inde-
pendent variables which appeared to be correlated with the dependent
variable were used in the development of a model, although in some
instances an independent variable which was initially believed to be
significantly correlated with the dependent variable was eliminated
from themodel when it was found that inclusion of the variable did
not significantly improve the model accuracy.

The model forms were usually based on an inspection of the
graphical relationship between the measured values of the dependent
and independent variables. Representative curves for standard dis-
tribution function forms are given in Hastings (1975) and in many
statistical textbooks, and it was possible to use these forms in some
instances. Polynomial functions and combinations of exponential
functions were often used. A number of different forms were gener-
ally fit to each data set, with each new form based on the inade-

quacies of the previous form.

2.4.2 Model Fitting

The determination of the best parameter values for a given model

form and set of measured data was accomplished through the use of
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two computer programs. I1f the model form was linear in the para-
meters, MINITAB [Ryan (1976)] was used in fitting the model. 1If
the model form was nonlinear in the parameters, the nonlinear re-
gression routine NREG [Ryshpan (1972)] was used. A model is linear
in a parameter if the derivative of the model with respect to the
parameter is not a function of that parameter. For a model to

be linear, it must be linear for all of the parameters.

MINITAB and NREG provide confidence intervals for the parameter
estimates, although the confidence intervals provided by NREG are
based on a linearization of the model. The programs also indicate
the degree of correlation among the model parameters. These indi-
cators of improper model form were used along with systematic
patterns in the model residuals (differences between the measured
and predicted values of the dependent variable) to help find the
correct model form. The sum of squares for the model residuals and
the magnitude of the largest residual were used to judge the accuracy

of the models.
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CHAPTER 3

3. AMBIENT TEMPERATURE DISTRIBUTION MODELS AND STATISTICS

3.1 Literature Review

3.1.1 Ambient Temperature Distribution Models

One possible reason for the lack of distribution models for
ambient temperature is the availability of ambient temperature bin
data. Ambient temperature bin data are tabulated for each month
of the year and for the entire year for 213 locations in the U.S.

in Air Force Manual 88-29, Engineering Weather Data [Air Force

(1978)]. The bin size for these data is 2.78°C (5°F), and the day
has been split into 3 8-hour periods. Since bin data represent a
discretization of the probability density function, problems re-
quiring use of the PDF (or CDF) for ambient temperature can be
solved numerically using ambient temperature bin data. The Air Force
bin data are in printed form, making their use somewhat cumbersome
in computer applications.

An ambient temperature distribution model was developed by
Anderson et al. (1982) as part of a technique for predicting the
performance of air-to-air heat pumps. The probability density func-
tion of hourly ambient temperature for a month was assumed to be
triangular in shape, and the temperature spread (base width of the

triangle) was fixed at 32°C for all months and locations. The only
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input required to use his model are values of long-term monthly-
average temperature. The choice of such a simple distribution func-
tion was based, in part, on the relative insensitivity of heat pump
performance calculations to the shape of the ambient temperature
distribution. The triangular shape was not supported by comparisons
with PDF curves for measured data. The constant temperature spread
biases the distribution model towards locations where the actual
spread is close to 32°C, although it would be possible to remove

this restriction by allowing the base width to vary.
3.1.2 Degree-Day Models

Degree-days, an accumulated difference statistic for ambient
temperature, are widely used and reported. Unfortunately, most of
the historical degree-day data are for a single base temperature, Tb’
of 18.3°C (65°F). A recent study by Fischer et al. (1982) indicates
that a base temperature of 18.3°C may be inappropriate for structures
being built today. Hourly temperature records are available on mag-
netic tape (and as written records) [Butson and Hatch (1979)] for
hundreds of locations, but the direct calculation of degree-days from
long-term hourly measurements is costly and time consuming. The
widespread interest in degree-days has led to the development of a
number of models for the estimation of degree-days at any value of
base temperature.

Thom developed (1954a) a relationship for the estimation of

monthly heating degree-days at any value of base temperature which
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only requires long-term monthly-average temperature and the standard
deviation of the monthly-average temperature as inputs. The monthly-
average ambient temperature is tabulated for many locations [Knapp
(1980)], and monthly maps providing isolines of the standard devia-
tion of the monthly-average ambient temperature are available for

the U.S. [Whiting (1978)].

Thom assumed (1952) that daily average temperatures for a
particular day of the year are normally distributed. The normal
distribution is convenient in that it can be completely characterized
by its mean and standard deviation. Thom used the relationship
defined in Equation (2-7) along with properties for a truncated
normal distribution to develop a relationship for E(D'H), the long-

term average heating degree-days for a particular day of the year.

EQ' ) = (T,) (T, = E(T,) + 0P(T,)/Q(Ty)) (3-1)

where E(Ta) is the long-term average daily temperature, P(Ty) is
the probability density for the ambient temperature normal distri-
bution at a temperature equal to Tb’ Q(Tb) is the cumulative pro-
bability of the ambient temperature being less than the base temper-
ature, and 0 is the standard deviation of the daily ambient temper-
ature.

Thom assumed that the degree-day relationship given by Equation
(3-1) can be used to represent a hypothetical "average" day of the
month. The average ambient temperature and the standard deviation

for this "average'" day are such that its degree-day value is equal to
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the long-term average daily degree-day value for the month. The
long-term average degree-days for the month is the product of the
mean value for the "average'" day and the number of days in the
month, N. E(Ta) is replaced by E;, the long-term monthly-average
daily temperature, and the value of 0 used is for the combined
temperature distribution of all days in the month.

Thom did not have access to values of O, and direct calculation
from temperature records was too time consuming without computers,
He chose to approximate 0 with Oﬁ\[ﬁ’ where Oﬁ is the standard devia-
tion of T; (Oh measures year-to-year variation of the average am-~
bient temperature for a month). The autocorrelation of ambient
temperature causes Om.\/l\T to be substantially larger than O, and the
relationship given in Equation (3-1) can no longer be used directly.

Thom did not know the exact relationship between 0 and qm, He
assumed that o and qn only differ by a constant of proportionality,

and he defined a new variable

=
1t

(E@'y) = Ty + T,)/ qn/N (3-2)

which is a function of the nondimensional temperature scale

variable h, where
h = (T, - Ta)/om.,/N (3-3)
The heating degree-days for a month, Dy, are given by

-T + 20./N) (3-4)
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The variable % replaces the ratio of P(Tb)/Q(Tb) for a normal dis-
tribution used in Equation (3-1). This substitution corrects for
the approximation of ¢ with qﬁvﬁi.

Thom developed a relationship between £ and h using measured
degree-day data for 30 locations. He later (1966) fit the following
equations to the & and h data:

For h > 0,

2 = 0.34exp(-4.7h) - 0.15exp(-7.8h) (3-5)
and for h < 0,

% = 0.34exp(4.7h) - 0.15exp(7.8h) - h

The development of the empirical relationship between £ and h
does not require that the ambient temperatures for a month be nor-
mally distributed. Thom never demonstrated that the monthly ambient
temperature distribution is normal, and in the next section, evi-
dence is presented which indicates it is not normal for measured
data. The empirical relationship between % and h provides a better
representation of the long-term distribution of ambient temperature
for a month than the normal distribution does. Thom later extended
the method (1966) to allow the estimation of cooling degree-days
above any base temperature,

The relationship between £ and h developed by Thom can be dif-
ferentiated (via Equation (2-10)) to derive a cumulative distribu-

tion function for ambient temperature. Since the form of Equation
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(3-5) depends on the sign of h, two expressions must be derived for

Q(h).

For h > 0,

Q(h) = 1 - 1.60exp(-4.7h) + 1.17exp(-7.8h) (3-6)

and for h < 0,

Q(h) = 1.60exp(4.7h) - 1.17exp(7.8h)

The expression developed for degree-days by Thom assumes the dis-
tribution of ambient temperature is symmetric about the monthly-
average ambient temperature. The two expressions given for Q(h) in
Equation (3-6) should equal 0.5 when the temperature is equal to
the monthly-average value (h is equal to 0). However, this is not
the case, as Q(0) is found to be 0.43 for the first expression and
0.57 for the second. This discontinuity prevents Thom's degree-day
model from being used for the estimation of ambient temperature

bin data.

Thom fit an equation to the degree-day versus base temperature
data, for which a '"best fit'" was one that minimized the sum of the
squared differences between the measured and predicted degree-days.
The two expressions in Equation (3-5) give exactly the same degree-
day value for a base temperature equal to the monthly-average am-
bient temperature, but the slopes of the two expressions, which
represent a cumulative distribution function for ambient temperature,

are not equal.
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The degree-day estimation procedure developed by Steadman (1978)
and the procedure developed by Aceituno (1979) are identical. They
were both derived assuming the mean daily temperature is normally
distributed for a month, resulting in the same relationship Thom
had derived 24 years earlier. As was the case for Thom's work,
no evidence is presented to support the use of the normal distribution
for the ambient temperature probability density function. The
problem of obtaining values of ¢ is not addressed by Aceituno, while
Steadman gives six "rule of thumb" values to represent different
climates and seasons. Steadman also demonstrates the relationship
between the cumulative distribution and degree-day functions (Equa-
tion (2-10)) for the special case of a normal distribution.

Lunde (1982) presents a method for the estimation of heating
degree-days which is a function of the difference between the base
temperature and the monthly-average ambient temperature and the
annual degree-day total at a base temperature of 18.3°C, No discus-
sion is offered as to the assumptions made in the development of the
method or the source of the degree-day data (for base temperatures
other than 18.3°C) used to develop the curves and equation provided.

Walsh and Miller (1983) also discuss the estimation of degree-
days when it is assumed that ambient temperature is normally distri-
buted for a month. It is noted that the distributions of observed
temperatures can depart significantly from normality, but the estima-
tion procedure still gives accurate results. They present a method

for estimating the standard deviation of ambient temperature which
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makes use of monthly-average data readily available in Australia.
A means of estimating the year-to-year variation of degree-day
values for a day or month is developed by assuming degree-day
values are also normally distributed.

Harris et al. (1965) recognized that heating degree-days for a
base temperature of 18.3°C were not appropriate for many buildings.
A correction factor which is only a function of the seasonal degree-
day total was developed. The correction gives the percent change in
seasonal degree-days for each degree change in base temperature. The
relationship provided was developed from measured degree-day data
for a number of base temperatures at 46 locations. The correction
factor is not a function of base temperature, implying the number
of days (or hours) that the ambient temperature was less than the
base temperature is constant. This is not always correct, since
once the base temperature value is less than the maximum value of
ambient temperature for the season, the number of hours the ambient
temperature was less than the base temperature is a function of the
base temperature.

Hitchin (1981) presents correction charts for the estimation of
degree-days at nonstandard base temperatures. Annual heating degree-
day totals for a range of base temperatures at a number of British
and Irish locations were used to develop the charts. The charts are
designed to correct measured values for a base temperature of 15.6°C
to base temperatures ranging between 5 and 20°C. A different chart

is required for each of three climate types: inland sites, south and
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west coastal sites, and east coastal sites. The correction given by
the charts is a function of both the degree-day total and the base
temperature. If degree-days for a base of 15.6°C are not available,
it is recommended that Thom's method be used to estimate degree-days
for a base of 15.6°C and the charts used to correct the estimate

to the desired base temperature. The accuracy of the charts is
compared with the accuracy of the estimation methods presented by
Thom and by Steadman using measured degree-day data for Britain and

Ireland.

3.2 A Distribution Function Model for Ambient Temperature

3.2.1 Long-Term Temperature Data

Hourly SOLMET (1979) data for Madison, WI, Washington, DC,
Albuquerque, NM, Miami, FL, Fort Worth, TX, Columbia, MO, New York,
NY, Phoenix, AZ and Seattle, WA were used to examine the distribu-
tion of ambient temperature. An average of 20 years of data were
available for each location. The observations were originally re-
corded in units of degrees Fahrenheit, but the values had been con-
verted to the Centigrade scale by the National Climatic Center.
Before the temperature data were used to develop distribution curves,
the values were converted back to Fahrenheit and rounded to the
nearest degree.

The hourly temperature measurements for each location were

separated by hour of the day and month of the year. Bin data were
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compiled using a bin width of 2°F for each hour and month, yielding
288 (12 X 24) bin data sets for each location. The number of hours
in each bin was divided by the total hours in the data set (for that
hour, month and location) and by the bin width (2°F) to convert the
bin data to discrete probability density data. The probability den-
sity data were used to generate discrete cumulative distribution
data sets for each hour, month and location.

Monthly-average temperature, the standard deviation of ambient
temperature and the standard deviation of monthly-average ambient
temperature were also calculated on an hourly basis from the meas-
ured temperatures. The independent variable for the probability den-
sity and cumulative distribution bin data was transformed from
temperature to h, where h is defined by Equation (3-3), using
measured values of monthly-average hourly ambient temperature and
the standard deviation of the monthly-average ambient temperature.
Probability density and cumulative distribution bin data sets were
also generated by transforming the temperature values to values of
h', where h' is scaled using ¢ in place of omvfﬁ . By using h or
h' in place of temperature, the distribution curves become centered
on the same value of the independent variable (zero), and the range
of the independent variable required to encompass the measured data
is nearly the same for all of the bin data sets. If the temperatures
for a month were normally distributed, the range of h' would be

exactly the same for each distribution.
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A single cumulative distribution bin data set was developed for
each location by averaging the 288 hourly bin data sets. The stand-
ard deviation of the hourly CDF curves from the average CDF curve was
calculated to provide an indication of the seasonal variability of
the distribution curves. The distribution curves based on h were
compared with those based on h'. The use of h', which uses the
measured standard deviation of daily ambient temperature to non-
dimensionalize the temperature scale, did not result in any signifi-
cant reduction in the seasonal or locational variation of the distri-
bution curves when compared to the curves developed using h. Values
of o, have been tabulated and published in the form of maps for the
U.S. Since values of 0 are not readily available for most loca-
tions, h was chosen as the independent variable for ambient tempera-
ture distribution modeling efforts.

The average cumulative distribution curves for each location
are shown in Figure 3.1, along with plus and minus one standard
deviation of the hourly curves. The average distributions are
similar for all of the locations, but seasonal and locational varia-
tions are present. The distribution functions are skewed towards
greater than average temperatures for most of the locations. This
skewness can be seen in the cumulative distribution curves by com-
paring the ordinates for h values of -1 and +l1. For a symmetric
distribution, the fraction of the total hours for an h value of -1
should equal one minus the fraction of the total hours for h equal

to +1. The distributions for Miami are noticeably skewed, but for
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many of the locations the degree of skewness is small. The Seattle
data exhibit the opposite behavior, indicating the mode is less than
the average temperature most of the time at this location.

The probability density bin data were studied on a month-by-
month basis for each location. In Miami, the shifting of the mode
to higher than average temperatures occurs primarily in the winter
months. One possible explanation is a warming effect due to the
close proximity to the ocean. Air masses traveling across the ocean
would tend to be constant in temperature due to the large thermal
mass of the water. The skewness observed in Seattle, another coastal
location, is the result of the mode shifting to lower than average
temperatures during the summer months. This may be the result of
cool oceanic air masses. The monthly distributions in Madison and
Columbia were skewed in the direction of 0°C during the late fall,
winter and early spring months. The ample supply of moisture in the
form of surface water (liquid and solid) and ground water combined
with the high heat of fusion for water may be the cause of this

trend.

3.2.2 Model Development

In addition to the skewness described in the previous subsection,
the shape of the distributions vary in other manners. An example is
the peak at the mode of the PDF, which is quite sharp in some loca-
tions and broad in others. To be able to model skewness and other

forms of shape variations, it is necessary to identify a variable or
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variables related to the shapes of the distributions and to quantify
the changes in shape which occur. No consistent trends could be
found using readily available meteorological data. Since the distri-
butions are skewed both to the left and right of the average tempera-
ture at different times of the year, the use of a symmetric monthly
distribution model is a simple means of representing a '"typical"
distribution of ambient temperature. Although this leads to sys-
tematic errors for certain locations, it results in a single model
which is general for all locations and of acceptable accuracy for
bin data and degree-day estimation, as shown below.

The cumulative distribution data for the 9 locations were used
to fit the following single parameter relationship for the cumula-

tive distribution of ambient temperature:
Q(h) = (1 + tanh(1.698h))/2. = 1/(1 + exp(-3.396h)) (3-7)
The corresponding probability density function is
P(h) = 0.849/(cosh®(1.698h)) (3-8)

The mathematical form chosen for the cumulative distribution func-
tion has the correct range, 0 to 1, but the domain for h, which ex-
tends from negative to positive infinity, is not representative of
actual conditions. The effect of the infinitely long distribution
tails is negligible, as 99.8% of the area under the PDF represented
by Equation (3-8) lies between values of h of -2 and 2. The ambient

temperature distribution model has the important advantage of being
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a simple function of exponentials, which are represented on most

calculators and computers.
3.2.3 Relationships for the Mean and Standard Deviation

Ambient temperature is one of the most widely available weather
variables, but generally only daily values are recorded. Ambient
temperature follows a cyclic variation over the course of a day,
leading to significant differences between monthly-average daytime
and nighttime temperatures. It is often necessary to know the
monthly-average ambient temperature for a particular hour or por-
tion of the day. Measured monthly—-average hourly ambient tempera-
tures for the 9 SOLMET locations were used to develop a curve for
the normalized diurnal variation of'Ta’h. The diurnal variation
curves for each month were standardized by subtracting the monthly-
average daily ambient temperature from the monthly-average hourly
ambient temperature for each hour of the day and dividing the re-

sulting differences by the peak~to-peak amplitude for that curve.

A fourier series was fit to the average curve for the 9 locations.

— —_— * *
(Ta - Ta)/A = 0.4632cos(t -3.805) + 0.0984cos(2t -0.360)
9

(3-9)
%
+ 0.0168cos (3t -0.822) + 0.0138cos (4t -3.513)

where A is the amplitude of the diurnal variation (peak-to-peak)

*
and t is given by

*
t = 2m(t-1)/24 (3-10)
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where t is in hours with 1 corresponding to 1 AM and 24 correspond-
ing to midnight. The average of the 108 (12 months X 9 locations)
standardized curves is represented by the solid curve in Figure 3.2.
The long dashes are plus and minus one standard deviation of the
individual monthly curves from the average and the short dashes
(which are hard to distinguish from the average curve for the meas-
ured data) are the curve fit given by Equation (3-9).

The amplitude of the diurnal variation of ambient temperature
is a function of the average difference in the radiation balances
for the daytime and nighttime hours. The solar radiation received
during the daytime for a particular location and time of year is
mainly determined by the clearness of the atmosphere. The clearness
of the atmosphere is in turn a function of the water vapor content,
with clouds the most important form of atmospheric water vapor.
Radiative losses at night are also a function of the cloud cover
and atmospheric moisture content due to the strong absorption band
of water vapor in the infrared wavelength region. As a result,
clear days tend to have large diurnal temperature swings and cloudy
days tend to have small diurnal swings. The ratio of the total
solar radiation incident on a horizontal surface in a month to
the monthly extraterrestrial radiation on a horizontal surface, ?&

’

is a convenient measure of atmospheric clearness. A relationship

was established between A andlﬁi using the SOLMET data. The rela-

tionship, compared to the measured data in Figure 3.3, is

A = 25.8Kp - 5.21 (3-11)
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where A is in degrees Celsius. Although there is scatter in the
comparison shown, the relationship for A provides a reasonably
accurate means of estimating the monthly-average hourly ambient
temperature for locations where only the monthly-average daily
temperature is available.

The standard deviation of the monthly-average ambient temper-
ature is required as input to the distribution model for Ta' It
was noted above that measured values of o have been published in
the form of maps for the U.S. During the colder months of the year,
ambient temperature is more variable than during the warmer months.
This is true of both daily and monthly-average temperatures (the
two being statistically related) for all nine U.S. locations in-
vestigated. Thom observed (1954b) the same trend in the temperature
data he worked with. There is, however, evidence that this trend
is not found consistently on other continents [Walsh (1983)]. The
variability of i; for a month from year to year is also related to
the variation in.Té from month to month over the course of a year.
The standard deviation of the monthly-average temperatures from the
annual average temperature, Oyr’ provides a convenient measure of the
annual variation of T;. A relationship was developed for the estima-

tion of O, using the measured data.
o, = 1.45 - 0.0290Ta + 0.06640’yr (3-12)

where T; and Oyr are in degrees Celsius. The diurnal variation of Gm

is small for the locations investigated, and no consistent patterns
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were discernable. It is recommended that Equation (3-12) be used
for both individual hours and the entire day. The measured values
of o, are compared to Equation (3-12) in Figure 3-4. The scatter
in the comparison shown is significant, but the estimated values

of o, are of sufficient accuracy to result in accurate bin data and
degree-day estimates, as demonstrated in comparisons with measured

data given below.

3.3 Applications for the Ambient Temperature Distribution Function
3.3.1 Estimation Techniques

The estimation of ambient temperature bin data makes use of
the cumulative distribution function. The value of Q(T) represents
the fraction of the month the ambient temperature has a value less
than or equal to T. Thus, the difference between Q(Tz) and Q(Tl)
is the fraction of the month the ambient temperature is between T2

and T;. Once a temperature range has been chosen and divided into

a number of intervals (bins), the fraction of the month that the
ambient temperature is in each bin is estimated by the difference
between Q(Tu) and Q(TK)’ where Tu and Tz are the upper and lower
temperature values defining each bin. Since Tu for one bin is Ty for
the next (warmer) bin, Q(T) must be evaluated n+l times for n bins.
Although traditionally equally sized bins are used, bin data can be
estimated for any set of bin sizes desired. The range of ambient

temperature which needs to be considered when estimating bin data
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for a month is given by

T, - ng\ﬁ < T, < T+ Zom.\/ﬁ (3-13)

where, as mentioned above, this range contains 99.87 of the hours
for the month as represented by the distribution model.

When ambient temperature bin data are used, it is generally
assumed that all of the hours within a bin have a temperature
equal to the midpoint value for the bin. If the size of the temp-
erature bins is relatively small, this is a good approximation.
But if the temperature interval is in excess of 5°C, as a rule of
thumb, the midpoint of the interval may not be a good estimate of
the average value for ambient temperatures within the interval. The
probability density function for ambient temperature can be inte-

grated to obtain a more accurate value,

_ ._OﬁJg[(th)tanh(Bh2)+ln cosh(Bhl)—(Bhl)tanh(Bhl)-ln cosh(thﬂ
Ta,T1-12 = [B(tanh(Bh,) - tanh(Bh ))]

(3-14)
+ T
a

where T; T1-T2 is the average ambient temperature for ambient temp-
b
eratures between Tl and T2 (T2 > Tl)’ h2 and hl are evaluated at T2
and Tl’ respectively, and B is equal to 1.698.
When calculating the average ambient temperature for all temp-
eratures above or below a reference value, the following simplifica-

tions apply:

If h2 > 3 (average for temperatures above Tl)’
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) OﬁJE [0.69315 + 1n cosh(Bhl) - (Bhl)tanh(Bhl)]

a,T1-T [B(1 - tanh(Bh,))]
max 1 (3-15)
+ T
a
1f hl < -3 (average for temperatures below T,),
. _ oa/N [(Bh,)tanh(Bhy) - 1n cosh(Bh,) - 0.69315]
a’Tmin—Tz [B(tanh(th) + 1]
(3-16)
+ Ta

The monthly-average ambient temperature for a segment of the
day can be estimated using the integral of Equation (3-9). Inte-
gration of the relationship will tend to cancel the contributions
of harmonics which have a period close to or less than the period
over which the integration is performed. In most cases it is a
good approximation to use only the first two terms of the Fourier

series, which yields

(Ta,tl—tz - Ty)

Il

(12/(r (e, "~t, 1)) [0. 4632 (s1n (t,*~3.805)

* *
sin(tl -3.805)) + 0.0984(sin(2t2 -0.360) (3-17)

sin(ztl*-o.seo))]

where Ta t1-t2 is the monthly-average temperature for the hours
b

of the day between tl and ty.
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3.3.2 Comparison with Measured Data

The expression for Q(h) given in Equation (3-7) was used to
estimate monthly bin data for each location, which were then summed
over all 12 months to create 9 sets of estimated annual bin data.
The values of Té used were averages from the measured data, while
Om was both calculated from the measured data and estimated from
Equation (3-12). Annual bin data were also developed from the long-
term hourly temperature measurements for each location. A bin size
of 5°F was chosen to allow comparisons between the SOLMET data and
data published by the Air Force. The measured bin data (heavy solid
lines), bin data estimated using values of o calculated from the
hourly data (solid lines) and bin data estimated using values of Om
obtained from Equation (3-12) (dashed lines) are compared in Figure
3.5.

The estimated bin data are within 107 of the measured bin data
for most bins. The general shape and the range of the measured data
are reproduced in the estimated data with a few exceptions. In
Madison, the skewing of the temperature distributions towards 32°F
in the winter months leads to a peak in the measured bin data which
is not present in the estimated bin data due to the symmetric nature
of the distribution model. Skewness in the measured data for
Albuquerque and Phoenix, with the degree and direction of skewness
a function of the time of year, leads to a flatter profile in the

measured bin data than is predicted. The bin data estimated using
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estimated values of Gm are comparable in accuracy to the bin data
estimated using measured values of Um for the 9 locations.

Annual ambient temperature bin data were also obtained from
the Air Force (1978) for 12 locations, 8 of which are locations not
included in the SOILMET station network. The Air Force bin data for
the 4 locations for which SOLMET data are also available are not
significantly different from the SOLMET data, indicating the Air
Force bin data are representative of long-term average conditions.
The data for the remaining 8 locations provide an independent test
of the ambient temperature distribution function. Values of'Ta
were obtained from Knapp (1980) and used as input to Equations
(3-7) and (3-12). The measured annual bin data (solid lines) and
the estimated annual bin data (dashed lines) are compared in Figure
3.6.

The agreement between the estimated and measured bin data for
the Air Force locations is qualitatively similar to the agreement
observed for the SOLMET locations. The spike in the Barrow data
is at 32°F; similar peaks (although not as severe) are also present
in the measured data for Albany, Glascow and Harrisburg. The meas-
ured data for Reno are skewed during the warmer months, causing a
single peak in the measured data even though the monthly-average
temperature is different for each month. Although systematic dif-
ferences exist between the measured and estimated data for individ-
ual locations, the symmetric distribution model represents a good

compromise for the wide range of climates investigated.
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3.4 A Distribution Model for Degree-Days
3.4.1 Model Development

A relationship for the estimation of heating degree-days was
derived by integration of the cumulative distribution model for
ambient temperature. The general form of the integral was given in
Equation (2-10). The independent variable was changed from T to h,
and the integration performed. The constant of integration was
evaluated using the boundary condition that for a base temperature
below the minimum ambient temperature, there are no heating degree-

days. The result is
DH(Tb) = UmN3/2[h/2. + 1In cosh(Bh)/2 + 0.2041] (3-18)

where N is the number of days in the month and DH has units of
degree-days.

The degree-day relationship can also be used for an hour of the
day or part of the day by using the monthly-average temperature for
the hours of interest in the evaluation of h and multiplying Equa-
tion (3-18) by the fraction of the day included. Since the temper-
ature distribution model is symmetric about the mean, cooling degree-
days, DC’ can be estimated from Equation (3-18) by replacing DH with

* *
D, and h with h , where h is defined by

* _—
h = (T, - Tb)/(omﬁ) (3-19)

Cooling degree-days can also be estimated for any part of the day by
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replacing E; with the appropriate average and multiplying by the
fraction of the day considered. DC can also be found using Equation
(2-9) if the heating and cooling base temperatures are the same.

Solar and other internal gains can lead to values of base
temperature well below the thermostat setting, Tr' Cooling loads
which occur when the ambient temperature is between the base and
thermostat temperatures can be satisfied, at least in part, by
ventilating the structure with ambient air. The reduction in the
cooling load due to ventilation is not accounted for in the rela-
tionship given above for Dy (or in tabulated cooling-degree days).
When ambient air is used to supply cooling, ventilation cooling
degree-days, DCV’ should be used in place of traditional cooling
degree-days.

Ventilation cooling degree-days accumulate differently than
traditional cooling degree-days during those hours when the ambient
temperature is between the base and thermostat setpoint temperatures.
The same cooling degree-days accumulate for those hours when the
ambient temperature is above T  whether the structure is ventilated
or not.

The cooling degree-days for hours having a temperature greater
than Tr’ but for a base temperature of Tb is calculated in two parts.
First, the cooling degree-days for a base temperature of Tr is esti-
mated. Then, the increase in cooling degree-days for each hour
resulting from a lowering of the base temperature from Tr to Tb is

added to the cooling degree-days for a base temperature Tr' This
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increase is given by the product of the number of hours the ambient
temperature is above T, (1 - Q(Tr)), and the change in temperature
elevation above the base temperature, (Tr - Tb), for each of these
hours.

The ventilation cooling degree-~days for those hours when the
ambient temperature is between Tb and T, are handled by treating
the ventilation as an internal cooling source and allowing the base
temperature for these hours to be a function of the ambient temper-
ature and the ventilation rate. The cooling rate supplied by venti-
lation is IhCP(Tr - Ta)’ where ﬁCp is the capacitance rate of the
ventilation flow stream. The cooling degree-days are then evaluated
by performing the integration indicated in Equation (2-8), but only
over the temperature range from Tb to T. and using Tb' in place of

Tb’ where
T,)' =T, + rth(Tr - T)/(UA) (3-20)

The overall conductance for the building, (UA), excludes the con-
ductance associated with the ventilation air. Equation (3-8) was
substituted into Equation (2-8) for the PDF, the independent variable
was changed from T to h and the integration performed.

The degree-day expression for ambient temperatures between Tb and

Tr is added to the expression representing the ventilation cooling

degree-days for ambient temperatures greater than Tr’ resulting in

the following relationship for DCV:
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FamN3/2 C_+(UA) . .
DCV = L.ZB (A (}n cosh(Bh bv)—ln cosh(Bh r)
% * *
+ [(Bh r)—(Bh bv)]t:a.nh(Bh r9+ Da(T,) (3-21)

+ N1 - QT )T, - Tp)

* *
i a
where hbV is evaluated at a temperature of Tbv and hr t a

temperature of Tr’ and where Ty is given by
Tpy = [UAT, + meTr]/[(UA) + mCP] (3-22)

For a ventilation rate of zero, the value of DCV given by Equation
(3-21) is equal to the value of DC given by Equation (3-18). For
an infinite ventilation rate, Tbv is equal to T., and only the
last two terms in Equation (3-21), which represent cooling degree-

days for values of Ta above T,, remain.

3.4.2 Comparison of Measured and Estimated Degree-Days

The hourly temperature records for the 9 SOLMET locations were
used to calculate annual heating and cooliﬁg degree~days. The base
temperatures considered were between 1 and 20°C for heating and
between 10 and 29°C for cooling. Heating and cooling degree-days were
then estimated from Equations (3-18) and (3-19) on a monthly basis,

and the monthly values were summed to give annual totals. Values of

Ta were calculated from the hourly data, while Om was both calcu-
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lated from the hourly data and estimated from Equation (3-12). The
degree-day relationships developed by Thom were also used to esti-
mate annual heating and cooling degree-days from measured values of

Ta and O, Annual bias errors were determined as a function of base
temperature for each estimation procedure.

The annual heating degree-days calculated from the hourly
temperature measurements are represented by the heavy solid lines
in Figure 3.7. The remaining lines in the figure represent the
absolute values of the annual bias errors for the estimation proce-
dures used. The solid lines are for Equation (3-18) and measured o,
the short dashes are for Equation (3-18) and estimated Gm and the
alternating long and short dashes are for Thom's method and measured
O'm.

The estimated annual heating degree-days are within 175°C-days
of the measured values at all 9 locations for the range of base
temperatures considered. Measured values of Om result in somewhat
more accurate estimates when Equation (3-18) is used. Although
Thom's method is more accurate for Seattle, Equation (3-18) has a
smaller combined error for the 9 locations. The errors for the 3
estimation procedures are generally within 50°C~days on an annual
basis.

The heating degree~day estimates compared in Figure 3.7 do not
include the diurnal variation of ambient temperature, as T; was

used as input. The estimation of annual heating degree-days with

the 3 procedures was repeated, but on an hourly basis. Measured
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values oflfé and E& were used as input to Equations (3-9) and

(3-11) to estimate values of T; h

for each hour of the day were summed to give daily totals for each

for each month. The degree-days

month, and the monthly totals summed to give annual totals. The
daily value of Om (measured and estimated) was used for each hour of
the day. The annual bias errors for the degree-days estimated on
an hourly basis are shown in Figure 3.8. Some improvement in
accuracy is obtained by including the diurnal variation of monthly-
average ambient temperature, with the largest reduction in errors
occurring at the locations having the largest diurnal variation in
T;,h’

Cooling degree-days were also estimated with the 3 procedures
described above. The comparisons for estimates obtained using daily
calculations and measured values of T; are shown in Figure 3.9. The
largest bias error is 150°C-days. Equation (3-18) is more accurate
on the average than Thom's relationship, although the difference in
accuracy is slight. The use of estimated values of Om results in
cooling degree-day estimates comparable in accuracy to estimates
obtained using measured values of o, The cooling degree-days
estimated on an hourly basis are compared to the measured data in
Figure 3.10. The improvement in accuracy which results from the in-
clusion of the diurnal variation of ambient temperature is more
pronounced for cooling degree-days than for heating degree-days.

While the degree-days calculated from the data in the present

study used hourly values of temperature, the degree-days published
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by the National Climatic Center for a base temperature of 18.3°C

are found using the average of the daily minimum and maximum ambient
temperatures. Heating degree-days were also calculated for the 9
SOLMET locations using the average of the maximum and minimum hourly
temperatures for each day in the long-term data. For the 9 loca-
tions, the differences between degree-days calculated using the
hourly values of temperature and degree~days calculated using the
average of the maximum and minimum hourly temperatures were from 50

to 200°C-days on an annual basis.

3.5 Summary

The degree-day expression developed by Thom was found to be un-
suitable for the estimation of ambient temperature bin data. A
symmetric distribution function model for the monthly distribution
of ambient temperature was developed from long-term hourly SOLMET
data for 9 U.S. locations. A relationship was established between
the standard deviation of the monthly-average ambient temperature
and the monthly-average ambient temperature. Relationships were also
developed for the diurnal variation of the monthly-average hourly
ambient temperature. The ambient temperature distribution model was
used to derive models for heating and cooling degree-days. A model
was also developed for ventilation cooling degree-days to account
for the effect of ventilation of buildings with ambient air when the
ambient temperature is between the cooling base and thermostat set-

point temperatures.
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The relationships presented allow the estimation of daily am-
bient temperature bin data and heating and cooling degree-days from
a single input, the monthly-average daily ambient temperature. If
the monthly-average clearness index is known, bin data and degree-
days can be estimated for any hour of the day. Estimated bin data
and degree-days were compared to bin data and degree-days developed
from long-term hourly temperature records, and the agreement was
found to be within 10%Z for bin data and within 175°C-days for annual
heating and cooling degree-days. The errors for the degree-day
estimates are comparable in size to the differences between degree-
days calculated using hourly values of temperature and degree-days

calculated with the method used by the National Weather Service.
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CHAPTER 4

4. SOL-AIR TEMPERATURE STATISTICS

4.1 Literature Review

The sol-air temperature concept, defined in Equation (2-1), was
developed to simplify the estimation of design cooling loads [ASHRAE
(1981)]. The sol-air temperature allows effects of ambient temper-
ature, solar radiation and wind speed to be combined and treated
simultaneously. The peak cooling load for a building may not occur
on the day with the highest ambient temperature or the day with the
most solar radiation, since it is the combined effect of 3 variables
which results in a cooling load. The sol-air temperature concept
provides a means for the development of cooling load design data
which are more comprehensive than those based on ambient temperature
or solar radiation alone. The most widely used procedure for the
estimation of cooling design loads [ASHRAE (1981] is based on the
conservative assumption that the maximum ambient temperature and
solar radiation occur on the same day, although not for the same
hour of the day.

Sol-air temperature is also useful in determining the integrated
heating and cooling energy consumption of buildings. The increasing
popularity of passively heated solar homes has led to design methods
which include the effects of both ambient temperature and solar

radiation. The Solar Load Ratio (or Solar Savings Fraction) method
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[Balcomb et al. (1983)] presents a set of empirical relationships
based on simulations of passive solar buildings. Another design
method is that developed by Monsen et al. (1981, 1982) for the analy-
sis of direct gain and collector-storage wall systems. While these
methods are not formulated in terms of sol-air temperature, they
attempt to model the combined effect of ambient temperature and
solar radiation on the heating load for a structure. Both methods
rely on heating degree-days to account for ambient temperature
effects. Solar effects are treated somewhat differently, but the
monthly-average solar radiation is input to each method. These
methods are intended only for the estimation of heating loads, and
they are only designed to consider solar radiation which enters
through south facing apertures. The correlation of ambient temper-
ature and solar radiation and the possible interaction of these
variables is not addressed directly by either method.

The estimation of the solar contribution to building cooling
loads has received recent attention. The modified bin method de-
veloped by ASHRAE (1981) and the modified building load and temper-
ature bin calculation method (MBLTBM) [Parken and Kelley (1981)]
are based on ambient temperature bin data. The ASHRAE method treats
solar radiation as a linear function of ambient temperature. The
MBLTBM uses the seasonal-average incident solar radiation for gains
due to transmission, while solar radiation absorbed by walls is a
linear function of ambient temperature. No evidence is given in the

development of either of these methods to support the use of a linear
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relationship between solar radiation and ambient temperature.

4.2 A Bivariate Distribution Model for Sol-Air and Ambient

Temperatures

A two-dimensional distribution model for sol-air temperature
and ambient temperature describes not only the distribution of each
temperature, but also the coincidence of sol-air temperature and
ambient temperature. The sol-air temperature for a surface is not
purely a meteorological variable, as it is a function of the ab-
sorptance, emittance and orientation of the surface. The variation
of sol-air temperature for a given surface, however, is only a
function of meteorological variables. The bivariate distribution
function for sol-air and ambient temperatures involves the dis-
tributions of solar radiation, ambient temperature and wind speed.
The cross—correlation between ambient temperature and sol-air temper-
ature is the result of cross-correlations among these 3 basic varia-
bles. Only the cross-correlation of solar radiation and ambient
temperature was considered in the development of a bivariate
distribution model for sol-air temperature and ambient temperature

in order to simplify the model.
4.2.1 1Interrelationship of Solar Radiation and Ambient Temperature

The cross—correlation of solar radiation and ambient tempera-
ture (defined by Equation (2-15)) was investigated by calculating

OTa—kT for each of the 9 SOLMET locations. Hourly values of ambient
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temperature and clearness index were used, but only for those hours
of the day when the sun was above the horizon. The use of the
hourly clearness index (k;), the ratio of the horizontal hourly
solar radiation at the earth's surface to the extraterrestrial solar
radiation for the hour, eliminates the seasonal variation in solar
radiation resulting from geometrical considerations. The cross-
correlation between Ta and kq was calculated by lumping all daylight
hours together. Correlation of the monthly-average hourly ambient
temperature and clearness index is not included in the values of
Pra-k> Since pn o is based on deviations of the variables from
their monthly-average hourly values.

Table 4.1 lists the monthly cross-correlation coefficients
between ambient temperature and solar radiation for each of the 9
SOLMET locations. A seasonal pattern exists in the values of PPa—kT
for most locations, with Phoenix and Fort Worth the exceptions.

The pattern consists of negative or very small cross—correlations
during the winter months which become positive during the spring,
summer and fall months. The largest correlations are positive
values for summer months. The correlation is significant during the
summer months in Miami, Seattle and Fort Worth, but for the remain-
ing months and locations ambient temperature and solar radiation
variations are not highly correlated.

The monthly-average hourly values of ambient temperature and

clearness index are often correlated. During the winter months, when

the ambient temperature is less than the annual average, there is an



Table 4.1 Monthly Cross-Correlation Coefficients for Variations of Hourly Ambient
Temperature and Hourly Clearness Index From Their Average Values.

Location
Month | Madison | Washington | Albuquerque | Miami [Fort Worth | Columbia | New York | Phoenix | Seattle
Jan -0.38 -0.13 -0.01 -0.02 0.17 -0.13 -0.24 0.05. ] -0.19
Feb -0.32 -0.11 0.15 -0.03 0.18 -0.05 -0.16 0.11 -0.06
Mar -0.09 0.08 0.19 0.04 0.23 0.13 0.03 0.25 0.19
Apr 0.19 0.23 0.23 0.12 0.10 0.23 0.25 0.23 0.33
May 0.28 0.32 0.26 0.34 0.30 0.32 0.33 0.09 0.37
June 0.32 - 0.35 0.29 0.61 0.43 0.36 0.33 0.02 0.52
July 0.30 0.33 0.40 0.61 0.47 0.31 0.36 0.37 0.52
Aug 0.25 0.27 0.42 0.59 0.49 0.33 0.29 0.32 0.50
Sep 0.16 0.21 0.33 0.62 0.38 0.25 0.14 0.24 0.40
Oct 0.14 -.02 0.27 0.24 0.22 0.14 -0.03 0.31 0.21
Nov -0.03 -0.06 0.12 0.00 0.12 0.07 -0.13 0.10 -0.12
Dec -0.34 -0.13 0.08 -0.11 0.14 -0.05 -0.20 0.15 -0.16

66
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increase in cloud cover in many locations, and the clearness index
is also less than the annual average. A correlation also results
from diurnal variations of temperature and atmospheric clearness.
Over the course of the day, the fraction of the extraterrestrial
radiation transmitted tends to be a maximum near solar noon due to
atmospheric path length effects. (The diurnal variation of the
monthly-average hourly clearness index is shown in Figure 4.3.) The
diurnal profile for monthly-average ambient temperature presented

in Chapter 3 indicates that on the average, the ambient temperature
is highest at 3 PM., From sunrise until noon, both the monthly-
average ambient temperature and the monthly—-average clearness index
increase, and from 3 PM until sunset, they both decrease. Between
noon and 3 PM, the monthly-average ambient temperature increases
while the monthly-average clearness decreases, but the changes are
relatively small over this time interval. These seasonal and diurnal

effects result in a positive correlation between'T; h and kT'
b

4.2.2 A Model for Sol-Air Temperature/Ambient Temperature Bin Data

The bivariate distribution of ambient temperature and sol-air
temperature is a function of 3 meteorological variables and the
properties of the surface of interest. The development of a model
capable of representing the distributions and cross-correlation of
sol-air temperature and ambient temperature for an arbitrary surface
is complex. A number of simplifying assumptions were made to allow

the use of existing distribution models for ambient temperature and
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clearness index to represent the bivariate distribution of sol-air
temperature and ambient temperature.

As mentioned at the beginning of this section, the cross-
correlations of ambient temperature or solar radiation with wind
speed were not analyzed. The first simplification made in modeling
the two-dimensional distribution of ambient temperature and sol-air
temperature was the assumption that the outside surface heat trans-
fer coefficient, ho’ is constant for a month. This assumption allows
the distribution of values of ho to be replaced by the monthly-aver-
age value of ho. As mentioned in Chapter 2, wind speed is very
difficult to predict near a building. Since the convective component
of ho varies as a fractional power of wind speed and the radiative
component is only indirectly related to wind speed, the variation
of h0 relative to the average value is smaller than the variation
of wind speed.

The sol-air temperature is only a function of the incident
radiation and the ambient temperature for a fixed value of the out~-
side surface heat transfer coefficient and constant surface charac-
teristics. Modeling the bivariate distribution of sol-air tempera-
ture and ambient temperature is equivalent to modeling the bivariate
distribution of ambient temperature and incident solar radiation for
this situation. If the distribution model is further restricted
to a particular hour of the day, the geometrical relationship be-
tween the sun and a fixed surface is reasonably constant over the

period of a month. The incident radiation can be expressed as a
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simple function of clearness index [Duffie and Beckman (1980)], and
the distribution of sol-air and ambient temperatures can be modeled
using the two-dimensional distribution of ambient temperature and
clearness index.

The distribution model for ambient temperature described in
Chapter 3 and a distribution model for clearness index developed by
Hollands and Huget (1983) from the generalized distribution curves
of Liu and Jordan (1960) can be combined to yield a bivariate dis-
tribution model for hourly ambient temperature and clearness index.
Since both of the distribution models are univariate, the variations
of hourly ambient temperature and solar radiation from their monthly-
average hourly values must be assumed uncorrelated for a particular
hour and month. The cross—-correlation coefficients given above
indicate that the variations of ambient temperature and clearness
index are weakly correlated for most months and locations. Although
error is introduced by assuming the variations of ambient temperature
and clearness index are uncorrelated, it was decided that the com-
plexity required to include the cross—correlation of variations
of Ta,h and k; in a bivariate distribution model is not justified
by the potential increase in accuracy of bin data or accumulated
difference statistics estimated with the bivariate distribution
model.

The primary interest in a bivariate distribution model for sol-
air temperature and ambient temperature is the estimation of a two-

dimensional bin data. A sol-air temperature/ambient temperature bin



103

is formed by the intersection of a sol-air temperature bin and an
ambient temperature bin. A set of ambient temperature bins and a
set of sol-air temperature bins results in a two-dimensional grid
of sol-air temperature/ambient temperature bins when plotted on
Cartesian co-ordinates, as shown in Figure 4.1. For each ambient
temperature bin, there is a set of sol-air temperature bins., The
hours in an ambient temperature bin are divided among the sol-air
temperature bins for that ambient temperature bin according to the
distribution of sol-air temperature.

The sol-air temperature as defined by Equation (2-1) cannot be
less than the ambient temperature. For each ambient temperature bin,
only the sol-air temperature bins which contain sol-air temperature
values greater than or equal to the minimum temperature for the am-
bient temperature bin are of interest. A more compact form for
the sol-air temperature/ambient temperature bin data is obtained by
replacing the sol-air temperature scale with the difference between
the sol-air temperature and the ambient temperature, referred to
more simply as the sol-air temperature difference. This form elimin-
ates those bins where there can never be any data. The sol-air
temperature interval corresponding to a sol-air temperature differ-
ence bin is equal to the sum of the ambient temperature value for
the midpoint of the ambient temperature bin and the interval of sol-
air temperature for the sol-air temperature difference bin. Sol-
air temperature difference/ambient temperature bin data are equiva-

lent to sol-air temperature/ambient temperature bin data, and the
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two terms will be used interchangeably.

It is only necessary to estimate sol-air temperature/ambient
temperature bin data for the hours of the day when the sun is above
the horizon. During the nighttime hours, the sol-air temperature
is assumed to equal the ambient temperature, and one-dimensional
ambient temperature bin data are all that are required. During
the daytime hours, it is necessary to estimate the sol-air temper-
ature/ambient temperature bin data separately for each hour of the
day. This restriction allows a bivariate distribution model for
hourly clearness index and ambient temperature to be used to model
the bivariate distribution of sol-air temperature and ambient
temperature. The bin data are then summed for each daytime hour to
obtain the bin data for the entire day.

In the first step of the estimation procedure, the total num-
ber of hours in the month for an hour of the day is distributed
among the set of ambient temperature bins. The number of bins and
the size of each bin define the range of ambient temperature con-
sidered. The estimation of ambient temperature bin data is described
in Chapter 3. The hours in each ambient temperature bin are then
distributed among the sol-air temperature difference bins for each
ambient temperature bin.

Since the solar radiation distribution is assumed to be inde-
pendent of the ambient temperature distribution, the fraction of the
total hours in each of the sol-air temperature difference bins is

the same for all ambient temperature bins. This allows a single set
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of fractions (which sum to one) to be estimated for the set of sol-
air temperature difference bins. This set of fractions can then be
used repeatedly to distribute the hours in each ambient temperature
bin among the corresponding sol-air temperature difference bins.

The fractdon of the time the difference between the sol-air and
ambient temperatures is in each of the sol-air temperature difference
bins is determined using the distribution function for the clear-
ness index. The definition of the average sol-air temperature for
an hour can be rearranged to find the incident radiation level for

a particular value of the sol-air temperature difference.

IT = ho(Tsa,h - Ta’h)/u (4-1)

The incident radiation can be estimated from
I = IokT[Rb + aGVF + (I4/1)(SVF - Ry)] (4-2)

where T; is the hourly extraterrestrial radiation for the average
day of the month, I4/1 is the fraction of the hourly radiation
which is diffuse, R is the ratio of beam radiation intensity for
the tilted surface to that for a horizontal surface, a is the ground
reflectance and GVF and SVF are the view factors from the surface to
the ground and sky, respectively. Geometrical relationships for Rb
are given in Duffie and Beckman (1980). Equation (4-2) is based

on the assumption that sky and ground-reflected diffuse radiation

is isotropic. GVF and SVF are given by
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GVF = (1 - cosB)/2 (4=3)

SVF

(1 + cosB)/2 (4-4)

where B is the slope of the surface from horizontal.

The only terms in the right hand side of Equation (4-2) which
cannot be treated as constants for the period of a month are the
clearness index and the diffuse radiation fraction. The diffuse
radiation fraction can be expressed as a function of the clearness
index. By substituting one of the available relationships between
I4/1 and kp into Equation (4-2), a relationship between the inci-
dent radiation level for a surface and the clearness index is ob-
tained. This relationship between IT and k¢ is combined with Equa-
tion (4-1), allowing the transformation of sol-air temperature
difference bins to bins of clearness index. The fraction of the
time the sol-air temperature difference is in a sol-air temperature
difference bin is equal to the fraction of the time the clearness
index is in the corresponding clearness index bin.

The Orgill and Hollands diffuse fraction relationship (1977)
was used in defining the relationship between the clearness index
and the sol-air temperature difference because of its simple form.
This relationship was developed from measured data for Canada, but
it was shown to also be representative of measured data for the U.S.
and Australia [Erbs et al. (1982)]. The Orgill and Hollands rela-
tionship consists of three equations, each for a different range of

clearness index. When the three diffuse fraction equations are com-



108

bined with Equations (4-1) and (4-2), the following relationships
result:

For kT less than 0.35

ho(Tg, 1 = T, n) /0T, = (SVF + aGVF)k,
(4-5)
- 0.249(SVF - Rb)kT2
For kT between 0,35 and 0.75,
ho(Tsa,h - Ta,h)/ocIo = (1.557SVF + aGVF - 0.557Ry D kp
(4-6)
2
- 1.84(SVF - Rb)kT
and for kT greater than 0.75,
ho(Tsa,h - Ta’h)/ocIo = (0.823R + 0.177SVF + aGVF)kq (4-7)

The relationship between the sol-air temperature difference,
sa,h ~ Ta,h’ and the clearness index represented in the above set
of equations can be of two general forms, both of which are illus-—
trated in Figure 4.2, Also shown in the figure are horizontal lines
representing 4 values of the sol-air temperature difference. The
numbered points represent valid solutions for the clearness index
for each of the sol-air temperature differences.

When the sol-air temperature is a monotonically increasing

function of the clearness index (Curve A), there can only be one

value of clearness index for each value of the sol-air temperature
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difference. It is, however, possible for the sol-air temperature
difference to decrease with increasing clearness index over a
limited range of clearness index (Curve B). When this occurs,

- T for which three valid solutions

there are values of T
s a,h

a,h
for kT exist. The range of clearness index where more than one
valid solution can exist is from 0.35 to 0.75. This range is de-
termined by the diffuse fraction relationship used, and a differ-
ent diffuse relationship would result in a different range over
which more than one solution is possible. For a solution to be
valid, it must lie within the limits of clearness index for the
equation which was solved.

The procedure for estimating the fraction of the time the
sol-air temperature difference is in a sol-air temperature differ-
ence bin depends on the number of valid solutions for clearness
index for the two values of sol-air temperature difference which

define the bin. The possible solutions, which are demonstrated

in Figure 4.2, are:

1. If there is only one value of kT for each of the values of
sa,h ~ Ta,h defining a bin, the fraction for the bin is the dif-

ference between Q(kp) for the two values. Points 2a and la in

Figure 4.2 are an example of this situation.

2. If there is one value of k; for the lower value of sol-air
temperature difference and three values for the upper sol-air

temperature difference, as in the intersections of the lines for
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ATl and ATZ with Curve B, the fraction for the bin is the sum of the
difference in Q(kT) for the lower (1b) and the smallest of the upper
values of k; (2b) and the difference in Q(kp) for the remaining two

upper values (5b and 6b).

3. If there are three values of kT for each value of the sol-air
temperature difference defining a bin, as in the intersections of
AT2 and AT3 with Curve B, the fraction for the bin is the sum of

the differences in Q(k;) for each of the three pairs of values of

kp (2b and 3b, 4b and 5b, and 6b and 7b).

4. 1If there are three values of kT for the lower value of sol-air
temperature difference and one for the upper sol-air temperature
difference, the fraction for the bin is the sum of the difference
in Q(kT) for the two smallest values of k¢ (3b and 4b) and the

difference in Q(kT) for the remaining two values of ki (7b and 8b).

The maximum value of kp represented by the clearness index dis-
tribution model developed by Hollands and Huget is 0.864. If the
solution for kT for a value of sol-air temperature difference is
greater than 0.864, the value of kT should be set equal to 0.864.

Differences in Q(k;) for pairs of k. values defining a sol-air temp-

T
erature bin must always be positive, and it should be noted that in
case 3, the largest value of clearness index for the second pair of

values (5b) is for the smaller value of sol-air temperature dif-

ference (ATZ)'
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The procedure described above is used to estimate the fractional
probability of occurrence for a set of sol-air temperature differ-
ence bins. The number of hours in a sol-air temperature difference/
ambient temperature bin is equal to the product of the number of
hours in the ambient temperature bin and the probability for the
sol-air temperature difference bin. The hours in each of the am-
bient temperature bins are distributed into the set of sol-air
temperature difference bins for each ambient temperature bin with
this set of fractioms.

The number of bins and the bin sizes must be chosen for the
sol-air temperature difference scale. Since the bin data for each
hour of the day are normally summed over all daylight hours, it
is desirable to use the same bin size for all hours, The number of
bins required is determined by the bin size and the maximum differ-
ence between the sol-air temperature and the ambient temperature
for the month. The distribution function for clearness index is
based on a maximum value of clearness index of 0.864. This value
of clearness index can be used to calculate an upper limit for the
sol-air temperature difference for all daylight hours.

The estimation of sol-air temperature/ambient temperature bin
data for an hour of the day requires monthly-average hourly values
of clearness index and ambient temperature as input. Tabulated
values of the monthly-average daily clearness index and ambient
temperature are available for many locations in the U.S. and Canada,

but monthly-average hourly values are generally not provided. The
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monthly-average hourly ambient temperature can be estimated from the
daily value and relationships given in Chapter 3. The diurnal
variation of the monthly-average hourly clearness index is based

on a relationship first proposed by Liu and Jordan (1960) and later

curve fit by Collares-Pereira and Rabl (1979).

I/H = (a + beosy) (T_/H,) (4-11)

where
a = 0.409 + 0.5016sin(yg - 1.047) (4-12)
b = 0.6609 - 0.4767sin(y - 1.047) (4-13)

and where I is the monthly-average hourly horizontal radiation,'ﬁ
is the monthly-average daily horizontal radiation, i; and'ﬁé are the
monthly-average hourly and daily extraterrestrial radiation, Y is the
angular position of the earth relative to solar noon (morning is
negative) in radians, and Y_ is the angular rotation of the earth
from solar noon to sunset in radians.

Equation (4-11) can be rearranged to provide the desired re-

lationship,

kT = (a + bcosY)E& (4-14)

The hourly data for the 9 SOLMET locations are compared to Equation

(4-14) in Figure 4.3. The symbols represent averages of the hourly
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measurements for bins of Y 0.1 radians wide; the different symbol
and line types are for different hours on either size of solar noon.
The standard deviation of the measured data was calculated for each
Yg bin, and it was found that only for hours centered 6.5 hours from
solar noon is the measured data statistically different from the
relationship for a 95% confidence level, although the average differ-
ence for 5.5 hours from solar noon is also quite large. However,
only a small amount of solar radiation occurs for these hours of the

day.
4.2.3 Comparison of Measured and Estimated Bin Data

The procedure described above for the estimation of sol-air
temperature/ambient temperature bin data was programmed. A listing
of the program is given in Appendix B. Sol-air temperature/ambient
temperature bin data were generated with this program for a south
facing, sloped surface for each of the 9 SOLMET locations. A solar
absorptance of 0.9, an outside film coefficient (ho) of 28 W/m2—°C
and a slope consisting of the 5 degree multiple nearest in value to
the latitude of the location were used. A bin size of 2°F was chosen
for both the sol-air temperature difference and ambient temperature.
Hourly bin data were estimated and summed for those hours of the day
when the sun was above the horizon for the hour on the average day
of the month. Measured values of the monthly-average daily clear-
ness index and ambient temperature were used as input, with the

monthly-average hourly values of these variables estimated in the



116

manner described above.

Sol-air temperature/ambient temperature bin data were also
developed for each location from the hourly SOLMET data. The
measured and estimated bin data were summed over all months, and the
resulting annual bin data sets are compared in Figure 4.4. The
three-dimensional surfaces shown were developed directly from the
bin data, although some smoothing occurs in the process of inter-
polation between bins. The use of the difference between the sol-
air temperature and the ambient temperature instead of the sol-air
temperature as one of the independent variables allows for a more
compact representation of the data, as explained above.

The estimated bin data look similar to the measured bin data
for all of the locations, but there are noticeable differences.

The measured data have sharper peaks and are more ragged looking.
This is to be expected, as the mathematical functions used to model
the distributions are smooth and continuous, while the data are
discrete measurements, Skewness in the measured ambient temperature
distributions shows up strongly in the colder locations as a peak
near an ambient temperature of 32°F. The sol-air temperature for
this peak is close to the ambient temperature, suggesting cloudy
conditions or hours far from solar noon.

The estimated data also fail to reproduce a small but notice-
able peak which occurs at low ambient temperatures and high sol-air
temperatures (relative to the ambient temperature) in the Albuquerque

and Phoenix data. Since the correlation coefficient between am-
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bient temperature and solar radiation is nearly zero for the winter
months in these locations, the peak is not the result of a negative
correlation between these variables. A possible cause is a very
narrow range of clearness index values for the measured data. Dur-
ing the winter months in these two locations, the clearness of the
atmosphere for hours near solar noon is nearly constant much of the
time due to a lack of clouds and dust. Since the extraterrestrial
radiation and the ratio of tilted to horizontal surface radiation
are also nearly constant for these hours, the sol-air temperature
difference is limited to a small range, and a peak forms.

The distribution function model for clearness index has a
fairly broad range of clearness index values for which the pro-
bability of occurrence is significanf (for a monthly-average hourly
clearness index of 0.7, the probability density is at least 10%
of the maximum value over a clearness index range of 0.5). This
relatively large range for clearness index results in a wider range
of sol-air temperature difference than is found in the measured
data for the same hours, and the estimation model does not reproduce
the peak contained in the measured data.

A feature which is evident in both the measured and estimated
data are ridges running parallel to the ambient temperature axis.
The ridges are most pronounced in the data for Albuquerque, Phoenix
and Fort Worth, which are the locations with the highest values of
the monthly-average clearness index. The ridges are not the result

of physical phenomena preventing the occurrence of certain values
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of sol-air temperature; instead they can be traced to the discrete
nature of the data.

The measured and estimated bin data shown were obtained by
summing the bin data for each daylight hour. The tilted surface
radiation for a given value of clearness index changes by discrete
intervals for both the measured and estimated data as solar noon is
approached hour-by-hour. The ridges are the result of the super-
positioning of data for different hours of the day, with each hour
having a limited range of sol-air temperature difference where most
of the data lie. Sunny locations have more distinct ridges due to:
1. The narrow range of clearness index for which the probability
density is significant for high values of the monthly-average clear-
ness index when compared to the probability density function for
low values of the monthly-average clearness index and 2. The stronger
dependence of the tilted surface radiation on Rb for large values
of clearness index coupled with the fact that Rb also changes dis-
cretely from one hour to the next. When bin data were plotted for a

single hour of the day and month of the year, no ridges were observed.
4.3 Sol-Air Heating and Cooling Degree-Days
4.3.1 Models for an Individual Surface

The difference between the sol-air temperature and the interior
temperature of a building is a closer approximation to the driving

force for conduction heat transfer through a wall than is the dif-
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ference between the ambient and inside temperatures. If the degree-
day concept is extended to sol-air temperature, the rate of heat
transfer through the wall is assumed to equal the product of the
wall conductance, UA, and the difference between the sol-air and
inside air temperatures, Sol-air heating and cooling degree-days
can be used in place of ambient temperature degree-days, providing
a more realistic estimate of heat transfer through the shell. This
is particularly important in the estimation of cooling loads, where
the load resulting from solar radiation is often a greater percentage
of the total load than for heating due to increased solar radiation
and smaller differences between the ambient and inside temperatures
during the summer months.

The derivation of a model for the estimation of sol-air heat-

ing degree-days, Doy» is based on the definition given in Equation

(2-8)

Dgy = N (T, - T, )P(T_)dT__ (4-15)
T .
sa, mn

where N is the number of days in the month. P(Tsa) is a complex
function of a number of variables, as described above. If the
analysis is restricted to a particular hour of the day and ho is
assumed to be constant, the probability density function for sol-air

temperature is much easier to model. The assumption that ambient
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temperature and sol-air temperature variations are uncorrelated
allows P(Tsa) to be replaced by the product of P(kp) and P(T,), and
the integration over sol-air temperature is transformed into a double
integration over clearness index and ambient temperature. The sol-

air heating degree-days for an hour of the day is then given by

T
a,max
T ,max +
DSH,h = (N/24) ]; [Tb - Ta,h - OLIT/hO]
a,min
(4-16)
* Plkp)dky ) B(T, 1)dT, 4

where the superscript "+" signifies negative values of the enclosed

quantity are set equal to zero.

The integration over k; in the above equation camnot be per-

formed directly due to the discontinuity introduced by the "+"
operator. This problem can be circumvented if a second integral is
subtracted to counter the effect of including negative values of

the integrand in the original integral.

Ta,max
ol

= N T,max + T
Dsu,n 24 ' j; [(T, - T, h) - ~-—--hO]P(kT)c1kT

>
a,min

(4-17)

T,max + qIT
- [ [(T, - Ta’h) - ——E;]P(RT)dkT P(Ta,h)dTa’h
k

Te
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where ch is the value of kT where OtIT/h0 is equal to the difference
between the base temperature and the hourly ambient temperature.

The first integrand in Equation (4-17) is integrated over kT. The
second integral, after some rearrangement, represents the defini-
tion of the hourly utilizability function (see Clark et al. (1983))
for solar radiation, ¢(Ic). Hourly utilizability is the fraction

of the total hourly tilted surface radiation for the month which
occurs at intensities greater than Ic’ the critical level.

If the integrations over kp are performed, Equation (4-17)

becomes
a,max
+ —
Dap,pn = (N/24) [Ty = Ty 0 —@I/mYA - ¢(I))]  (4-18)
a,min
.P(Ta,h)dTa,h
where
+

I, = (h /o) (T, = T, ) (4-19)

The integral of the temperature difference term in Equation (4-18)
is the ambient temperature heating degree-days. The integral of
¢(IC) over ambient temperature, however, cannot be evaluated analyti;
cally using the functions available for ¢(Ic) and P(Ta,h)'

As an approximation, the hourly ambient temperature is assumed
to always be equal to the monthly-average value for the purpose of

evaluating the integral of ¢(I ). This assumption is equivalent to

assuming the mean value of ¢ over the range of critical levels en-
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countered is equal to the utilizability for the mean critical level.

The expression for sol-air heating degree-days then becomes

Dsu,n = Puyn ~ (NaTIp/264h ) (1 = ¢(T.)) (4-20)

where

- — o+
Io= (h/)(Ty - T, ) (4-21)
A similar development leads to a relationship for the estimation
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