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Abstract

The existence of faults in Heating, Ventilating, Air-Conditioning and Refrigerating (HVAC&R) systems plays a significant role in the degradation of comfort levels for building occupants on one scale, and the degradation of quality of life on earth, on a larger scale.  The objective of this research work is to develop a robust Model-Based Fault Detection and Diagnosis (FDD) Methodology for a chiller subsystem that is expandable, transportable and suitable for online implementation.  It shall be expandable in the sense of being able to accommodate more complicated phenomena and transportable in the sense of being able to model different systems and various refrigerants.

Such an FDD methodology is eventually attained by first, modeling the chiller subsystem using a combination of energy balances, material balances, fluid properties and equipment geometry to establish physical relations between all variables involved (both dependent and independent).  That is, a physical model is developed.

Next, computer simulation techniques are used to investigate the performance of the subsystem within prescribed limits of the input variables.  Calculated characteristic quantities (CQ) in the model are used to determine various fault conditions.  A General Regression Neural Network is also trained and calibrated to learn the base-case (fault-free) behavior of the chiller.

Lastly, the FDD methodology for detecting and diagnosing faults is designed to compare actual operating conditions to the corresponding base-case conditions, compute CQ residual errors and use the appropriate statistical analyses to determine their overall significance.  If these residuals are significantly different from zero, a fault detection alarm may be justified.  Otherwise, silent monitoring continues with the assumption that the chiller process is operating normally and that no faults are present.

Robustness of the methodology is obtained by accounting for the accuracy of the sensors used in obtaining measurement data.  This is done by first determining the magnitude of errors in sensor measurements and then using them to conduct a general uncertainty analysis to examine how they propagate into the CQs that are computed using these sensor measurements.  Fault Detection thresholds are subsequently derived and alarms are made more confidently when these thresholds are exceeded.
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Introduction

1.1 Motivation

Vapor-compression systems account for a very significant portion of energy consumption in the industrial and commercial sectors.  In large office buildings for example, it is estimated that 10% to 25% of the total electric consumption can be attributed to cooling systems alone (Huang et al. 1991).  Furthermore, these percentages can be much greater if a chiller subsystem is operating at low performance levels due to the presence of faults (Herzog and LaVine 1992).  The extensive research in Fault Detection and Diagnosis (FDD) in HVAC systems has been motivated by concerns that range from:  the need to reduce power consumption and consequently energy costs; to improve comfort levels in buildings; to reduce wear on various HVAC equipment; to reduce the magnitude of greenhouse emissions; and the need to support building operators in decision-making for building optimization.

If faults in HVAC systems in buildings are detected, diagnosed and eliminated, the comfort level and reliability of these systems will improve overall, creating buildings that are more occupant-friendly.  Table 1.1 and Table 1.2 below depict certain ASHRAE standards used in determining comfort.  It’s apparent from these tables that there is a range of conditions and minimum requirements that are acceptable for the comfort of an individual. When faults are present, conditions tend to vary significantly outside the range of these values.

Table 1.1
Optimal and acceptable comfort conditions

Season
Clothing
Level

[clo]
Optimum Temp

[(F]
Acceptable Range

[(F]

Winter
Office dress
0.9
71
68 to 75

Summer
Office dress
0.5
76
73 to 79


minimal
0.05
81
79 to 84

Table 1.2
ASHRAE minimum recommended outdoor air flow

Establishment 
Activity
Minimum air flow

Food & Beverage
Cocktail Lounge
30 cfm/person

Food & Beverage
Dining Room
20 cfm/person

Hotel
Bedrooms
30 cfm/ft2

Hotel
Conference Rooms
20 cfm/person

Office Building
Offices
20 cfm/person

Retail Store
Shopping area, malls
0.2 cfm/ft2

Educational facility
Classroom
15 cfm per/person

Hospital 
Patient rooms
25 cfm/person

Residences
Living areas
15 cfm/person

Due to the advent of more technologically advanced and intelligent building designs, FDD will help to support building operators in decision-making for the control and optimization of HVAC systems.  Energy Management and Control Systems (EMCS) are limited in that they currently do not provide the operator with the tools to diagnose faults in real-time.  If effective FDD tools are designed and implemented in EMC systems, then the detection and diagnosis of various types of faults can be done automatically.  The tools under development are compatible with modern large chillers that are very well instrumented with gateway interfaces.

1.2 Faults and their various types

A fault, in the context of HVAC applications, is defined as an unsatisfactory or unacceptable condition in the operation of a system or subsystem.  A condition is unacceptable if it is a failure or if it causes one directly or indirectly through a series of other faults.  In a broad sense, all failures are faults but not all faults are failures.  There are various types of faults, some of which are more difficult to detect and diagnose than others.  The three basic fault categories, ranked in order of severity, are Degradations, Malfunctions and Hard Failures.

Degradation faults happen at a slow rate but progressively worsen over a period of time.  Overall system performance is not drastically changed until the degradation has matured beyond a critical level.  Examples of faults that fall in this category are the fouling of the tubes of condensers and evaporators or the clogging of filters.  Dirt and grime builds up on the heat transfer surfaces of these heat exchangers over time, which in turn modifies the heat transfer coefficient of these devices.  These faults usually result in pressure drops, reduced flow rates, or higher temperature differences between the two fluids.

Malfunction faults have more noticeable end effects than degradation faults.  That is, they tend to justify more immediate service.  An example of this category of faults is valve leakage, which could be due to worn internal components.  Sensor errors, controller breakdowns and damper stoppages are other examples.  These faults usually result in failure to maintain the desired set points in temperature, pressure or flow rates.

Seized compressors and broken fan belts are examples of “hard” or “complete” failure faults.  Here, the impact is severe enough to justify the most immediate service.  Building operators must often shut down entire subsystems in order to carry out the necessary repair.

1.3 The Essence of Fault Detection and Diagnosis

Fault Detection and Diagnosis (FDD) is the initial step towards taking corrective or preventative measures in an HVAC system.  Detection and diagnosis sometimes overlap and other times are treated separately.  Fault detection involves the determination that a fault truly exists based on an observable quantity exceeding some predetermined threshold or criterion. The choice of this criterion or threshold is a tradeoff between the sensitivity of the FDD scheme and the likelihood of sounding a false alarm.  Fault diagnosis is the subsequent step, that isolates the cause of the fault.  Sometimes this diagnostic step does not immediately locate the root cause of the fault initially detected but may involve a series of steps that eventually converges on the cause at some later point in the diagnosis.

According to Isermann (1984), the FDD steps are usually followed by a third step called Fault Evaluation.  Here, an assessment is made as to whether or not the impact of the fault is critical enough for immediate service to be justified.  For HVAC applications, Braun (1996) defined four criteria for evaluating the need for service – comfort, safety, environmental, and economic.  In general, service should be performed whenever: 

1. Comfort cannot be maintained

2. Equipment or personal safety is compromised

3. Environmental damage is done (e.g. refrigerant leakage)

4. Service expense is justified by reduced energy costs.

There are several approaches to fault detection.  Most, if not all, involve observation of the differences between an “actual” quantity of the system (or component) during its operation and some “predicted” value of this same quantity.  This difference has been given various labels such as deviations, residuals, innovations, and features.  In this research work the terms deviations and residuals are used.  The quantity under scrutiny is sometimes the “raw” measured variables (e.g., temperatures, pressures or humidity ratios that have not been pre-processed) or it may be the result of some preprocessing that transforms the measured variables collectively (in specific subsets) or individually.  Some examples of the quantities used for comparison in fault detection are:

· Measured equipment performance vs. Model-based prediction of equipment performance.

· Measured equipment performance vs. Common sense expectations of what constitutes acceptable performance.

· Measured thermodynamic states (e.g., temperatures, pressures, humidity ratios, etc.) vs. Model-based predicted thermodynamic states.

· Calculated (estimated) physical parameters for “current” performance vs. Calculated (estimated) physical parameters for “baseline” performance.

Similarly, there are different approaches to fault diagnosis.  The result of the diagnosis is not binary as in fault detection (i.e., fault or no-fault) but involves a selection from a range of different possibilities.  Some examples are:

· Rule-based diagnosis, which involves a set of rules such as directional change in temperature deviations that may be unique to a given fault.  Braun and Rossi (1997) used this method of diagnosis.

· Comparison of physical parameters for “current” operation and “normal” operation.  For example, the conductance-area product, UA of a condenser can be calculated from entering and leaving temperatures and used to diagnose condenser fouling.  Here, the overlapping feature of detection and diagnosis, cited earlier, is seen.

· Fault diagnosis using a Pattern Recognition technique that was applied to “current” residuals and a matrix of “expected” residual changes associated with each fault (Grimmelius et al. 1995).  The fault matrix can be determined using experiments on a chilled water system to which faults had been introduced.

According to Rossi and Braun (1997), it is possible to diminish the fault diagnostics problem to a series of detection problems through fault isolation.  This is accomplished by applying fault detection methods to individual components.  For example, condenser fouling in an air conditioner could be detected by estimating the heat exchanger effectiveness from measurements on the condenser.  The fault is diagnosed as soon as it is detected.  The disadvantage of fault isolation is that a large number of measurements are usually required.  The diagnosis of the heat exchanger fouling would require measurements of all states entering and leaving the device.

1.4 Types of Models

Different kinds of models have been used in FDD methods.  This thesis explores a model-based FDD methodology that uses a combination of a physical model and a black-box model in its architecture.  These are defined along with other types of models in the following sections.

1.4.1 Parametric Models

Some examples of parametric models are curve fits (e.g. regression, or splines), statistical schemes (e.g. Autoregressive (AR) and Moving Average (MA) models), and neural networks (e.g. General Regression Neural Networks (GRNN) and Artificial Neural Networks (ANN)).  All these schemes involve the estimation of parameters from a given sample of data.  These kinds of models inherently do not involve any physics and the parameters do not have physical meaning.

1.4.2 Physical (Mechanistic) Models

These models are based on first principles involving mass, energy and momentum balances and they incorporate the physics of the real system under investigation.  Geometry and material properties or fluid properties are usually included.  Parameters have physical meaning.  This research work uses a physical model.

1.4.2.1 Steady State (or static) Models

A steady state model is one that assumes that the variables used in the mass, momentum and energy balances are time-invariant.  This is appropriate for this research work because the fluid flow and heat transfer dynamics are, in general, much faster than the dynamics of the load and ambient conditions which are the main driving forces of the chiller subsystem.

1.4.2.2 Dynamic models

These models are used heavily in modeling faults in motor-pump assemblies.  This requires measurements of motor current, voltage and speed, along with pressure rise across the pump and flow rate.  In order to capture system dynamics, data sometimes need to be collected at fairly high frequency rates.  The elaborate data requirements of this approach exceed that of steady state methods and may be more appropriate at the component level rather than at the system or subsystem level.

1.4.3 Empirical or Black Box Models

Empirical models, also known as black box models, are parametric models that are verified by experiments.  That is, some accountability is given for trends observed in the real life experiment. 

1.5 Thesis Scope

The previous sections of this introductory chapter have provided the motivation for FDD, defined faults and their various types, presented the main comparative flavor of the FDD concept, and outlined several types of models that may be used to develop an FDD methodology.  These main topics have been deliberately introduced to give a sense of the scope of this thesis work.

The objective of this research is to develop a model-based FDD methodology for determining when and where problems occur in a centrifugal chiller system, and that is suitable for online implementation using day-to-day operating field data.  A finite number of faults, namely tube fouling, flow rate reduction, compressor and motor/transmission faults are investigated to illustrate the application of this methodology.  Faults due to the loss of refrigerant, although common in chiller refrigeration systems, are outside the scope of this thesis but shall be mentioned briefly in Chapter 3.  The methodology hybridizes different model types as its basis of design and in so doing, effectively compares characteristic quantities for everyday operating conditions to a predetermined baseline of the chiller’s normal (fault-free) operation.  Statistical hypotheses are then used to determine if a significant deviation from this normal operation has occurred.

The sensitivity of the FDD method is important.  An entire chapter is dedicated to the investigation of sensor errors and how if taken into account, can make for a more robust FDD methodology.

1.6 Organization

The subsequent six chapters follow a logical sequence that documents the development, testing and evaluation of a model-based FDD methodology.  Building data from a system of four 2000 ton electric centrifugal chillers at Lucent Technology Laboratories (LTL) is used throughout this thesis.

Chapter 2 provides a literature survey of previous FDD research work.  Research in diversified system applications and methods are referenced.  Generic Building Optimization and Fault Diagnosis (BOFD) tools that have been developed by other researchers are discussed.

A detailed mechanistic model of a chiller system is developed in Chapter 3.  A description of the refrigeration cycle that forms the skeleton of this detailed model is first presented.  Then the detailed model is compared to this simpler refrigeration cycle model.  It is then calibrated using measurement data and its subsequent application in modeling various faults is discussed.  Sensitive characteristic quantities, used for FDD, are discovered and observations of diagnostic patterns corresponding to the various modeled faults are addressed.  A reasonable level of diagnostics is attained in this chapter.

Chapter 4 then introduces the overall architecture and fundamental building blocks used in the model-based FDD methodology that is proposed in this thesis.  The different kinds of models used in its implementation are presented.  A thermodynamic data reduction model is used to generate characteristic quantities for actual as well as for base-case operating conditions.  A General Regression Neural Network (GRNN) model is trained and calibrated using this base-case data to capture the normal (fault-free) behavior of a chiller subsystem.  Statistical analyses are then employed to determine the significance of changes in the system operating conditions.

The developments up to this point do not account for any possible errors in the field sensors used to obtain the measurement data.  Therefore, to add some degree of robustness and sensitivity to the proposed FDD technique, Chapter 5 explores sensor accuracy issues.  Several methods of determining the errors in sensors are demonstrated and a general uncertainty analysis is used to determine critical thresholds for fault detection and diagnosis.

The sixth chapter is a key chapter of this thesis.  Field data that are used to illustrate the ideas discussed in all the previous chapters are also used in this chapter to demonstrate the detection and diagnosis of several faults in a “real life” centrifugal chiller system.  The FDD technique is shown to detect and diagnose a few faults in this chiller system.

The seventh and final chapter gives closure to this thesis by summarizing the features of the Model-Based FDD Methodology along with the major findings obtained in this research.  It also provides several recommendations for future work in fault detection and diagnosis in HVAC systems, subsystems and components.

FDD Literature Survey

1.7 Overview

The extensive research done on Building Optimization and Fault Diagnosis (BOFD) systems has been motivated, as mentioned in the previous chapter, by the unquestionable benefits that it affords.  To reiterate, some of these benefits are:

1. reduced power consumption 

2. reduced operation and maintenance costs,

3. increased quality of life (within or without the confines of a building), and

4. reduced wear and damage of mechanical equipment.

The following sections of this chapter offer a literature survey of some of the exploratory work that has been accomplished in the BOFD field.  The survey starts with a historical perspective, which discusses some early works and some of the philosophical aspects and reasoning behind the BOFD concept.  This is then followed sequentially by, studies done in various Heating, Ventilating and Air-Conditioning (HVAC) system applications, the different FDD methods employed, some helpful tools used during employment, and implementation concerns.

1.8 Fault Detection and Diagnosis Definitions

In order to comprehend the contents of this chapter, some preliminary definitions may be helpful.  These definitions were generated and standardized by the International Energy Agency (IEA) Energy Conservation in Buildings and Community Systems Program, within the framework of Annex 25.  The main objective of this research program was to develop methodological procedures for BOFD in HVAC systems, subsystems or components.  The studies discussed here will fall naturally within set categories based on these definitions. 

Faults, Fault Detection and Fault Diagnosis have already been defined in the previous chapter.  FDD, however, as described in (Hyvarinen 1996a) and (Braun and Rossi 1997), can be further broken down into several other categories and sub-categories. Figure 2.1 shows the two sequential mechanisms that the observations of a supervised process can go through.  These are called the Preprocessor and the Classifier.
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Figure 2.1
Components of the Fault Detection and Diagnosis sub-system or system

The observation pre-processor is responsible for transforming observations into performance indices.  If an analytical model of the supervised process is used, it is located inside of the pre-processor.  With the use of the measured input variables, the models have the ability to generate state-space innovations, parameter estimates or characteristic quantities that are used as performance indices during classification.

The classifier is the key component because it returns the appropriate decision for the supervised process.  Note that the classifier may have embedded within, a fault detector, a fault diagnoser and a fault evaluator.  Limit checkers are examples of fault detectors.  Predefined lower or upper limits will dictate whether an input variable constitutes a fault or no-fault condition.  An expert-derived set of rules is an example of a fault diagnoser and providing a simple cost-benefit analysis of fixing the fault is an example of fault evaluation.

The breakdown of the categories and sub-categories, as described in (Hyvarinen 1996a), follows.

1.8.1 Preprocessor

1) Simple transformation

 time derivative function (i.e., trend generation)

-
unity transformation which is used to describe a system that classifies observations directly.

2) Model-based transformations

 Performance indices

-
Innovations based on state estimates

-
parameter estimates

-
characteristic quantities

 Model structure

-
Physical (mechanistic) models

-
Black box (empirical) models

-
Semi-empirical models

 Model dynamics

-
Static (steady state) models

-
Linear dynamic models

-
Non-linear dynamic models

1.8.2 Classifier

1) Knowledge based classifiers

 Rule-based deduction

 Pattern recognition methods

2) Association-based classifiers

1.9 Historical Perspective

Building HVAC systems have been around from early in this century.  Documented reports of optimal control of these systems are found in the literature prior to the mid-seventies.  However, it is strongly suspected that the energy crisis of the 1970’s influenced the proliferation of research, from the mid-seventies to present, on various methods of Building Optimization.  In 1974, the IEA was established within the setting of the Organization for Economic Cooperation and Development (OECD) to implement an International Energy Program.  Since then, the IEA has sponsored many Research, Development and Demonstration (RD&D) projects to predict more accurately the energy use in buildings, including comparison of existing computer programs, building monitoring, comparison of calculation methods, as well as air quality and studies of occupancy (IEA 1996).
An early study, (Zimmer 1976), proposed the use of a parametric model where the parameters were first determined and the model was then subjected to an optimization method for minimizing a cost function associated with a system of chillers.  The application involved multiple chillers driven by different energy sources and having different energy costs.  The Nelder-Mead (Nelder and Mead 1965) minimization method was modified and implemented by Zimmer to determine the optimal loading of the chillers after quadratic models of individual chiller operating cost, as a function of load, were defined.

A study by Pape et al. (1989) described a methodology for detecting faults in building HVAC systems.  The main objective was to determine faults that have a major impact on the total power consumption and thus energy costs.  A model in the form of a regression equation was developed, using simulated data, for the total system power in terms of the forcing functions and control variables.  To detect faults, a comparison was made between the measured (simulated) system power during operation and the power predicted from the model.

In these two papers, it is observed that energy cost, derived from power consumption, is the main factor used to judge the performance of the building as a whole.  Faults, are then thought of as the cause of any non-optimal performance.  Hyvarinen (1996a) would label this kind of deduction as a top-down approach to reasoning as it provokes philosophical debate about the manner of reasoning applied in BOFD schemes.  According to this paper, the top-down approach to reasoning asks the question: ”When undesired operation is observed on the building level (as a whole), what is the cause of the problem on the level of the sub-systems or components?”  Contrarily, the bottom-up approach to reasoning asks: “When a fault is observed on the component or subsystem level, what is the seriousness of that fault in terms of building performance on the level of the building as a whole?”

In answering these questions, Hyvarinen, (1996a) indicates that if, a priori, knowledge of the most important components of the HVAC system is had, then FDD methods can be provided for them and as a result, the top-down approach is not needed.  Moreover, while FDD forms a fundamental part of Building Optimization and optimal control in buildings has been studied widely, Annex 25 concentrated on FDD.  The following sections describe several current, and enlightening research endeavors which are quite relevant to this proposed thesis.

1.10 HVAC System Applications

This section summarizes FDD investigations that involve the application of specific methods to particular subsystems.  The subsystems to be described are heating systems, chiller and refrigeration equipment, VAV air-handling units and thermal storage systems.

1.10.1 Heating Systems

Li, et al (1997) analyzed the use of a prototype for FDD on a complex heating system.  First, a database was generated by computer simulation using a detailed, dynamic, mathematical model of the control system.  Pre-processing of this data generated seven performance indices (parameter estimates) which were well chosen for according to the authors, “well-chosen pertinent parameters mean well-chosen network inputs.”  Their work used a black-box model in the form of an Artificial Neural Network (ANN) that was trained to represent a reference heating system and further used to analyze other heating systems without the need for retraining of the ANN.  Two types of ANNs (multiple [M] ANNs and single [S] ANNs) were compared for detecting and diagnosing six different types of faults.  The SANN gave better results.  A knowledge-based classifier was used which used a probabilistic pattern recognition method.

1.10.2 Chillers (Refrigeration Equipment)

Several studies investigated FDD in chiller subsystems and/or its components.  Methods for automated detection of faults in vapor equipment have been studied (Braun and Rossi 1997).  Subsequent demonstration of a statistical, rule-based methodology for roof-top air conditioning units was carried out (Braun and Brueker 1997).  A matrix of symptoms for failure mode and effect  was analyzed (Grimmelius et al. 1995).  Here, the symptoms were deviations of selected variables from values predicted using a non-linear statistical model.  A fuzzy classifier was then used to identify certain fault patterns.  Stylianou and Nikanpour (1996) have shown how a combination of thermodynamic modeling, pattern recognition and expert knowledge techniques, can be used to detect and diagnose selected faults in a reciprocating chiller.

The FDD system of (Stylianou and Nikanpour 1996) contained three basic modules.  The first module (off-cycle module) deals with the detection of faults when the chiller is off, e.g. sensor drift or sensor bias.  It does this by monitoring the performance of selected sensors when the chiller is turned off for the night.  The second module detects faults during start-up (start-up module: first 15 minutes after the chiller is turned on) and deal with those related to refrigerant flow characteristics, which the authors claim are more apparent during this period of transients.  The last module (steady-state module) detects decline in performance when the unit is operating in a steady state condition.

1.10.3 VAV Air Handling Units

Variable Air Volume (VAV) Air Handling Units (AHU) have been chosen by several researchers to test the efficacy of their FDD schemes.  Authority (defined as the ratio between the pressure drop across a valve or damper when it is wide open and the total system pressure) of dampers and valves was the estimated parameter used in a mechanistic model for fault diagnosis and control performance enhancement (Federspiel 1997).  Smoothed (exponentially weighted moving averaged) performance indices were visualized by bar diagrams that allowed Building Energy Management System (BEMS) operators to quickly assess the performance of a large number of AHU controllers (Seem et al. 1997).  Some examples of the performance indices used were motor duty cycle, number of stops, starts and reversals of an actuator and absolute values of airflow control errors.  Here, it should be noted that unlike other techniques, the operator serves a human detector and diagnoser of faults.

Three consecutive studies on FDD methods in VAV AHUs were performed (Lee et al. 1996a), (Lee et al. 1996b), and (Lee et al. 1997).  Lee et al., (1996a) defined residuals that provided a measure of the difference between the normal (base-line) state of the system and the existing state.  A fault was detected by residuals that were significantly different from zero.  In the second study (Lee et al. 1996b), a Single Artificial Neural Network (SANN) was trained with idealized residual patterns for diagnosing faults in various AHU subsystems.  Other fault diagnosis explorations in nuclear reactors (Merchawi and Kumara 1994) and in chemical reactors (Wanatabe et al. 1994) used a similar approach.  The third paper, (Lee et al. 1997), described the architecture of a two-staged ANN for diagnosis and a set of regression equations used for sensor recovery of failed temperature sensors.  This last work was motivated by some of the flaws found in the second study, namely, the need to retrain the ANN and the extensive computational resources.

1.10.4 Thermal Storage Systems

HVACSIM+ was used to generate results that confirmed that there was some promise in simulating faulty conditions in thermal storage systems (Niwa and Nakahara 1997).  The faults simulated in this study were those relating to the storage, the HVAC system, the plant and the room (zone).  Many plots were generated for mass flow rates, temperatures and cooling loads within the storage system before the introduction of faults.  It was shown that the simulated faults in the various subsystems had a clear effect on these plots after the faults were introduced.  Fuzzy Abduction, a type of reasoning that derives a set of causes that explains a set of events (fault symptoms) by using some knowledge (causal relations), was used to detect and diagnose faults (Yamada and Kamimura 1996).  A thermal storage system was used as a test prototype.

1.11 Fault Detection and Diagnosis Methods

The previous section covered some of the various methods that have been utilized in creating various FDD schemes.  This section attempts at categorizing the various technique approaches with some examples of literary works.  The categories are innovation, parameter estimation, classification, and expert system approaches to FDD.  There is no strict demarcation between these various categories, as some schemes tend to overlap.  They are discussed, however, to give a feel for the emphasis that some works place on either fault detection or fault diagnosis individually or combined.

1.11.1 Innovation Approaches 

The common thread through works based on the innovation approach is the use of calculated differences, commonly called innovations, residuals or deviations (Peitsman and Bakker 1996), (Yoshida et al. 1996) and (Haves et al. 1996).  These differences are between the preprocessor output representing the day-to-day operation of the system and the preprocessor output of that same system, under normal (no-fault or base-line) conditions.  This preprocessor output may be a simple transformation or a performance index (resulting from model transformation).  Faults are detected if the innovations are significantly different from zero.  The term, “innovation”, emerged because of the possible occurrence of something new in the operation of the actual system.

In the paper by Haves et al (1996), two static models (physical and radial basis function [RBF]) are used for the preprocessor.  Experimental data from the monitored system were used to determine the parameters of the physical model.  The radial basis function network counterbalances any structural inadequacies in this model.  The combined models represent the correctly operating system and the difference between its outputs and those measured generates innovations which are characteristic of changes within the system.  The RBF model was also used to determine the threshold for fault detection based on the innovations.  A rule-based classifier produces a fault diagnosis.

1.11.2 Parameter Estimation Approaches

In the parameter estimation approach, the operation of the system or subsystem is first modeled using either a black box model or a physical model.  The objective is then to find the model parameters, representative for the given application, that minimizes the residuals between the measured and the calculated (from model) system response outputs (Lee et al. 1996a) and (Olsson et al. 1996).  In this approach, there is no marked distinction between the detection and the diagnosis phase of the technique.  The parameters to be estimated may possess both detective and diagnostic information.

1.11.3 Classification Approaches

FDD techniques that emphasize the diagnostic portion, by example how the classifier uniquely outputs decisions as to the location of the faults within an HVAC system or subsystem, constitutes the classification approach.  A few examples of studies that fall into this category follow.  A Statistical Pattern Recognition Algorithm (SPRA) was proposed by Stylianou and Nikanpour (1997) based on an earlier work (Stylianou and Nikanpour 1996) that used an expert system (rule-based) approach to diagnose faults in commercial, reciprocating, chillers.  Topological Case-Based Modeling (TCBM) used recorded historical performance data to monitor the operation deterioration of a chiller (Tsutsui and Kamimura 1996).  In the paper (Lee et al. 1996b), referred to earlier, an Artificial Neural Network (ANN) was trained to learn the steady state relationship between symptoms and faults of an AHU.  This ANN was then applied to experimental data and successfully classified and identified each fault.

1.11.4 Expert System Approach

The expert system approach to FDD requires that the link between measured data and the existence of faults or between faults and their main causes be reduced to a knowledge base.  The development of an expert system, according to (Kamimura 1996) involves three main steps: the acquisition of knowledge from knowledgeable experts and case histories , the expression of this knowledge logically (using if-then-else statements), graphically or in decision table format and a method of reasoning, which deals with how to implement the fault diagnosis.  Rule-based systems are considered expert systems.

1.12 Generic BOFD Tools

In order to design an effective FDD methodology, some existing BOFD tools may be valuable.  These tools can be modified to create others, thus adding to the BOFD toolbox.  This section discusses some of the tools used in the literature that have been subsequently collected and reported in (IEA 1996).

The paper by Hyvarinen (1996b) discussed Qualitative Availability Analysis Tools for Knowledge Acquisition.  This study emphasizes that the operational performance of system or subsystems can be broken down into not just the Technical performance but also the Availability performance for analysis.  The Availability performance can be further subdivided into Reliability performance, Maintainability and Supportability.  Reliability describes the ability for the system to operate fault-free for a given time.  Maintainability describes the amount of time that a system will take to resume to normal operation after maintenance is performed.  Supportability describes the lead time needed before undertaking any kind of repairs.  This is related to the requirements for system maintenance like spare parts, equipment, personnel and documentation.  Methods are discussed for both fault identification and prioritization.  For fault identification, Hazard and Operability Analysis (HAZOP) and Fault Mode and Effect Analysis (FMEA) were introduced.  For fault prioritization, a four step method of weighed levels and scoring was presented.
Key Parameter Estimation Tools are the minimization method and the explicit calculation method (Olsson 1996).  The former defines a cost or objective function that is to be minimized by the appropriate modification of the parameters.  The latter deals with the explicit calculation of characteristic parameters using measured or simulated data from a chosen model.  Faults can be detected if the parameters change significantly.

HVAC equipment always experienced transient operating conditions due to the variations in the driving forces of weather and internal building load.  The Steady State Detection Tool (Glass and Gruber 1996) is often applied in cases where particular FDD techniques may have the prerequisite that the system be in steady state.

For faults to be detected, diagnosed and then evaluated, effective thresholds or criteria need to be prescribed.  Some FDD Threshold Tools that decipher fault or no fault condition for the detection phase, type of fault for the diagnosis phase and repair or not repair for the evaluation phase have been proposed (Braun 1996).

If an FDD scheme is to be implemented eventually, the crucial question to be answered is, “Does the financial benefits to be obtained justify the investment?”  To this end, Cost Benefit Analysis Tools (Matsunawa et al. 1996), comprising both conventional methods and advanced methods, are important.  The most applicable conventional method is the simple payback method that determines the number of years necessary for paying back the investment by reduced annual expense.  Advanced methods like the Vector Diagram method (Nakahara et al. 1978) is used to rate the FDD technology from an environmental, energy and economic perspective.
1.13 Implementation of Methodologies

Extensive research has gone into deriving various BOFD methods and schemes with the ultimate objective of actually implementing them in real-life buildings.  Many of the studies described so far were verified in test beds and prototypes for verification.  A paper by Gibson (1997) documents how a Personal Computer (PC) based supervisory controller is currently being demonstrated in a California high school.  It works with an EMCS to optimize cooling equipment operation.  However, the cost benefits, as mentioned in the previous section, is a key factor to be considered if a BOFD system is to be implemented.

The implementation phase of the proposed work of this thesis is to achieve the main objective of Annex 34 (Computer-aided Evaluation of HVAC System Performance: the Practical Application of Fault Detection and Diagnosis Techniques in Real Buildings).  This objective is to work with control manufacturers, industrial partners, and/or building owners and operators to demonstrate the benefits of on-line performance evaluation in real building applications.  Furthermore, the method, together with some of the FDD methods developed in Annex 25 referenced in the previous sections will be combined into robust performance evaluation systems and incorporated into either stand-alone PC based supervisors or into a “smart” building control systems.

1.14 Closure

Many different FDD methods applied in various systems and subsystems have been discussed.  It is not clear which method is the best for a particular system or if one method exists that is appropriate for all HVAC systems.  It is also not clear what optimum hybridization of methods would be the best solution to the FDD problem in HVAC systems.  However, many of these FDD methods, like the one that is the subject of this thesis, show promise and continued FDD research, development and demonstration efforts shall lead to the benefits outlined at the beginning of this chapter.

Model Development and Application

1.15 Overview

A simple thermodynamic representation of a refrigeration cycle is used as the basis for the fault detection scheme developed in this thesis.  Thermodynamic relations from this model are used to reduce data and produce characteristic quantities that are sensitive to faults.  The data reduction technique was first tested using values generated by a detailed mechanistic model of a chiller.  The data reduction scheme and the detailed model are described in this chapter.

1.16 The Data Reduction Procedure

The procedure for reducing experimental data is based on the thermodynamic representation of a refrigeration cycle.  The basic states of the simple refrigeration process are shown in Figure 3.1.
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Figure 3.1
Pressure-enthalpy diagram for R22 showing the thermodynamic states

The simplifying assumptions made in the representation are that the state of the fluid leaving the evaporator is saturated vapor and that leaving the condenser is saturated liquid.  The system is assumed to operate at steady state and the amount of refrigerant charge is constant.  The cycle is thus uniquely defined by the evaporator and condenser saturation temperatures (or pressures) and by the compressor discharge temperature.  The refrigerant cycles through four processes as follows:

1. process 1(2:
polytropic compression (process 1(2s on Figure 1 indicates the ideal case of isentropic compression that assumes an adiabatic and reversible process) to condenser pressure

2. process 2(3:
condensation at constant pressure (refrigerant rejects heat to condenser water)

3. process 3(4:
adiabatic throttling through an expansion valve to the evaporator pressure

4. process 4(1:
evaporation at constant pressure (refrigerant receives heat from chilled water)

The procedure for calculating the states follows.  With the condenser and evaporator temperatures (or pressures) known from measurements, the enthalpies, h, of states 3, 4 and 1 are uniquely defined.  With the enthalpy and temperature (or pressure) of state 1, the entropy of state 1 is determined which is the same as for state 2s by the idealization of an isentropic compression.  A measurement of the compressor discharge temperature allows the enthalpy of the non-ideal state 2 to be calculated.  Furthermore, the coefficient of performance, COPcomp
 and the compressor’s isentropic efficiency, (isentropic may be determined with the following two equations:
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A schematic of a chiller subsystem with an evaporator, condenser, compressor, motor and throttling valve are in shown in Figure 3.2.  Also shown are the ten measurement points (shown as heavy dots in Figure 3.2) that are available from the LTL data.

1.16.1 The Evaporator and Condenser Heat Exchangers

The evaporator and condenser couple the refrigerant cycle with the chilled water and condenser water cycles, respectively.  Heat transfer relations characterize these heat exchangers.  The three relations for the heat transfer process, which assumes steady state, steady flow conditions in the condenser are as follows:


[image: image6.wmf]&

&

(

)

Q

m

C

T

T

cond

cw

pw

cwr

cws

=

-





(3.3)


[image: image7.wmf]&

&

(

)

Q

m

h

h

cond

ref

=

-

2

3






(3.4)


[image: image8.wmf]&

Q

UA

LMTD

cond

c

c

=






(3.5)

[image: image9.emf]x

x

MOTOR

COMPRESSOR

EXPANSION

VALVE

EVAPORATOR (COOLER)

CONDENSER

T

CHWR

T

CHWS

T

2

T

COND

T

EVAP

T

CWS

T

CWR

M

CHW

M

CW

POWER

DRAW

Refrigeration

system boundary

to cooling tower

from building load

1

2

3

4

Physical chiller

boundary

x

#

Energy flow

Temp. points

Flow points

Power point

Thermo. states

to building load

from cooling tower


Figure 3.2
Schematic of thermodynamic states, measured points and chiller components
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and 
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water supply temperature, condenser water return temperature, condenser saturation temperature, condenser water mass flow rate, the refrigerant mass flow rate and the specific heat capacity of water, respectively.

The LMTD approach is defined for a single-pass counter-flow heat exchanger and is used to approximate other types of condensers.  The UA is the product of the total effective heat transfer area, A, and the overall average heat transfer coefficient, U, for this area.  The heat transfer coefficient is a function of the fluid velocity and changes over time due to fouling effects.  Temperature and flow measurements need to be made to allow this set of simultaneous equations to be solved.

Three similar equations are expressed for the heat transfer process in the evaporator:
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where, the evaporator log-mean-temperature-difference, LMTDe is defined as:
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and 
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 are the chiller load, the chilled water supply temperature, the chilled water return temperature, the evaporator saturation temperature and the chilled water mass flow rate, respectively.  With measurements, the set of equations is solved for UAe.

The evaporator and the condenser heat transfer are linked to the measured power draw, P, through an overall energy balance (assuming an adiabatic compressor) on the chiller as follows:








(3.11)

An overall coefficient of performance COPoverall is defined as:
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This COPoverall is related to the previous COPcomp by a combined motor and transmission efficiency:
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For faults to be detected and diagnosed in a chiller subsystem, characteristic quantities (CQs) such as conductance area products of the condenser, UAc, or of the evaporator, UAe, are continuously monitored during system operation for significant changes in their values.  Faults that can be diagnosed are fouling and flow rate reduction in the condenser or the evaporator.

1.16.2 Expansion Device

During the expansion process, the refrigerant liquid from the condenser passes through a throttling valve and a portion of it flashes in the reduced pressure of the evaporator.  This process between states 3 and 4 is modeled as an isenthalpic process and thus the following relation holds:
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The set of equations (3.1) to (3.14) were solved simultaneously to yield the characteristic quantities used in the FDD scheme.  These quantities and their use in fault detection are described in Section 3.5.

1.17 Detailed Model Description

A detailed mechanistic model originally developed by Braun (1988) is used to simulate the normal and faulty operating conditions of a centrifugal chiller.  It was initially written in FORTRAN and was used to study the performance characteristics of a 5500-ton variable speed chiller located at the Dallas Fort Worth (D/FW) Airport.  The model was able to analyze chillers with economizers and multiple stages of compression.  It utilized mass, momentum and energy conservation laws on the four main chiller components which are the compressor, evaporator, condenser and the expansion device.

A thorough coverage is outside the scope of this chapter but is available in (Braun et al. 1988).  However, the calibration of the model using Lucent Technology Laboratory (LTL) data and its subsequent use in modeling various faults is discussed.  Observations of diagnostic patterns corresponding to the various faults modeled is then addressed.

The detailed thermodynamic model is a sophisticated representation of a refrigeration cycle.  It too is based on the thermodynamic relations presented in Section 3.2.  Additional details are included through relations that account for physical mechanisms in the various components of the centrifugal chiller.

As an example of the nature of the relations contained in the detailed model, the overall conductance-area product of the condenser is discussed.  An explicit relationship for the overall conductance-area product of the condenser in terms of the component thermal resistances is given by:


[image: image23.wmf]UA

A

h

r

h

R

c

c

i

c

i

c

c

o

c

=

+

+

,

,

,

1

1





(3.15)

where, Ac,i, hc,i,, hc,o, rc and Rc are the total inside surface area of the condenser tubes, the heat transfer coefficient for water flow inside condenser tubes, the condensing refrigerant heat transfer coefficient, the ratio of effective outside condenser tube area (including fins) to inside area and the resistance to heat transfer associated with the tube material (including the fouling factor), respectively.

The heat transfer correlation developed by McAdams (1954) for turbulent flow in tubes is applicable to the water flow inside the condenser tubes and is used for evaluating the water side heat transfer coefficient, hc,i.  The correlation is expressed as:
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where, kw, Dc, Rec and Pr are the thermal conductivity of water, inside condenser tube diameter, Reynolds number associated with water flow in an individual condenser tube and Prandtl number for water, respectively.

The average heat transfer coefficient, hc,o, associated with a vapor condensing on horizontal tubes is estimated from the classical Nusselt correlation for laminar film condensation of pure vapors on plates and tubes.  This correlation is expressed as:
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where, kf , hfg, g, (f, (v
, (f , Tc,s, and N are the conductivity of the liquid refrigerant, heat of vaporization of the refrigerant, gravitational acceleration, density of saturated liquid refrigerant, density of saturated vapor refrigerant, viscosity of saturated liquid refrigerant, average tube outside surface temperature, and the number of horizontal tubes.

Thus, combined with measurements and relations for the overall UA, a detailed model makes it possible to determine the fouling resistance, Rc, of the condenser tubes using Equation (3.15).  Alternatively, if the fouling factor is known, in new chillers for example, then measurement of either flow rate or temperature is relaxed.

It was initially thought that the detailed model could be employed in the fault detection scheme.  With a calibrated detailed model, fewer inputs would be required than for the data reduction procedure described in Section 3.2.  As shown in Table 3.1, the detailed mechanistic model would require only five inputs to produce all desired outputs.  In contrast, the data reduction scheme would require eight inputs.

However, it was found that the detailed model was not sufficiently general to be able to model all of the compressor types that would be expected to occur.  Additionally, considerable effort would be required to calibrate the model for each facility.  It was finally decided to employ the data reduction relations described in Section 3.2 as the basis for the FDD methodology.  The detailed model was used to represent the performance of an actual facility.  Values of the nine inputs in Table 3.1 were generated using the detailed model and used to evaluate the data reduction procedure.

There are a number of possible inputs that may be used in both the data reduction technique and the detailed model.  In Table 3.1 the optimum input sets and the available outputs are shown.  The optimum set is selected based on ease of solution of the simultaneous equations and variable independence characteristics.  The parameters (poly, he,i, he,o and ( are the compressor polytropic efficiency, the heat transfer coefficient of water flow through evaporator tubes, the boiling refrigerant heat transfer coefficient and the rotational speed of the compressor shaft, respectively.  For the input and output columns, the symbol “(” signifies variables used and “(” signifies variables not used.  The CQs, APPRe, APPRc, CHWTD and CWTD are defined in Figure 3.3.

Table 3.1
Inputs/Outputs of the Data Reduction and Detailed Thermodynamic Model


Inputs

Outputs


Variable
Data Reducer
Detailed Model

Variable
Data Reducer
Detailed Model

1
Tchws
(
(
1
APPRe
(
(

2
Tchwr
(
(
2
APPRc
(
(

3
Tcws
(
(
3
CHWTD
(
(

4
mchw
(
(
4
CWTD
(
(

5
mcw
(
(
5
UAc
(
(

6
Tevap
(
(
6
UAe
(
(

7
Tcond
(
(
7
(isentropic
(
(

8
T2
(
(
8
(poly
(
(

9
P*
(
(
9
(motor*
(
(





10
COPoverall*
(
(





11
COPcomp
(
(





12
P
(
(





13
hc,i/hc,o
(
(





14
he,i/he,o
(
(





15
(
(
(

The measurement of P allows the data reduction model to be able to output extra CQs (COPoverall and (motor, indicated by a “*” in Table 3.1) that are informative.  However, the Power measurement, P, is not absolutely necessary to completely define the refrigeration cycle if one of the other eight measurements is available.
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Figure 3.3
Definition of temperature differences used as Characteristic Quantities

The detailed model has the ability to determine the refrigerant cycle temperatures and pressures using only the water-side temperatures and flow rates as inputs.  This is quite useful since, in general, water-side data are more readily available from chiller manufacturers’ catalogs than are refrigerant data.  These are usually obtained from proprietary chiller manufacturers’ calorimetric testing results.  However, in order to use these refrigerant data as part of the FDD development, the detailed model was first calibrated from a subset of the LTL data for a given chiller (chiller #2 was one of four electric chillers chosen).  Controlled experiments are then designed to model various faults and diagnostic inferences follow directly.

Despite the important uses of the detailed model in setting the stage for FDD, the data reducing procedure is more practical in the actual FDD implementation.  An FDD methodology that utilizes the data reduction procedure instead of a model that needs to be calibrated is more transportable in the sense that it is easily embraced by different chiller systems and the need for calibration is eliminated.  It is also more suitable for online implementation.

1.18 Model Calibration and Parameter Estimation

The detailed model proposed in (Braun et al. 1988) was originally used to analyze a 5500-ton centrifugal chiller at Dallas Fort Worth Airport (D/FW).  However, several modifications were made to this model in order to calibrate it to be close to chiller #2 of Lucent Technology Laboratory.  Before these modifications are discussed, it must be emphasized that the objective of this calibration process was not to obtain a detailed model of the chiller as it was designed originally but to tune the model to the current operation of a real-life chiller for which operating data was available.  This tuned model was then used as a tool to gain insight into how best to detect and diagnose faulty operating conditions.  Furthermore, it was assumed that these results hold for the chiller as it was designed originally and, therefore, to all other chillers of this kind.

The first main change was to fully convert the model from FORTRAN to the Engineering Equation Solver (EES) program.  By doing so, changing the refrigerant from R500 to R22, estimating parameters, performing measurement uncertainty analyses and solving the highly non-linear equations were more convenient.

The known parameters for the LTL chillers were then used in place of those of the D/FW chiller.  Table 3.2 summarizes these parameters.  VFD and PRV stand for Variable Frequency Drive and Pre-rotation Vane, respectively.

Estimating the unknown parameters was another modification.  These parameters are:

1. the ratio of the outside finned tube area to the inside area for the evaporator, re
2. the ratio of the outside finned tube area to the inside area for the condenser, rc
3. the reference polytropic efficiency, (refer
4. the compressor impeller exit flow area, Ax
5. the compressor impeller blade angle, (
The reference polytropic efficiency is the peak value associated with a reference rotational Mach Number of 1.1 according to centrifugal compressor correlations proposed by Weisner (1960).  It is typically in the range of 0.80 to 0.85.

Table 3.2
LTL and D/FW Parameters and Mechanical Specifications


Parameter
D/FW
LTL
Units

Evaporator
Design Capacity
5500
2000
tons


Design chilled water flow rate
10000
4000
gpm


Shell/tube material
Steel/Copper
Steel/Copper
-


No. of tubes
3560
1492
-


No. of passes
3
2
-


Tube fouling factor
0.00025
0.00025
hr-ft2-(F/Btu


Outside/inside tube ratio
3.0
3.0
-


Diameter/thickness of tubes
0.75/(0.035)
0.75/0.035
in


Length of evaporator
22
14
ft

Condenser
Design water flow rate
10000
6000
gpm


Shell/tube material
Steel/Copper
Steel/Copper
-


No. of tubes
3349
2293
-


No. of passes
1
2
-


Tube fouling factor
0.00025
0.00025
hr-ft2-(F/Btu


Outside/inside tube ratio
3.0
3.0
-


Diameter/thickness of tubes
0.75/(0.035)
0.75/0.035
inches


Length of condenser
30
14
ft

Compressor
Capacity control
VFD
PRV
-


Type of drive
Gear
Gear
-


Refrigerant Type
R500
R22
-


Number of compression stages
2
1
-


impeller blade angle
27.2
33.5
degrees


reference polytropic efficiency
0.81
0.83
-


Impeller exit flow area
1.53
0.9
ft2


Motor/transmission efficiency
0.95 (fixed)
not fixed
-

The ratios re and rc were assumed to be the same as those used in (Braun et al. 1988).  Consultations with a local chiller distributor confirmed that tube fin enhancements for shell and tube heat exchangers have not improved greatly in the last few years.  A regression analysis using measured condenser saturation temperature, evaporation saturation temperature and the compressor discharge temperature yielded magnitudes of the compressor impeller exit flow area, impeller blade angle and reference polytropic efficiency that were reasonable.  The data were selected to cover a range of operating conditions.

The final modification was the determination of “calibration” curve fits so that the performance of the compressor and for each of the two heat exchangers roughly matched that of the LTL data.  These curve fits accounted for inherent shortcomings of the various simplifying assumptions made during the modeling process.  They also lumped together any possible fault conditions that may be present in chiller #2 for the time periods of the data used for calibration.  The parameters Kcomp, Kcond and Kevap are included in the following formulations:

1. Actual Work in the Compressor (considering the corresponding polytropic process) differs from that predicted by theory:
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where, n is the polytropic exponent, v is the specific volume of the refrigerant under compression, Pevap is the evaporator saturation pressure and Pcond is the condenser saturation pressure.  The parameter, Kcomp, accounts for the deviation from theory.

2. Outside heat transfer coefficient, hc,o of refrigerant vapor condensing in the condenser differs from the Nusselt correlation by utilizing Kcond:
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3. Outside heat transfer coefficient, he,o of refrigerant liquid boiling in the evaporator differs from the Cooper correlation found in (Cooper 1982, 1984) and (Rohsenow et al. 1998) by utilizing Kevap:
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where, Ae,i, Pcrit and MM are the total heat transfer area, the critical pressure and the molar mass of the refrigerant, respectively.

The assumption of constant values for the calibration parameters, Kcomp, Kcond and Kevap did not yield a good fit to the measured data.  Accordingly, a least squares regression analysis using measurement data led to regressing the coefficients Kcomp, Kcond and Kevap as a function of chiller load, 
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.  The purely empirical regression Equations (3.21), (3.22) and (3.23) have coefficient of determination, R2 values of 0.98, 0.73 and 0.89, respectively.  These were quite good fits.
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Figure 3.4 to Figure 3.6 demonstrate the distinct relationship that the calibration parameters have with respect to the chiller loading conditions.  A regression analysis led to the formulation of these curve fits where the chiller load was the only independent variable.
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Figure 3.4
Calibration curve fit for compressor discharge temperature data

[image: image35.emf]0

2

4

6

8

10

12

900 1000 1100 1200 1300 1400 1500 1600 1700

Q

evap

 [tons]

K

cond

73 . 0

4467 . 1 0064 . 0

2

=

- =

R

Q K

evap cond

&


Figure 3.5
Calibration curve fit for condenser saturation data
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Figure 3.6
Calibration curve fit for evaporator saturation data

Figure 3.7 to Figure 3.10 illustrate that the model predictions for the evaporator saturation, condenser saturation, compressor discharge and condenser water return temperatures agree well with the measured data.  The best predictions, with Root Mean Squared (RMS) errors of 0.19(F and 0.01(F, were of the evaporator saturation temperature and the condenser water return temperature and are depicted in Figure 3.9 and Figure 3.10, respectively.  Although, the RMS errors of 0.70(F and 0.40(F for the compressor discharge and the condenser saturation temperatures were larger, they were still quite good since they were within the precision accuracy of the temperature sensors.  Data used for these predictions were over a range of operating conditions.  The detailed model then replicated the performance of the LTL data quite well.  It was then used to evaluate and further develop the FDD methodology.  The following sections discuss this development.

[image: image37.wmf]129

130

131

132

133

134

135

129

130

131

132

133

134

135

Measured Discharge Temperature [F]

Predicted Discharge Temperature [F]

RMS = 0.70 F


Figure 3.7
Detailed Model prediction of compressor discharge temperature
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Figure 3.8
Detailed Model prediction of condenser saturation temperature
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Figure 3.9
Detailed Model prediction of evaporator saturation temperature
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Figure 3.10
Detailed Model prediction of condenser water return temperature

1.19 Modeling of Faults using Detailed Model

The calibrated detailed model was used to set up control experiments to model faulty behavior of the chiller.  Each fault was studied independently and compared to a normal base-case operation.  To do this, inputs representative of the LTL facility operation were used to drive the detailed model, which then produced the outputs described in Table 3.1.  A set of outputs was produced that represented fault-free operations.  Certain variables and constants were then deliberately adjusted in the appropriate equations of the detailed model to represent faulty operation.  As will be discussed, it was observed that some CQs were sensitive to certain faults and not to others.

Table 3.3
Characteristic Quantities sensitive to specific Fault types

Fault Type
Sensitive CQs

(1) Condenser water flow Reduction
UAc, APPRc, CWTD

(2) Chilled water flow Reduction
UAe, APPRe, CHWTD

(3) Evaporator tube Fouling
UAe and APPRe

(4) Condenser tube Fouling
UAc and APPRc

(5) Compressor internal Faults
P, COPcomp and (isentropic

(6) Motor/Transmission Faults
P, COPoverall and (motor

Table 3.3 presents a list of various fault types and corresponding CQs used for detection.  Table 3.4 gives an example of the relative magnitudes of these CQ deviations.  These tables are discussed in detail in the following sections.

Table 3.4
Relative magnitudes of Characteristic Quantity deviations

Fault Type
Evaporator
Condenser
Compressor
Chlr


CHWTD

%
APPRe

%
UAe

%
CWTD

%
APPRc

%
UAc

%
(isentropic

%
(motor

%
P
%

(1) Chilled water

 reduction (25%)
+34
+6
-13
0
0
0
0
0
+1

(2) Condenser water

 reduction (25%)
0
0
0
+35
+4
-13
0
0
+7

(3) Evaporator tube Fouling (2 ()
0
+51
-26
0
0
0
0
0
+13

(4) Condenser tube

 Fouling (2 ()
0
0
0
0
+61
-28
0
0
+9

(5) Compressor 

internal Faults
0
0
0
0
0
0
-17
0
+20

(6) Motor/Trans.

Faults
0
0
0
0
0
0
0
-34
+45

In order to determine which CQs were most sensitive in detecting certain faults, each fault condition in addition to a base case (no-fault) condition were simulated.  The relative change in different CQs were calculated and it was observed that whereas some CQs were sensitive to certain faults, they were not to others.  In so doing, particular fault conditions were paired with potential CQs that may be used for their detection.  The base-case used in the above example was for chilled water and condenser water flow rates of 4894 gpm and 7671 gpm, respectively.  The chilled water return, the chilled water supply and the condenser water supply temperatures were 50.9(F, 43.0(F and 78.9(F, respectively.  This operating condition met a load of approximately 1600 tons with a power draw of 1131 kW.  The power draw, P, was not very sensitive to some faults especially those located outside of the compressor.  This contradicts the common claim that a faulty condition should manifest itself in a significantly increased power draw.

The next six sections discuss how faulty conditions are modeled and how the deviations of their corresponding sensitive CQs from normal conditions are determined.  The faulty conditions are:

1. Chilled water flow rate reduction (or increase)

2. Condenser water flow rate reduction (or increase)

3. Evaporator tube fouling

4. Condenser tube fouling

5. Compressor internal faults

6. Motor/Transmission faults

Refrigerant loss is a common fault in refrigeration systems.  It is not explicitly modeled like the six faults mentioned above but is discussed briefly in section 3.5.7.

The main modeling equations are directly adjusted for the simulated fault conditions.  However, many other equations, coupled to these, are indirectly affected by the fault.  This trend is representative of the real-life chiller subsystem where the occurrence of a fault may have a ripple effect throughout the entire system.

1.19.1 Condenser Water Reduction

Equation (3.24), (3.25) and (3.26) are used to simulate the direct effects of a condenser flow rate reduction in the detailed chiller model.  For a fixed condenser water supply temperature and load, the variable, factormc in Equation (3.24) is used to vary the percentage reduction (or increase) in the condenser water flow rate.
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where, 
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, factormc, NCPASS and NCTUBE are the condenser water flow due to the flow reduction fault, the percentage reduction in condenser water flow rate, the number of condenser tube passes and the number of condenser tubes, respectively.  There is a decrease in the heat transfer coefficient of the water flowing through the condenser tubes and therefore, the condenser overall conductance-area product, UAc decreases as well.  The net effect of this reduced flow rate is an increase in the condenser saturation temperature (and pressure) and therefore, the condenser water return temperature.

The UAc, APPRc and CWTD are the CQs that shows the most significant deviations from the no-fault base-case.  Figure 3.11 shows how these CQs deviate from the base-case condition as the fault condition worsens (i.e., as flow increases
 or decreases).  It is apparent that the different CQs are affected differently.  For example, at a base-case load of 1500 tons, a condenser flow reduction of 25% corresponds to a 12.7% decrease, a 4.1% increase and a 34.8% increase in UAc, APPRc and CWTD, respectively.  The CWTD is the most sensitive to a reduced condenser water flow rate.  At 500 tons, the same reduction corresponds to a 7.1% decrease, 0.2% increase and 33.8% increase in UAc, APPRc and CWTD, respectively.  Here, the CQ sensitivity responses are similar.  However, CWTD is the only CQ that remains unaffected by the change in load whereas the others become less sensitive.  In fact, APPRc is practically insensitive at this low load.

These trends are similar for an increased condenser water flow, with CQs that increased before decreased and visa-versa.  Also, all CQs are slightly less sensitive to increasing flow rates than to decreasing flows.  If tangential lines are drawn at the intersection points (shown as heavy dots in Figure 3.11), then the same sensitivity inferences could be made graphically by comparing the slopes of such lines.  The CQ curve with the steepest slope would be the least sensitive for a given flow rate reduction.
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Figure 3.11
Comparison of most sensitive CQs to flow reduction at different loads

1.19.2 Chilled Water Reduction

Equations (3.27), (3.28) and (3.29), similar in form to the previous three relations for the condenser, are used to model the chilled water reduction.  Here, the chilled water flow rate reduction causes an increase in the return temperature and a decrease in the evaporator temperature for a given load and chilled water set point temperature.
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where, 
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, factorme, NEPASS, NETUBE and De are the chilled water flow due to the flow reduction fault, the percentage reduction in chilled water flow rate, the number of evaporator tube passes, the number of evaporator tubes and the diameter of the evaporator tubes, respectively.

The CQs UAe, APPRe and CHWTD show the most significant deviations from the no-fault base-case.  The CQ relationships here are similar to those used for the condenser water reduction fault.  CHWTD is the most sensitive and its sensitivity is unaffected by load changes.

1.19.3 Condenser Tube Fouling

Equations (3.30) and (3.31) are used to model condenser tube fouling.  There are some conflicting interpretations of the fouling factor in the literature.  Here, fouling is defined as the resistance to heat transfer due to the tube material as well as to any thin film build-up on its surfaces.  Equation (3.30) is used to simulate an increase (or decrease) of the level of fouling in the condenser tubes.  It is apparent from Equation (3.31) that as fouling increases, UAc decreases.
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where, factorfc is the fault modification factor used to simulate degrees of fouling in condenser (unity ( normal) and Rc,fault  is the resistance to heat transfer associated with the condenser tube material, including the fouling factor for faulty conditions.

The UAc, and APPRc are CQs that show the more significant deviations from the no-fault base-case.  Figure 3.12 shows how these CQs deviate from the base-case condition as the fault condition changes (i.e., as fouling increases or decreases).  Similar to the flow reduction faults, the different CQs behave differently.  For example, at a base-case load of 1500 tons, a 100% fouling increase by the condenser tubes corresponds to a 27% decrease and a 54% increase in UAc and APPRc, respectively.  However, in contrast to condenser flow reduction faults, CWTD shows no significant change.  This behavior is important in distinguishing the fouling fault from the flow reduction fault.

At 500 tons, the same fouling condition corresponds to a 29% decrease and 63% increase in UAc and APPRc, respectively.  It is apparent from these results that the more sensitive CQ is the APPRc and that varying loading conditions affect it more than they did UAc.

Similar trends exist for a 50% fouling decrease condition.  CQs that increased before decreased and vise-verse.  Fouling decrease information is as useful as fouling increase information.  Here, FDD may be used to check the integrity of scheduled maintenance, repair or cleaning of fouled tubes.
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Figure 3.12
Comparison of most sensitive CQs to condenser fouling at various loads

1.19.4 Evaporator Tube Fouling

Equations (3.32) and (3.33) are used to model evaporator tube fouling.
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(3.33)

where, factorfe, is the fault modification factor used to simulate degrees of fouling in the condenser (unity ( normal) and Re and Re,fault are the resistance to heat transfer associated with the evaporator tube material, including the fouling factor for normal and for faulty conditions, respectively.

The UAe and APPRe are CQs that show the more significant deviations from the no-fault base-case.  The CQ relationships here are similar to those used for the condenser tube fouling fault.  APPRe is more sensitive and its sensitivity is slightly affected by load changes.

1.19.5 Compressor Internal Faults

The Weisner correlation, based on the measured performance of centrifugal compressors, is used for modeling compressor internal faults.  The modification of the reference polytropic efficiency, (refer, in Equation (3.34) is used to simulate possible faulty conditions within the compressor.  Equation (3.35) provides a good fit to the graphical data of (Weisner 1960).


[image: image55.wmf]comp

refer

fault

refer

factor

×

=

h

h

,





(3.34)


[image: image56.wmf][

]

[

]

))

(

(

0

,

2

1

)

1

.

1

(

1

d

c

b

fault

refer

poly

e

M

a

+

+

-

×

-

+

=

f

f

f

h

h
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where, factorcomp, (refer,fault, ( and M0 are the compressor fault modification factor, the modified (refer due to faulty conditions, the non-dimensional flow coefficient and the rotational Mach number, respectively.  The empirical constants a, b, c and d were shown to provide a good match to Weisner’s data (Braun et al. 1988).
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Figure 3.13
Change in isentropic efficiency due to compressor faults at different loads

The compressor isentropic efficiency, (isentropic is the CQ that shows the most significant deviations from the no-fault base-case.  Figure 3.13 illustrates a greater decrease in the isentropic efficiency as the compressor fault factor decreases.  Based on the manner in which this fault is simulated, a decrease in the fault factor means a worsening compressor internal fault condition.  Varying the loading conditions does not appear to have a great impact on the deviation of the isentropic efficiency. 

1.19.6 Motor/Transmission Faults

Whenever there is a fault in the motor or transmission system of the compressor, the overall power draw is expected to increase compared to the actual power used for the compression process.  The modification factor in Equation (3.36) simulates this increase.  Equation (3.37) defines the combined efficiency of the motor and transmission.  An energy balance on the compressor establishes the relation between the states of the refrigerant at the suction and discharge conditions.  This formulation is equivalent to that of Equation (3.13) mentioned earlier.
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where, Pfault, factormotor and (hcomp are the compressor power consumption due to faulty conditions, the motor fault modification factor and the change in refrigerant enthalpy between compressor’s suction and discharge states, respectively.

The motor efficiency is the CQ that shows the most significant deviation from the no-fault base-case.  Figure 3.14 shows that there is a greater decrease in the motor efficiency as the motor fault factor increases (i.e., as the power draw increases for a given loading condition).  From this simulation, the motor efficiency deviation (not the motor efficiency) is independent of loading conditions.  That is, at any loading condition, the percentage deviations due to an increased fault condition will show the same magnitudes.
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Figure 3.14
Change in motor efficiency due to compressor motor faults

1.19.7 Refrigerant Loss

Refrigerant loss results from leakage in chiller subsystems, which has the net effect of reducing overall system performance.  It is often confirmed by bubbles present in the refrigerant (as seen from the liquid line sight glass), frost formation, abnormal superheat and subcooling temperatures, and abnormal unit operating pressures.  Stylianou and Nikanpour (1996) presented useful information on the detection and diagnosis of refrigerant leakage in a laboratory chiller test unit using an experimental start-up module, which was activated as soon as the chiller was turned on and remained active for approximately 15 minutes.  A temperature difference between the low pressure liquid line temperature (entering the evaporator) and the suction line temperature (entering the compressor) was computed and used as a characteristic quantity to flag the occurrence of refrigerant leaks.

Although the refrigerant loss fault is significant in chillers, specific experimental refrigerant leakage data was not available for this thesis work and therefore, the developed FDD methodology was not extended to consider this kind of fault.

1.20 Fault Diagnostic Patterns

Table 5 summarizes the diagnostic patterns exhibited by the CQs discussed earlier.  The symbols “(”, “+” and “-“ signify no significant change, an increase and a decrease compared to base-case values, respectively.  In the Type column, “N”, “F” and “N/A” stands for Normal, Fault and Not Applicable, respectively.  Two normal operating conditions called “Load change” and “Heat-rejection change” are included.  Respectively, these are quantities representing a change in the chiller load and a change in the amount of heat rejected by the condenser.  They are modeled by varying the chilled water return and condenser water supply temperatures, respectively.  These conditions are included to show that it is possible to distinguish them from fault conditions using the appropriate set of CQs.

Although, these CQs effectively isolate faults on the component level, the diagnostic patterns help to further distinguish between the various fault conditions that may exist in a particular component.  For example, the increase and decrease in the condenser approach, APPRc and the condenser conductance-area product, UAc, respectively, would signify that there is a problem in the condenser and not in the other components of the chiller sub-system.  However, this same CQ change pattern is both exhibited by an increase in condenser tube fouling and a decrease in the condenser water flow rate.  To distinguish between these two conditions, Table 5 shows that the condenser water flow rate decrease is accompanied by an increase in the condenser water temperature difference, CWTD, whereas the condenser tube fouling is not.

For most performance monitoring studies, the COPoverall is a CQ that is often used to determine significant performance changes.  The COPoverall is included in Table 5 to illustrate that although it gives some indication of changes within a chiller sub-system, by itself, it is quite vague in isolating faulty components or in diagnosing faults within a given component.  Therefore, it must be used in combination with the other CQs, mentioned here, for useful diagnoses to be made.

COPcomp is another type of coefficient of performance (defined earlier in Equation (3.2)).  It is more effective than COPoverall in isolating faults but is quite similar to the polytropic efficiency, (polytropic, and the isentropic efficiency, (isentropic in detecting and diagnosing compressor internal faults.  In this study, however, the isentropic efficiency is the only CQ used.  Figure 12 shows the relationship between these various COP and efficiency definitions.
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Figure 3.15
Relationship between various COPs and isentropic and motor efficiencies

Table 3.5
Fault Diagnostic Patterns exhibited by Sensitive Characteristic Quantities

Operating Condition
(
Type
CQs used for FDD in a Chiller sub-system
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A Model-Based Fault Detection and Diagnosis Methodology

1.21 Overview

The overall structure and the individual components of a model-based fault detection and diagnosis methodology are discussed in this chapter.  Different kinds of models are used in its implementation.  A thermodynamically based data reduction technique is used to generate Characteristic Quantities (CQs) for actual as well as for base-case operating conditions.  The procedure is the set of thermodynamic relations used to model the refrigeration cycle discussed earlier in Chapter 3.  In this FDD methodology, it is a preprocessor of the measured data and used to calculate CQs.

The overall architecture of the FDD methodology proposed in this thesis is shown in Figure 4.1.  The fundamental components along with their links to other components and flow of information for fault detection and diagnosis are depicted.  There are two sources of CQ data used in this methodology.  Measured inputs, including the forcing functions, are fed to the Thermodynamic Preprocessor and the GRNN Interpolator.  The Thermodynamic Preprocessor is used to generate CQs using the measured input variables.  This is a continuous process using the data acquired during the actual day-to-day system operating conditions, which may be normal or faulty.  The Base Case Lookup Table contains values of CQs that were generated during fault-free operation.  A GRNN Interpolator is used to produce CQ values representative of normal (base-case) operating conditions for comparison to the operating CQ values.
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Figure 4.1
Illustration of the Fault Detection and Diagnosis Methodology

The two streams of operating and base-case CQ data are compared and errors (residuals) are computed.  These are fed to the Fault Classifier section where the appropriate statistical analyses are employed to determine the significance of these errors.  If they are indeed statistically significant, a fault detection alarm is produced.  Otherwise, monitoring continues with the assumption that the chiller process is operating normally and that no faults are present.

If faults are detected, the diagnostic classifier determines the type of fault and if possible, its location within the chiller.  The CQs used in this methodology makes isolating the fault location easier because certain CQs are sensitive to some faults and not to others.  Furthermore, the appropriate combination of CQs is used to distinguish between fault types.

Once faults are detected and diagnosed, they are subsequently evaluated to determine the most suitable action to take.  Fault Evaluation deals with comfort, safety, environment and economic issues.  Action could be taken whenever: (1) comfort cannot be maintained, (2) equipment or personal safety is compromised, (3) environmental damage occurs (e.g. refrigerant leakage), or (4) reduced energy costs justify the service expense.

The data processing procedure and the data interpolation method that form fundamental building blocks of the FDD architecture are first described.  Then, for illustrative purposes, Lucent Technology Laboratory (LTL) data are used to build the base-case by generating CQ data, storing them with their corresponding inputs in a lookup table, and then by training and calibrating the GRNN after the generated CQs are binned appropriately.

1.22 The Thermodynamic Preprocessor

Figure 4.2 illustrates the preprocessing operation.  Eight variables are provided as input and are pre-processed to form several CQs as outputs.  Once these CQs for the base-case are generated, a General Regression Neural Network (GRNN) model is then trained using this data to provide a database for the normal (fault-free) behavior of a chiller subsystem.
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Figure 4.2
Schematic illustrating pre-processing of “raw” data into CQs

The thermodynamic relations for the refrigeration cycle that was described in Chapter 3 reduces the “raw” input data to physically meaningful outputs.  These outputs are then used as performance indices or characteristic quantities, to help detect and diagnose faults.

In order to conduct on-line FDD using day-to-day operating data, it is desirable to have a model that can generate CQs without the need for any manual intervention.  The Thermodynamic Preprocessor requires only eight measurement variables to generate the necessary CQs immediately.  Two sets of CQs are generated.  During a preliminary period when a sufficiently wide range of loads is covered, a first set is made and stored in a database representative of normal (fault-free) system operating conditions.  The generation of the second set of CQ data commences after the preliminary period has expired and is monitored to determine if faults have occurred.

Figure 4.3 shows the procedure used to generate the fault-free base case.  It is assumed that sufficient data are collected and that there are no major unforeseen systematic changes during data collection.  The first block represents the chiller process.  In this study both a detailed thermodynamic model (DTM) and an actual system (Experiment) were used to analyze input and output data of the chiller process.  The DTM was used mainly to investigate and develop the FDD techniques and the Experiments used field data to verify these techniques.

The second block represents the thermodynamic data pre-processing and uses a combination of eight of the measured input and output variables from the chiller process as input.  It produces characteristic quantities of the process as performance outputs.  These, along with their corresponding inputs, are stored in a performance base lookup table that is represented by the third block.
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Figure 4.3
Generating the Base-Case Lookup table using the Thermodynamic Model

1.23 Data Interpolation

In the FDD scheme, the CQs obtained during actual operation are to be compared to the CQs obtained during fault-free operation.  There are many different combinations of input variables and only a finite number of data sets.  A method is needed for interpolating the fault-free data set to produce CQ values that correspond to the same input values of actual operation.

A number of different intepolation schemes were investigated.  Linear interpolation and regression against power form relations were found to be inaccurate and not general.  It was decided to use a Neural Network architecture.  Among the various kinds of neural networks available, the GRNN is one that appeared to be most suitable for effectively facilitating this comparison.  A brief discussion of the Neural Network approach follows.

Neural network models are inspired by the human thought processes.  Over 100 billion biological neurons are present in the human brain.  The connections between these neurons are called synapses and when the brain learns their strength is modified.  Figure 4.4 shows the structure of a biological neuron.
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Figure 4.4
Schematic of Biological Neuron

Analogously, artificial neural networks contain artificial neurons that are connected via one-way information conduits called links.  Weights are associated with these links that control the magnitude of the input signal entering the artificial neuron.  These link weights simulate the physical and neuro-chemical characteristics of the biological synapse.  Each artificial neuron in the network functions by first summing its scaled inputs and then applying a non-linear function to this sum to generate an output.  Figure 4.5 illustrates the simple structure of a single neuron unit and Figure 4.6 shows the general architecture of a interconnected network with several neurons, links and layers.  A layer is a grouping of neurons and are of three basic types.  The input layer receives data from outside of the network, the output layer holds the network’s final computational results and any layers in between these two are called hidden layers.
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Figure 4.5
Simple structure of a single neuron
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Figure 4.6
A generic illustration of a fully interconnected Neural Network with 3 layers

A basic feature of neural networks is that they learn by example and are never programmed.  Therefore, in order to train a network, it must be presented with a data sample that contains the inputs and their corresponding outputs.  By an iterative process, the network gradually learns the input-output relationship and then, depending on the application, is used for prediction, correction or pattern recognition.  Once trained, they can resolve numeric problems that are otherwise solved by conventional regression analysis.  In the network, the inputs are equivalent to the independent variables used in regression, the dependent variables become the outputs and the observations are the sample patterns used for training the network.

Neural networks fall into the two basic categories of: supervised networks and unsupervised networks.  Supervised networks are those that make predictions, classify patterns or make decisions based on a set of learned inputs and outputs.  Some examples of these are the Probabilistic Neural Networks (PNN), the General Regression Neural Networks (GRNN) and Back Propagation Networks.  These kinds of networks are trained to make predictions, classifications, or decisions when given a large enough number of accurate classifications or predictions from which it can learn.

Unsupervised networks, without being taught how to categorize, are able to classify a given number of input and output patterns into a specified number of categories.  They do this by clustering the training patterns using their proximity in n dimensional space where n is the number of inputs.  The network usually clusters the data into the maximum number of categories it is presented with.  Kohonen Networks are examples of this network type.

1.24 A General Regression Neural Network Model

The GRNN is one type of neural network that is well suited to interpolation.  It is based on the estimation of a probability density function of a vector random variable, X, and a scalar random variable, Y.  If the joint probability density function of these variables are both known then the conditional probability density function and the expected value can be computed.  According to Specht (1991), the estimated value of Y for a given X is presented in the following general regression equation:
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where
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The probability density function, f(X,Y), is estimated from sample observations of X and Y when it is unknown.  For a non-parametric estimate of f(X,Y), the Parzen estimation (Parzen 1962), 
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, is used by the GRNN.  It is defined by the following equation for the observed sample observations, Xi and Yi of the vector X and scalar Y:
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(4.2)
where
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and
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(4.4)

and

n
 = the number of sample observations

p
 = the dimension of the X vector

(
 = the standard deviation (or smoothing parameter)

An estimate for the desired mean of Y at any given X is derived in Equation (4.5) by combining Equations (4.1) and (4.2) and performing the integration after first interchanging the integration and summation operation.
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(4.5)

where, the scalar function 
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(4.6)

The main algorithm of the GRNN model is expressed by Equations (4.5) and (4.6).  The estimate 
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 is a weighted average of all the observed samples, Yi, where each sample is weighted in an exponential manner according to the euclidean distance, Di, from each Xi.  This appropriate weighting is explained by the inversely proportional relationship between the expression 
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 decreases and vice-versa.  An optimum value for the smoothing parameter, (, is determined using iterative or genetic adaptive methods.  Iterative methods such as the Holdout method and the Wiggle method are described by Ahmed (1996) and Bauer (1995), respectively.  A genetic adaptive method is discussed later and is the method chosen for this study.  Larger values of ( improve smoothness of the regression surface.  It must be greater than 0 and can usually range from .01 to 1 with good results (Ward 1996).  Figure 4.7 illustrates an example (Ward 1996) used to explain how different smoothing parameters are used in applying a trained GRNN.  In this example, one input value is used to predict one output value.  The graphs in Figure 4.7 display 40 input and output patterns; only input patterns 10, 20, and 30 produce an output value of 1.
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Figure 4.7
Comparison of the smoothing effect due to different parameter values

Figure 4.8 represents the neural network architecture of the GRNN algorithm of Equations (4.5) and (4.6).  The euclidean distance, Di, is computed by the links between the input layer and the first hidden layer.  Based on observed samples, Xi, and smoothing parameter, (, the expression, 
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 is computed.  A node in the second hidden layer takes the sum of the exponential values of all samples.  In other nodes of this same layer, the products of the exponential values and the corresponding observed Yi for each sample observation are computed.  The node in the third hidden layer computes the sum of all these product values, which is then supplied to the output node where the ratio between it and the previous sum is calculated.
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Figure 4.8
General Regression Neural Network Architecture

The suitability of the GRNN, however, is attributed to several important features and makes it convenient for online implementation.  In the GRNN network only a single parameter is estimated.  Unlike other networks, a once through, non-iterative training process with a highly parallel structure is involved.  Compared to conventional regression analysis, the specification of the underlying regression function, bounds of the independent variables, initial convergence values and convergence criteria are not required beforehand.  Additionally, the algorithm provides smooth transitions from one observed value to another even with sparse and noisy data in a multidimensional measurement space and can be used for any regression problem where an assumption of linearity is not justified.

1.24.1 Data Independence

Since the thermodynamic and the GRNN models involve functions and variables in a multi-dimensional space, it is important to know what the truly independent measurement variables are.  Here, the term independent refers to those variables that are forcing functions of the chiller process.  Information about variable independence is necessary for understanding the available data, achieving greater insight to data manipulation, accurately assigning inputs and outputs, and successfully training the GRNN model to be able to predict normal system behavior.  For the chiller process, only five measurement variables may be considered independent.  This number is determined from studying the various equations that define the chiller process more closely in the discussion that follows.

An overall energy balance of the entire refrigeration system is:
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(4.7)

Two heat transfer relations were previously defined for the condenser in Equations (3.3) and (3.4).  They are repeated here for convenience:
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(4.9)

The enthalpy difference, (href,cond, between the entering and leaving refrigerant in the condenser is a function of the condenser saturation temperature, Tcond:
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Two heat transfer relations were also previously defined for the evaporator in Equations (3.7) and (3.8) and repeated here for convenience:
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(4.12)

Here, the enthalpy difference, (href,evap, between the entering and leaving refrigerant in the evaporator is a function of the evaporator saturation temperature, Tevap:
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In addition to the above relations, the following relations for the chiller Power and Capacity, 
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 are available from chiller manufacturers’ experiments:
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(4.15)

Equations (4.7) to (4.15) fully define the thermodynamic data reduction model.  An inventory of the number of equations and the number of unknowns yield nine and fourteen, respectively.  Thus the difference between these two numbers tells us that five variables must be independently measured for these model equations to work.  For the ten measurement points available at the LTL installation, the five independent ones are the condenser supply temperature, Tcws, the chilled water supply temperature, Tchws, the chilled water return temperature, Tchwr, the condenser water flow rate, 
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The condenser water supply temperature, Tcws and the chilled water return temperature, Tchwr are the entering water temperatures to the chiller subsystem.  The chiller subsystem has no direct effect on the magnitudes of these two water streams until after they cross the system boundary.  Therefore, the temperatures, Tchwr and Tcws are independent.  They represent only a part of the building load and heat rejection, respectively.  The flow rates, 
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, are additional required independent variables.  The final measurement variable that may be termed independent is the chilled water supply temperature, Tchws.  This is independent because its magnitude is associated with a control set-point.

1.24.2 Training and Calibration of the GRNN

A GRNN can be trained without calibration.  However, calibration is recommended so that a trained network is able to interpolate well and give accurate results on new data.  To facilitate this, the input data for the network are divided into a training set and a test set.  The network is first trained using the data in the training set.  Then the test set is used for calibration by testing a whole range of smoothing parameters in an attempt at finding the optimum one that works best for the trained network.

Calibration involves computing the mean squared error, a standard statistic representing closeness of fit, between all actual and predicted outputs.  This is done by computing the squared error for each output in a pattern, totaling them and then computing the mean of that number over all patterns in the test set.  The optimum smoothing parameter is found when the mean squared error is minimized.

It is important to note that the optimum smoothing parameter is only as good as the test set used in its determination.  The key to success is to use a representative test set.  In this study, randomly chosen normal (fault-free) operating data are used in the test set.  Thus, accurate results are obtained on the test set as well as on other input data that represent normal operating conditions but are not used for the training and calibration process.

Training and calibration of the GRNN can be done using an iterative method or a genetic adaptive method.  Genetic adaptive methods take longer to train but produce networks that work better than iterative methods.  In this thesis, a genetic adaptive method is used to train and calibrate the GRNN using operating data for a chiller.

1.24.2.1 The Genetic Adaptive Method

This method is inspired by the biological principle of natural evolution.  It utilizes a genetic algorithm (GA) that works by selective breeding of a population of individuals, each of which is a potential solution to the optimization problem.  A potential solution is a set of smoothing parameters and the genetic algorithm seeks to breed an individual that minimizes the mean squared error of the test data.  In so doing, the mean squared error is a fitness measure used to determine which of the individuals in the population survive and reproduce.  Therefore, survival of the fittest causes good solutions to emerge.

Solving for the optimum smoothing parameters is affected by the size of the breeding pool.  The larger the pool is, the greater the potential of producing a better individual.  However, the networks produced by every individual must be applied to the test data on every reproductive cycle, so larger breeding pools may take longer to train.  After testing all of the individuals in the breeding pool, a new generation of individuals is produced for testing.  It is recommended that the optimum smoothing parameter is reached when approximately 20 successive reproductions (generations) of the entire population has not produced an individual that has improved the mean squared error by at least one percent (Ward 1996).

The GA determines an individual smoothing parameter for each input variable in addition to an overall smoothing parameter for the entire network.  At the end of training, the individual smoothing parameters may be used as a sensitivity analysis tool.  That is, the larger the parameter for a given input, the more important that input is to the model.  Inputs with low smoothing parameter values (near zero) are candidates for removal.

1.24.3 Binned Data

In order to work more effectively with the large volumes of input-output data used to train a GRNN, data bins were used.  Bins compact the large data population in a more meaningful way.  When presented with a large volume of data, they help to group the data into pre-determined sizes so that quicker inferences can be made about what the data represents.

For each bin, a mean and standard deviation can be used to represent all the data points within the bin. The mean is an appropriate measure that represents the center or location of the data in question and the standard deviation provides information about the variability or the spread of the data around this central point.

When bins are created, the population data are rearranged into groups where the CQs (outputs) do not vary as significantly within each group.  In other words, binned data do not exhibit as pronounced a trend and show no strong correlation with respect to any of the measurement variables (inputs).  Therefore, the outputs in ideal bins are:

1. Not strongly correlated with all pertinent measurement variables.

2. Free from auto-correlation that may result if a time series structure is present.  If this is not the case, the variance (and thus, the standard deviation) is calculated using an auto-correlation function.

3. Normally distributed with a small error (high accuracy) in the mean.  There should be an adequately large enough sample size.

4. Appropriately sized to be as large as the resolution of the measurement data.  Therefore, measurement sensor accuracy is considered when bins are formed.

Bins help the GRNN to learn more effectively from the base-case data.  Figure 4.9 is an illustrative example of a possible distribution of data points during interpolation.  It illustrates that the non-binned approach weights the high density data heavier than the low density data whereas using bins, weights apply equally.  The bin point (shown as darkened in Figure 4.9) is the mean of all the data points in the bin.  The GRNN algorithm is based on a calculation of the euclidean distance associated with each data point (represented by the lines drawn between the points in Figure 4.9).  Although the algorithm stipulates that points that are farther away from an interpolation location are weighted less compared to those that are nearer, it is possible for the output prediction to be more strongly influenced by the points that are farther away if their number density is higher.  Binning can avoid this and yield more accurate results with less data points.  Effectively, one data point is in each bin.  Training times are also remarkably reduced.
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Figure 4.9
Illustration of high and low data density when interpolating

The use of bins facilitates the continual building of the base-case, as needed.  When a base-case is built initially, the data may not cover the entire operating range.  It may be desirable to add data, as they become available.  This is done while monitoring the chiller process over time.  Several samples are checked and those that yield no significant change in the various CQs are added to the base case population in the appropriate bins.  This is called bin updating and the bin statistics are recomputed before the binned data are used for re-training the GRNN.

In order to illustrate how binning the data is used as an FDD pre-processing tool during training and calibration of the GRNN, operating range data for Chiller#2 of the LTL data set are used.  After the data were filtered and examined for validity, the thermodynamic data reduction model was used to generate CQs.  From a rich original data set of over 2000 points, a subset of 520 points was selected that included a few maximum and minimum values of the input variables.  This did not affect the training of the GRNN because the network was programmed to relax all the maximum and minimum limits by an appropriate factor of the standard deviations about all means.  The 520 data points were selected based on a multidimensional envelope defined by 
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.  From this set of points, three subsets of data were randomly selected as follows:

1. A training set containing 220 data points used for training

2. A test set containing 220 data points used for calibration

3. A verification set containing 80 data points used to test whether the GRNN gave accurate predictions with new data

The measurement variables that defined the best bins were first determined.  The five independent measurement variables discussed earlier, Tcws, Tchws, Tchwr, 
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, were appropriate inputs.  However, a reduction in the number of independent variables was made.  Due to the set-point temperature control associated with the evaporator, Tevap can replace Tchws and Tchwr.  The control system varied Tevap to allow the heat transfer necessary for the Tchwr (the return temperature from the building) to leave the chiller at a supply temperature, Tchws, as close to the set-point temperature as possible.  Therefore, Tevap alone gave the same information that Tchwr and Tchws gave together.  In addition, the flow rates are constant and only one bin is needed for each flow rate.  Consequently, the binning operation is substantially reduced to the two dimensions Tevap and Tcws.
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Figure 4.10
Correlation of COP with evaporator saturation temperature

For this study, the evaporator saturation temperature, Tevap had a stronger effect on performance than did condenser water supply temperature, Tcws.  There was a greater change in the magnitude of the CQs when Tevap changed compared to when Tcws changed.  Figure 4.10 shows the correlation between COP and Tevap.  For this data, Tcws was varied over a 1(F range.  There is a significant correlation present.  However, over a 0.5(F range, there is little variation in the COP.

Table 4.1 presents a total of 16 bins all 0.5(F in size for the variables Tevap and Tcws.  Figure 4.11 zooms in to the bins 13 and 14 (see Table 4.1 for bin number definitions) to show the weaker (insignificant) correlation that existed and the distribution of the sample points that were averaged to form the single bin points (shown as the larger symbols).

Table 4.1
Temperature ranges that correspond to Bin Numbers

Bin No.
Tevap

[(F]
Tcws

[(F]

1
38 - 38.5
78.5 - 79

2
38 - 38.5
79 - 79.5

3
38.5 - 39
78.5 - 79

4
38.5 - 39
79 - 79.5

5
39 - 39.5
78.5 - 79

6
39 - 39.5
79 - 79.5

7
39.5 - 40
78.5 - 79

8
39.5 - 40
79 - 79.5

9
40 - 40.5
78.5 - 79

10
40 - 40.5
79 - 79.5

11
40.5 - 41
78.5 - 79

12
40.5 - 41
79 - 79.5

13
41 - 41.5
78.5 - 79

14
41 - 41.5
79 - 79.5

15
41.5 - 42
78.5 - 79

16
41.5 - 42
79 - 79.5
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Figure 4.11
Blown up view of bin no. 9 (40-40.5(F) showing means

Figure 4.12 illustrates the 16 bins with their respective bin counts that were formed from the 220 training data patterns used to train the GRNN.  Clearly, the number of points in each bin was unequal.  Binning was used to equalize the effects.

After the binning process, the original 220 training data points for the base-case operation of Chiller#2 were reduced to 16.  The GRNN was trained and calibrated with the original (un-binned) 220 test data points.  The data in the test set were left un-binned so that the GRNN was able to generalize well to normal operating data that may still have some noise.  The individual smoothing parameters, obtained by the genetic algorithm, for each of the input variable, Tevap and Tcws were 0.4 and 0.118, respectively.  The fact that 0.4 was greater than 0.118 quantified the statement made earlier concerning Tevap being the stronger dimension.  The overall smoothing parameter ( for the entire network was 0.026.
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Figure 4.12
Relative size of all 16 bins to be used for training GRNN

1.24.4 Accuracy of Trained GRNN

After the GRNN was trained using the binning process, its accuracy was examined.  Figure 4.13, Figure 4.14 and Figure 4.15 are scatter plot ensembles that demonstrate GRNN predictions of characteristic quantities for the compressor, condenser and evaporator, respectively.  Table 4.2, Table 4.3 and Table 4.4 summarize the corresponding statistical results used to measure and quantify the goodness of fit and how well the base-case data were learned by the GRNN.  The fits were quite good as the values of the coefficient of multiple determination, R2, and the correlation coefficient, r, defined in Equations (4.16) and (4.17), for all CQs are quite close to unity.  Also, for most CQs 90% to 100% of all predictions were within the first 5% to 10% of the actual values.

Table 4.2
Summary statistics depicting quality of learning for compressor CQs

Statistics
COP
(isentropic
(motor

R2
0.944
0.983
0.814

Mean squared error
0
0
0

Mean absolute error
0.014
0.002
0.009

Min. absolute error
0
0
0

Max. absolute error:
0.040
0.005
0.031

Correlation coefficient r
0.980
0.993
0.905

Percent within 5%
100
100
100

Percent within 5% to 10%
0
0
0
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where

y 
= the actual CQ value determined from measurements
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= the predicted CQ value using the GRNN
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Figure 4.13
GRNN prediction of characteristic quantities of the compressor

Table 4.3
Summary statistics depicting quality of learning for evaporator CQs

Statistics
Qevap
UAe
APPRe
CHWTD

R2
0.969
0.816
0.982
0.972

Mean squared error
685.0
3.34E+09
0.007
0.015

Mean absolute error
20.8
4.19E+4
0.068
0.097

Min. absolute error
0.658
945.0
0.001
0.002

Max. absolute error
69.8
1.56E+5
0.219
0.296

Correlation coefficient r
0.985
0.920
0.994
0.986

Percent within 5%
98
94
87
98

Percent within 5% to 10%
2
6
13
2
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Figure 4.14
GRNN prediction of characteristic quantities of the condenser

Table 4.4
Summary statistics depicting quality of learning for condenser CQs

Statistic
Qcond
UAc
APPRc
CWTD

R2
0.970
0.885
0.924
0.963

Mean squared error
950
7.11E+09
0.031
0.011

Mean absolute error
24.5
7.14E+04
0.136
0.083

Min. absolute error
0.889
2.50E+03
0
0.002

Max. absolute error:
82.6
1.48E+05
0.489
0.286

Correlation coefficient r:
0.986
0.954
0.970
0.982

Percent within 5%:
98
100
95
90

Percent within 5% to 10%
2
0
5
10
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Figure 4.15
GRNN prediction of characteristic quantities of the evaporator

1.25 Fault Classifier

Up to this point, the Thermodynamic Preprocessing and the Data Interpolation aspects of the FDD methodology have been discussed in great detail.  These two sub-processes are critical to the operation of the methodology.  However, the role of the Fault Classifier section is very important as well.  This section uses the residual errors computed using the operating and base-case CQ data.

Fault Detection is accomplished when statistical analyses determine that the residual errors are significantly large.  Chapter 6 discusses this in more detail and uses actual field data from chillers for illustration.  If faults are detected, they are then diagnosed.  That is, the type of fault and its location are both identified.  Diagnostic patterns that help with Fault Diagnosis were discussed in Chapter 3.  They are also used in the FDD implementation examples of Chapter 6.

FDD Sensitivity – Sensor Accuracy Considerations

1.26 Overview

The essence of the Fault Detection scheme in this thesis relies on the determination that a fault truly exists based on the deviation of a Characteristic Quantity (CQ) exceeding some predetermined threshold or criterion.  This deviation is measured from an established base case representing normal operating conditions.  Figure 4.1 from the previous chapter illustrated how a CQ deviation is obtained by comparing the “operating CQs” to the “base-line CQs”.

The threshold for fault detection is determined based on an uncertainty analysis of the calculated CQs that are used as detection indicators.  This is discussed in detail in this chapter.  Due to the many perturbations that exist, there is an inevitable chain of causes and effects that occurs and form the basis for uncertainties.  Once these uncertainties are accounted for, the FDD technique will be more robust.  Some of the factors that may cause perturbations are power supply variance, hysteresis, precision and bias errors and general instability.  These factors contribute to the accuracy ratings of the measurement sensors and therefore, are factors that contribute to the uncertainties in CQ deviations.  These uncertainties in CQs determine the threshold and thus the sensitivity for fault detection.  A tighter uncertainty region corresponds to more sensitive detection.

Total measurement uncertainty or total error, (total can be divided into two main categories called precision errors, (p and bias errors, (bias.  Figure 5.1 shows the relationship between these errors.  The bias error is the fixed or systematic component of the total error.  The precision error, sometimes called the repeatability error, is the random fluctuating component of the total error.  For a sufficiently large data sample, the bias error is the difference between the mean of the N observations in the sample and the true value of the particular measurement point, Xtrue.  The precision errors cause the frequency of occurrence of each observation to be normally distributed about the observation mean, (.

In the following sections the various methods that may be used to determine precision and bias errors are described first.  The mechanism by which these sensor measurement errors, of various system variables, propagate through model equations is explored.  The resulting CQ uncertainties are evaluated using an uncertainty analysis as outlined in (Taylor and Kuyatt 1994).  The threshold for Fault Detection is then determined from this analysis.
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Figure 5.1
Errors in measurement of a variable X using a large enough sample of size N

1.27 Precision Errors Determination

Using the Lucent Technology Laboratory (LTL) data, the precision error of each measurement point was determined.  Three basic methods were used to acquire the information needed.  Method I yielded the precision errors of the relevant sensors by direct consultation of the Manufacturers’ catalogs.  Method II utilized Data Visualization where a mere inspection of the appropriate two-dimensional plot gave the required information.  Method III was more involved and was based on theories of statistical model identification.

1.27.1 Method I – Manufacturers’ Specifications

A Rosemount Series 68 platinum RTD sensor was used to measure the chilled water supply temperature, Tchws.  It was spring-loaded to ensure good surface contact in thermowells for faster time response and vibration resistance.  Rosemount (1990) quoted a precision error of (0.05% (0.23 (F or 0.13(C) which is a maximum ice-point shift following 10 cycles over the specified temperature range of -148(F to 752(F (-100(C to 400(C).  Information about the other six York CodePak chillers’ temperature sensors was not available.  It was assumed that their accuracy was similar to that of the Rosemont sensor.

A combination of a Dieterich Standard Diamond II annubar and a Rosemount Model 1151DP Alkaline pressure transmitter was used to determine the flow rates for the chilled water and condenser water through the chillers.  The relevant precision error in these flow rates was determined by:
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where, according to (Rosemount 1992) and (Dieterich 1990,1994), the differential pressure, (P, and the calibration constant, Kcalibr are defined, respectively, by:
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(5.2)

and
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(5.3)

where

D
 = internal pipe diameter

Funits
 = units conversion factor

FRey
 = Reynolds number factor

Fm
 = manometer factor

Ftx
 = thermal expansion factor

Fgl
 = gage location factor

Flow
 = Maximum flow rate used for calibration

(flow
 = flowing specific gravity

Kflow
 = annubar flow coefficient

span
 = calibration range of pressure transmitter

URL
 = Upper Range Limit of pressure transmitter

Table 5.1 summarizes the precision error specifications using the above calibration information provided by the manufacturers.

Table 5.1
Manufacturers’ specification of Precision Errors

Measured

point
span

[in-H2O]
Kcalibr

URL

[in-H2O]
Flow

[gpm]
Precision

[gpm]
Precision

[%]
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1.27.2 Method II – Data Visualization

Data Visualization is an old but efficient way of drawing significant inferences from a database before attempting to use complex data analysis algorithms.  As an example, Figure 5.2 shows the time series plot of the chilled water supply temperature, Tchws for chiller 2 on 4/27/98.

[image: image121.emf]43.2

43.4

43.6

43.8

44.0

44.2

44.4

44.6

44.8

0 50 100 150 200 250 300

Time (5 min segments)

Tchws 

[F]


Figure 5.2
Non-stationary time series of Tchws for chiller 2 on 4/27/98

This time series is not stationary because the mean temperature was not constant over time.  Figure 5.3 shows the time series plot of this same data set subjected to a first difference.  A first difference is used to convert the time series to one that is stationary and is obtained by consecutively subtracting the value of the time series variable at the previous time step from its value at the present time step, for all values in the time series.  Equation (5.4) gives the formula for determining the first difference of Tchws and can be implemented very easily via a spreadsheet program.  The first difference defined here is actually the initial step in calculating the first derivative of functions.  The first differencing will remove the trend portion of the time series.  As shown in Figure 5.3, the resulting series has a constant mean.  The resolution of the temperature sensor is also apparent from Figure 5.3.
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Figure 5.3
First Difference time-series plot of Tchws for chiller 2 on 4/27/98

There is a consistent minimum interval size of 0.31(F for the Tchws measurements.  This indicates the precision error of the Tchws sensor.  Data visualization is an effective tool that complements the data acquisition process and gives precision error information without the use of complex calculations.

1.27.3 Method III – Time-series Modeling

If the data acquisition system does not present the data in such an apparent discrete format as described in Method II, data visualization may not be easy.  Furthermore, it is possible for errors to be incurred during the actual “eyeballing” process since it solicits some degree of individual judgement on the part of the experimenter.  Statistical theory can complement Method II.  Statistical analysis of the measurement data involves a model fitting process of the time series measurement variable, Xt.  Once a model is fitted to the data, the normally distributed and uncorrelated residuals (difference between the actual data and model fits) constitute a white noise process, (t, with zero mean and constant variance.  The spread or standard deviation, ((, of this white noise represents the precision errors.  The theory of Gaussian (normal) distributions predicts 70% and 95% probability that any re-measurement will fall within (( and 2((, respectively, of a previous measurement.

The Autoregressive Integrated Moving Average (ARIMA) architecture is used for modeling the time series data (Box et al. 1994).  It can be expressed succinctly as:
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where, the Autoregressive(AR) operator, ((B) is defined as:


[image: image125.wmf]f

f

f

f

f

(

)

B

B

B

B

B

p

p

=

-

-

-

-

×

×

×

-

1

1

2

2

3

3



(5.6)

and the symbols (1, (2, (3, . . . , (p are the finite set of weight parameters.  The Moving Average (MA) operator, ((B) is defined as:
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and the symbols (1, (2, (3, . . . ,(q are the finite set of weight parameters.  The backward shift operator, B is defined as: 
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 represents the Integrative (I) portion of the ARIMA and the exponent d indicates how many derivatives of the original time series data are taken.  As a whole, the fitted model will be called an Autoregressive Integrated Moving Average model of order p,d,q or ARIMA(pd,q) where p, d and q are defined by (5.5), (5.6) and (5.7).

An ARIMA(1,1,1) model was fitted using the one-day sample of Tchws data shown in Figure 5.2.  An autocorrelation function, r(k) was determined for the first 30 lags of the model residuals as illustrated in Figure 5.4.  Auto-correlation exists when an observed data point, within a given sample, exhibits a dependence on previous data points, at a lag k in time, within that same sample.  It is defined in more detail in the Statistical Tools section of Chapter 6.  When there is autocorrelation present, the r(k) function would be expected to show a significance at the first lag, k=1 (i.e., |r(k)|> threshold) and then diminish sequentially with lag k.  Here, however, there are no significant autocorrelations apparent in Figure 5.4 because |r(k)|< threshold for all k lags where, the threshold is approximated by 
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[image: image131.emf]-0.15

-0.10

-0.05

0.00

0.05

0.10

0.15

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29

Lag, k

Autocorrelation, r(k)   .

+×

=

2

1

287 ( ) N

-×

=

2

1

287 ( ) N


Figure 5.4
Insignificant autocorrelations for the residuals of an ARIMA(1,1,1) model

Table 5.2
Estimated parameters for ARIMA(1,1,1) process

Parameters
Estimated values
standard deviation
t-statistic

(1
0.2482
0.0875
2.84

(1
0.7745
0.0570
13.58

Table 5.2 gives the estimates and statistics for the finite weight parameters of the ARIMA(1,1,1) process.  Note that the estimates of these parameters are quite significant at the 95% confidence level as their t-statistics are greater than 1.96.  The value of 1.96 is used as a significance threshold for parameter estimation using the statistical student t-test.  In essence, the determined t-statistics indicate that the ARIMA model is a good fit to the data.  Chapter 6 describes the t-statistic in more detail.
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Figure 5.5
Descriptive Statistics for residuals of the ARIMA(1,1,1) model

The histogram in Figure 5.5 shows that the residuals, defined as the difference between the actual sample values and their corresponding ARIMA(1,1,1) model fits, are  normally distributed white noise errors with a mean of zero (((=0.002(F).  From this statistical time-series analysis, the precision errors determined are ((( = 0.17(F at the 70% confidence level and (2(( = 0.34(F at the 95% confidence level.  These values are very close to the manufacturer’s specifications described in Method I.

Method III was repeated for the other measurement points for different days throughout April 1998.  Table 5.3 summarizes the results.  Observe that no models were fitted for the constant flow rates, 
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 because these time series measurements were already stationary and exhibited no trends (consistent with a constant flow).  Therefore, the relevant means and standard deviations were determined directly from the data samples.  Their precision errors were also found to be quite close to the manufacturer’s specifications.  Using the average of the respective flow rate means as the whole, mchw had a precision error of (3% and mcw had a precision error of (1%.

The precision errors for all the measurement points determined here were used in the uncertainty analysis in a later section.  This will account for the effect of these errors on the final CQs used for the FDD methodology.

Table 5.3
Results of Time Series Analysis to detect Precision errors

Point
Sample.
N
ARIMA(p,d,q)
((
((
Precision

Tevap
((F)
day #1
287
ARIMA(0,1,3)
-4.60E-03
0.23
-


day #2
287
ARIMA(0,1,3)
-3.60E-03
0.28
-


day #3
287
ARIMA(2,1,3)
2.90E-03
0.28
-


day #4
287
ARIMA(0,1,1)
-4.50E-03
0.20
(0.25

Tchws
((F)
day #1
287
ARIMA(2,1,2)
-6.00E-04
0.18
-


day #2
287
ARIMA(2,1,2)
7.00E-04
0.21
-


day #3
287
ARIMA(2,1,0)
1.10E-03
0.23
-


day #4
287
ARIMA(1,1,1)
-2.00E-03
0.17
(0.20

Tchwr
((F)
day #1
287
ARIMA(0,1,1)
8.20E-03
0.25
-


day #2
287
ARIMA(0,1,1)
1.50E-03
0.26
-


day #3
287
ARIMA(0,1,1)
3.50E-03
0.27
-


day #4
287
ARIMA(0,1,1)
3.40E-03
0.31
(0.27

Tcws
((F)
day #1
287
ARIMA(2,1,3)
4.01E-02
0.64
-


day #2
287
ARIMA(2,1,3)
-2.93E-02
0.58
-


day #3
288
ARIMA(2,0,3)
7.71E-02
0.62
-


day #4
287
ARIMA(2,1,3)
5.02E-02
0.61
(0.61

Tcwr
((F)
day #1
287
ARIMA(2,1,3)
3.17E-02
0.69
-


day #2
288
ARIMA(2,0,2)
8.00E-03
0.69
-


day #3
288
ARIMA(2,0,2)
3.86E-02
0.59
-


day #4
287
ARIMA(2,1,3)
3.42E-02
0.76
(0.68

Tcond
((F)
day #1
287
ARIMA(2,1,3)
2.86E-02
0.67
-


day #2
287
ARIMA(2,1,3)
7.10E-03
0.51
-


day #3
287
ARIMA(2,1,3)
5.40E-03
0.51
-


day #4
287
ARIMA(2,1,3)
3.13E-02
0.74
(0.61

T2
((F)
day #1
287
ARIMA(2,1,3)
-1.52E-02
0.64
-


day #2
287
ARIMA(2,1,3)
-9.20E-03
0.51
-


day #3
287
ARIMA(0,1,3)
-2.74E-02
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1.28 Bias Errors

Bias or systematic errors are far more elusive than precision errors and, as a result, are more difficult to determine in a given HVAC system.  They are sometimes referred to as “soft” sensor faults in contrast to “hard” faults that describe sensors that have completely failed.  Bias errors can be additive or multiplicative and can occur abruptly or gradually.

Three basic methods for detecting these bias errors are discussed in this section.  Method I involves redundant physical measurement and is often used during commissioning of HVAC systems (Bilas et al. 1997). Method II takes advantage of data visualization accompanied by engineering insight and Method III uses the control volume approach where conservation laws are implemented (Wang et al. 1998).

The motivation for studying bias errors is that they can adversely “bias” the conclusions made in chiller performance analysis and fault detection.  They are more severe in Parallel FDD (PFDD) than in Serial FDD (SFDD).  In PFDD, a comparison is made using the CQ residuals between the various chillers of the entire HVAC system to compare their relevant performances during a particular time period.  In SFDD, the CQ residuals are compared over time for each individual chiller.  However, the bias errors of sensors are not guaranteed to always be the same magnitude for the individual chillers within a cooling plant and therefore, it is important for them to be identified.  SFDD and PFDD are discussed more in Chapter 6.

1.28.1 Method I – Physical Measurement

Detecting bias errors by actual physical measurement is the most direct method.  In fact, it is the method used by many scientists during the calibration of various instruments for experimentation.  For example, if one desired to check the bias errors in a given temperature sensor, another sensor of known accuracy could be used in redundancy with the one under investigation.

There are drawbacks to this method.  Sometimes preparation must be done, a priori, to smoothly introduce the redundant sensing (especially if one has to “cut” into the system).  This translates to considerable time and cost that may be magnified by the elaborate inventory of sensors in some systems.  There may also be unavoidable limitations by conditions in the field.  In certain situations, it is not possible to access some sensors for a redundant measurement without adversely disturbing the system operation.

However, many centralized cooling plants are equipped with an integrated Building Energy Management System (BEMS) and therefore sensor readings are readily available at a local supervisory workstation or remotely via modem transmission.  When checking sensors in this fashion, it is useful to isolate certain main heat transfer components of the system.  For example, to check the sensors on the evaporator side of all the chillers in a central chilled water system, it is good to turn off all the compressors and leave the chilled water pumps running.  Inherent redundancies, if present, can easily determine a faulty sensor.  This control experiment requires the following to be true for all sensors to be without fault:

1. All entering water temperatures are equal.

2. All entering water flow rates are equal.

3. Each chiller’s entering and leaving water temperatures are equal
.  A similar control experiment can determine sensor faults in the condenser water loop as well.

1.28.2 Method II – Data Visualization

Several redundancies in data measurement were in the chiller system under study and aided locating bias errors in sensors.  With Data Visualization, it was possible to make a first estimate of their magnitudes.

1.28.2.1 Chilled Water Loop

The chillers were simultaneously staged on to meet the building load.  An inherent physical redundancy was present between the chilled water return temperature sensors and between the corresponding chilled water flow sensors.  The sensors should have recorded the same value.  The difference in measurements from any redundant sensor pairs represented their relative biases with respect to one another.  The return temperatures plotted in Figure 5.6 and Figure 5.7 show that the redundancy relationship indicates that there is no bias error in the return temperature or flow rate of chiller 1 and chiller 2 or are equally biased.  Consequently, these sensors are reading well and have no significant bias errors.
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Figure 5.6
Equal sensor readings for chilled water return temperature – Chillers 1 & 2
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Figure 5.7
Equal sensor readings of chilled water flow rates – Chillers 1 & 2

Bias errors in the chilled water supply temperature sensors (to the building load) were more challenging to determine.  This is because sensor measurements for each chiller may differ as a result of faulty conditions other than a bias error.  These will be discussed more in Chapter 6.  Figure 5.8 shows a plot of chilled water supply temperature sensors for chiller 1 and chiller 2.  A bias error is likely in one of these sensors since there is an apparent difference in the mean measurements of each.  This difference can not be due to a difference in the loads met by these chillers since it was shown that the chilled water flows and return temperatures were the same for both chillers.
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Figure 5.8
Unequal sensor readings of chilled water supply temperatures – Chillers 1 & 2

1.28.2.2 Condenser Water Loop

A redundancy relationship is also present between the condenser water supply temperature sensors and between the condenser water flow sensors for simultaneously staged chillers.  Figure 5.9 and Figure 5.10 are plots of the condenser water supply temperatures for chillers 1 and 2 and the condenser water flow rates of chillers 1 and 2, respectively.
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Figure 5.9
Unequal sensor readings of condenser supply temperatures – Chillers 1 & 2
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Figure 5.10
Unequal sensor readings of condenser water flow rates for Chillers 1 & 2

Here, neither flow nor temperature sensors register the same readings.  Although, the difference in readings between the flow sensors may appear insignificant at approximately 1.0%, the sudden jumps may be a signature of a jump-type bias error.  Due to these unequal sensor readings between chillers, it is more difficult to analyze any bias errors that may be present in the condenser return temperature sensors.

1.28.2.3 Refrigerant Loop
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Figure 5.11
Refrigerant migration effect when Chillers 1 and 3 are off

When the chillers were turned off (simultaneously or not), an interesting refrigerant migration effect was observed.  The refrigerant appeared to circulate between the condenser and evaporator due to a vapor pressure difference.  The condenser and evaporator saturation temperatures are plotted in Figure 5.11.  This figure shows how the refrigerant saturation temperatures varied during on and off modes.  The condenser and evaporator should equalize when the chiller was off.  The two-phase refrigerant conditions in each component leads to the expectation that the temperature would be equal.

Possible bias errors in the saturation temperature sensors for chillers 1,2,3 and 4, were evaluated by calculating the difference between the evaporator saturation temperature and the condenser saturation temperature (i.e., Tcond – Tevap).  Figure 5.12 and Figure 5.13 illustrate how these temperature differences varied for each chiller.  The pronounced vertical lines in all saturation temperature difference plots depicts when the chiller is either turned on or off.  The fact that the individual lines for each chiller fluctuate around different means indicates the likelihood of a bias error in one or more of these temperature sensors.  This is inferred because although the individual temperatures may be slightly different, due to heat transfer, for example, the temperature difference is expected to be equal.
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Figure 5.12
Saturation temperature differences when Chillers 1,3 and 4 are off in April
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Figure 5.13
Saturation temperature differences when Chillers 1,2 and 4 are off in May

Time series plots for the compressor discharge temperatures are also examined during the off mode for all four chillers.  It is seen in Figure 5.14 and Figure 5.15 that the temperatures are very close in magnitude for all chillers.  Therefore, all of the discharge temperature sensors are assumed to not have significant bias errors.
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Figure 5.14
Compressor discharge temperatures when Chillers 1,3 and 4 are off in April

[image: image146.wmf]84

84.5

85

85.5

86

5/1/98 0:04

5/1/98 9:34

5/1/98 19:04

5/2/98 4:34

5/2/98 14:05

5/2/98 23:35

5/3/98 9:05

5/3/98 18:35

5/4/98 4:05

5/4/98 13:35

5/4/98 23:05

5/5/98 8:35

5/5/98 18:05

5/6/98 3:35

5/6/98 13:05

5/7/98 18:14

Discharge Temperature (F)

C1-T2

C2-T2

C4-T2


Figure 5.15
Compressor discharge temperatures when Chillers 1,2 and 4 are off in May

1.28.3 Method III – Control Volume Approach

The idea behind the Control Volume approach to detecting bias errors is quite basic.  It involves the implementation of conservation of mass and conservation of energy laws for a particular control volume drawn as depicted in Figure 5.16.  This approach has three main steps.  First, one or more appropriate control-volumes must be selected as illustrated in Figure 5.16.  Control Volume I and II (CV I and CV II) are drawn around the supply and return piping on the building side and on the evaporator side, respectively.  CV I and CV II may be used to analyze the chilled water sensors.  Likewise, Control Volumes III and IV (CV III and CV IV) that are drawn around the piping on the condenser side and on the cooling tower side, respectively, may be used to examine the condenser water sensors.

Second, steady state energy and mass conservation equations are used to define heat and flow balance residuals, respectively.  Equations (5.8) and (5.9) respectively define the appropriate heat and flow balance residual equations for control volume I.  Residuals should be zero and will not be if there are bias errors.  Similar equations may be written for the other control volumes.  These relationships constrain the related sensor measurements.
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where

Cpw
 = specific heat capacity of water
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Figure 5.16
Schematic of the LTL chiller system with possible control volumes
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Lastly, a system of simultaneous equations is developed and solved using the definition of the flow and heat balance residuals.  This is done by minimizing the sum of the squares of the heat balance and flow balance residuals with respect to the individual bias errors.  The sum of the residual squares are defined in Equation (5.10) and (5.11) as:
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where 
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These sums are then minimized with respect to the individual bias errors as summarized by Equations (5.12) and (5.13).
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where
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where
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The solutions to this optimization problem are used to correct the “raw” measurements and thus compensate for the bias errors that may be present.

For the LTL data, the return and supply sensor measurements, to and from the cooling tower (Mrt, Trt and Tst in Figure 5.16), and those, to and from the building (Mrb, Trb and Tsb in Figure 5.16), are not available.  Therefore, a comprehensive bias error estimation and data compensation is not possible.  However, control volume II and III may be used if the redundancy criterion described in Methods I and II are satisfied and the sensors of a reference chiller are known to be correct.

As seen earlier in Figure 5.6 and Figure 5.7, the redundancy criterion for the LTL data was satisfied by the chilled water loop.  Chiller #2 data were used as reference since it gave the closest performance to the manufacturer’s specifications and its chilled water supply temperature was nearest to the chilled water set-point temperature of 43(F used by the PID controller.  Figure 5.17 shows the COP data for chillers #1 and #2 including a COP curve fit using data from the Original Equipment Manufacturer (OEM).  This depicts the COP relationships before the chilled water supply temperature data are corrected.  Chiller 1 has COP range of  In Figure 5.18, the shift between the COP curves collapses when the data are compensated by the bias error, (Tchws, which is estimated.  A bias error of approximately +2.0(F is estimated for Chiller #1.
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Figure 5.17
Performance curves for Chillers 1 & 2 before bias estimation and correction
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Figure 5.18
Performance curves for Chillers 1 & 2 after bias estimation and correction

1.29 Uncertainty Analysis

In Chapter 3, CQs were used that were effective in detecting and diagnosing different faults.  However, the accuracy of the sensors used to measure the various temperatures and flow rates was not considered.  The analyses presented earlier was modified to account for sensor accuracy.  All the temperature and flow rate sensors were incorporated into the model to determine the effect on the respective CQ deviations.  Fault detection thresholds were determined from the results.

1.29.1 Theory and Background

Numerous situations involve the computation of an important quantity, Y, instead of its direct measurement.  If such a quantity is determined from N other directly measured quantities X1, X2, …, XN, a functional relation between these quantities and Y may be expressed as 
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.  This function f not only expresses a physical law but a measurement process.  In fact, all the quantities that could contribute a significant uncertainty to the measurement results are accounted for by f.

Furthermore, if 
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 is performed.  This gives the following expression known as the law of propagation of uncertainty as described in (Taylor and Kuyatt 1994):
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where
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If the individual measurement inputs are assumed uncorrelated and random, then the covariance term is zero and 
[image: image182.wmf]u

Y

c

(

$

)

 is simplified to:


[image: image183.wmf]u

Y

f

x

u

x

c

i

i

i

N

(

$

)

(

)

/

=

æ

è

ç

ö

ø

÷

é

ë

ê

ê

ù

û

ú

ú

=

å

¶

¶

2

1

1

2





(5.15)

1.29.2 Examples

Two CQs that are sensitive to tube fouling in the condenser are its approach, APPRc, and conductance-area product, UAc.  Using the simplified form of the uncertainty propagation law in Equation (5.15), expressions can be derived for the uncertainties in UAc and APPRc.

1.29.2.1 Uncertainty in UAc
Equations (3.3), (3.4) and (3.5) that were defined earlier were used to model the rate of heat transfer across the condenser in a chiller sub-system.  They were manipulated to give Equation (5.16) that defines the conductance-area product of the condenser, UAc, in terms of four independently measured variables and a fluid property, Cpw.  This property is the specific heat of water and actually varies with temperature conditions but was assumed constant for this application since the range of variation is insignificant.
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The UAc is a 
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.  Equation (14) was used to express the most probable uncertainty in UAc as:
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where,
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and, 
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 are the uncertainties of the measured condenser water supply temperature, condenser water return temperature, refrigerant condenser saturation temperature and the water mass flow rate, respectively.  These uncertainties are equivalent to the accuracy of the measurement sensors.

1.29.2.2 Uncertainty in APPRc
The approach, APPRc is a 
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[image: image194.wmf]u

APPR

APPR

T

u

T

APPR

T

u

T

c

c

cwr

cwr

c

cond

cond

(

)

(

)

(

)

/

=

×

æ

è

ç

ö

ø

÷

+

×

æ

è

ç

ö

ø

÷

é

ë

ê

ê

ù

û

ú

ú

¶

¶

¶

¶

2

2

1

2



(5.22)

where
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and
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1.29.3 Fault Threshold Determination

For the threshold analysis, only precision errors were used.  Those presented in Table 5.3 were used as a guide.  Thus, the following sensor errors were used to evaluate the effect of error on CQ:

· Temperature sensor:
(0.3(F and (0.6(F

· Water flow rate sensor:
(5%

· Power kW-meter:

(10% and (20%

Fault detection thresholds are illustrated in Figure 5.19 through Figure 5.24.  Two types of horizontal lines are used in defining these thresholds.  The no-fault line represents no flow rate reduction (or increase), no fouling and no inefficiencies in either the compressor or the motor.  The critical line was determined by the following 3-step procedure:

1. Locate the points where the uncertainty boundaries intersect the no-fault line.

2. Project these points vertically to the points that intersect the 0.0(F curve (shown as black dots; for 
[image: image197.wmf]F

0.6

o

±

, refer to Figure 5.19).

3. Draw horizontal lines, parallel to the abscissa, through these intersection points.

These horizontal lines are the critical lines and they define a region (shown as hatched in Figure 5.19) within which it is possible for faults to go undetected.  Beyond these critical lines (or thresholds), however, faults may be detected with more confidence despite the errors present in the measurement sensors.

1.29.3.1 Flow Rate Reduction

Water flow rate reduction (or increase) is detected most effectively by deviations in the conductance-area product and the entering/leaving water temperature difference of the given heat exchanger (evaporator or condenser).  Figure 5.19 shows the sensitivity of UA when used to detect flow rate reductions.  The heavy solid curve represents the UA deviation in the face of no errors in the temperature and flow sensors (i.e., 0.0(F/0% of full scale, gpm).  The dashed and light solid curves represent the UA deviation due to errors of (0.3(F/(5% gpm and (0.6(F/(5% gpm, respectively.

Here, the critical lines are drawn using the uncertainty boundaries defined by (0.6(F/(5% gpm.  Based on a (0.6(F/(5% gpm precision of these sensors, it can be concluded that UA deviations between –23.6% and +23.6% would not indicate a fault.  Flow rate reductions greater than 41.0% and flow rate increases greater than 68.0% would be needed to indicate faults.
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Figure 5.19
Sensitivity in UA deviations when detecting water flow rate reduction

Figure 5.20 is similar to Figure 5.19 in terms of the precision errors represented by the heavy, dashed and light curves.  However, the characteristic quantity used here is the entering/leaving water temperature difference instead of the conductance-area product.  It is apparent from the critical lines drawn in Figure 5.20 that the thresholds for detecting flow rate reduction is lower than those depicted in Figure 5.19.  In others words, this characteristic quantity has a greater fault detection sensitivity, which was established in Chapter 3.
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Figure 5.20
Sensitivity in Water Temperature Difference when detecting flow reduction

Quantitatively, here, it is concluded that water temperature difference deviations beyond –14.3% and +14.3% are used to detect flow rate increases greater than 16.0% and flow rate reductions greater than 13.0%, respectively.

1.29.3.2 Fouling

Fouling increase (or decrease) in the tubes of heat exchangers is detected most effectively by deviations in the conductance-area product and the approach of the given device.  Figure 5.21 shows the sensitivity of UA when used to detect fouling.  A fouling factor of one represents no fault and in this study, is the normalized equivalent of 0.00075 hr-ft2/BTU.  A factor greater than one is an increase in fouling and lesser than one is a decrease.  The critical lines indicate that UA deviations beyond –19.6% and +19.6% are used to detect fouling factors greater than 1.6 and lesser than 0.3, respectively.
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Figure 5.21
Sensitivity in UA deviations when detecting tube fouling

Figure 5.22 shows the sensitivity of the Approach when used to detect fouling.  The critical lines indicates that APPR deviations beyond –17.6% and +17.6% are used to detect fouling factors lesser than 0.7 and greater than 1.3, respectively.  These numbers, compared to those for UA, suggest that the APPR has lower fouling detection thresholds.
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Figure 5.22
Sensitivity in Approach deviations when detecting tube fouling

1.29.3.3 Compressor Internal Faults

Some internal faults of the compressor are detected most effectively by deviations in its isentropic efficiency, (isentropic.  Figure 5.23 shows the sensitivity of (isentropic when used to detect faults.  A compressor fault factor of one represents no fault.  In contrast to the fouling factor, a compressor fault factor greater than one is an improvement of the fault condition and a factor lesser than one is a worsening of the situation.  The critical lines indicate that (isentropic deviations beyond –2.1% and +2.1% are used to detect fault factors lesser than 0.8 and greater than 1.2 respectively.
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Figure 5.23
Sensitivity of Isentropic Efficiency when detecting compressor faults

1.29.3.4 Motor/Transmission Faults

Deviations in the motor efficiency, (motor, are used to detect faults in the motor or transmission housing.  Figure 5.24 shows the sensitivity of (motor when detecting motor or transmission faults.  The heavy solid curve represents the (motor deviation when the kW-meter is error free (i.e., 0% of full scale, kW).  The dashed and light solid curves represent the (motor deviation due to errors of (10% kW and (20% kW, respectively.  A motor fault factor of one represents no fault and in this study, is equivalent to 0.85.  However, factors greater than one represent worsening conditions.
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Figure 5.24
Sensitivity in Motor efficiency deviations when detecting Motor faults

Here, the critical lines are drawn using the uncertainty boundaries defined by the (20% kW error.  Based on this kW-meter precision, it is concluded that (motor deviations less than –20% is used to detect fault factors greater than 1.3.

Implementation of the Model-Based FDD Methodology

1.30 Overview

The last three chapters discussed the development of a model-based methodology for Fault Detection and Diagnosis.  Considerations were given as to how the accuracy of measurement sensors affected the interpretation of CQ deviations used for detecting faults.  This chapter examines this FDD methodology when applied to field data from a real chiller system to determine what kinds of faults are present.  Before the methodology is utilized, the chiller system under investigation is first described.  Next, data acquisition, data checking and data filtering are discussed.  Background theories of some relevant statistical tools are then reviewed and lastly, the methodology is shown to detect and diagnose various faults within the chiller system.

1.31 Description of the System

Data from the chiller system employed at the Lucent Technology Laboratory in Murray Hill, New Jersey, were used to evaluate the FDD methodology proposed.  In this facility, four 2000 ton capacity, electric centrifugal chillers and four 1500 ton capacity, gas driven, steam absorption chillers are used to meet the building cooling load.  The chillers use the refrigerant R-22.  The electric centrifugal chillers, which are the ones being analyzed for fault detection, are all identical York patented CodePak chillers and were all installed at the same time.  This fact creates an unusual, yet useful, control experiment from the perspective of detecting and diagnosing faults because they are expected to have similar performances.  Table 6.1 gives more detail of the mechanical specifications and parameters of these chillers.

1.32 Chilled Water Plant Control

The chilled water plant at Lucent Technology implemented an overall control philosophy aimed at minimizing the plant cost per ton-hr of refrigeration while taking into account the time-of-day electric utility rates.  To this end, optimization functions were distributed among Modular Building Control (MBC) cabinets programmed by Siemens Building Technologies’ (formerly, Landis & Staefa, Inc.) patented PPCL (Powers Programming Control Language) statements.

Table 6.1
Chiller mechanical specifications

Parameter
Quantity or Type
Units

Evaporator shell/tube material
Steel/Copper
-

No. of evaporator tubes
1492
-

No. of evaporator passes
2
-

Evaporator tube fouling factor
0.00025
hr-ft2-(F/Btu

Diameter/thickness of evaporator tubes
0.75/0.035
Inches

Length of evaporator
14
ft

Condenser shell/tube material
Steel/Copper
-

No. of condenser tubes
2293
-

No. of condenser passes
2
-

Condenser tube fouling factor
0.00025
hr-ft2-(F/Btu

Diameter/thickness of condenser tubes
0.75/0.035
inches

Length of condenser
14
ft

No. of compression stages
1
-

Compressor capacity control
Pre-rotation Vanes
-

Type of drive
Gear
-

Electric Power
4160/3/60
Volts/Phase/Hz

Max Motor load
1359
kW

Motor speed
3570
rpm

The programmed MBCs monitored and controlled the following equipment:

1) Primary chilled water systems which included:

a) Four steam absorption chillers

b) Four centrifugal chillers

c) Seven primary chilled water pumps serving both the absorption and the centrifugal chillers

d) Four condenser water pumps serving the absorption chillers

e) Four condenser water pumps serving the centrifugal chillers

f) Five cooling tower cells serving the absorption chillers

g) Five cooling tower cells serving the centrifugal chillers

2) Separate building chilled water system loops for each of eleven pump stations.  Each pump station includes three parallel pumps that may be either constant speed/constant volume pumps or one variable speed pump in parallel with two constant speed pumps.

3) Two heat exchangers rated at 1000 tons refrigeration each.  These are used as water- side economizers (free cooling) during cool outdoor air conditions.  For the period that the data were collected, these were not in operation.

Figure 6.1 is a schematic of the primary chilled water system only.  Note that only the electric centrifugal chillers with their respective water (chilled and condenser) flows and sensors are highlighted here.
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Figure 6.1
LTL Chilled Water Plant showing electric centrifugal chillers only

1.33 Description of Data Acquisition and Analysis

Ten measurement points were initialized for trending.  Remotely, via a modem, the respective point values were downloaded from field panels connected to the centrifugal chillers through gateways.  The resolution used to trend these measurement points was restricted to one-minute intervals.  This was due to the memory capacity of each field panel cabinet.  The point names and descriptions are summarized in Table 6.2.

Table 6.2
Nomenclature of LTL measurement point data

Point Description
LTL Point Name
FDD Point Name

Units

Chilled Water Supply Temperature
Tchws
CC#HST
(F

Chilled Water Return Temperature
Tchwr
CC#HRT
(F

Condenser Water Supply Temperature
Tcws
CC#DST
(F

Condenser Water Return Temperature
Tcwr
CC#DRT
(F

Evaporator Saturation Temperature
Tevap
CC#EST
(F

Condenser Saturation Temperature
Tcond
CC#CST
(F

Compressor Discharge Temperature
T2
CC#RDT
(F

Chilled Water Flow Rate
Mchw
CC#HFL
gpm

Condenser Water Flow Rate
Mcw
CC#DFL
gpm

Compressor Power
P
CC#MKW
kW

At the remote site, Siemens Building Technologies’ InfoCenter software, in combination with a Sequel Server Database, was used to manipulate the chiller data.  The main manipulations by InfoCenter were:

· Arrangement of data in 5 min and 1 min buckets with time stamps corresponding to all measurement points.

· Calculation of weighted (by time) averages for 15, 30 and 60 min time periods.

· Creation of scheduled plots and tables for selected points allowing preliminary observation of key trends and anomalies from the “raw” data.  Some examples of these are data loss, chiller on/off operation, probable sensor errors, severe transients and set-point control errors.

1.33.1 Data Validity Checks

Data validity checks were carried out with the use of the thermodynamic relations.  It aided in performing three main types of checks on the acquired data before processing begun.  These were redundancy, energy balance and common sense checks.  These checks indicated that there was a delicate judgement to be made between faulty data with faults and good data with faults.  The multiple dimensions afforded by the ten measurement points helped to make judgement easier because if the data were good with faults, more than one point tended to communicate the same bad news.

1.33.1.1 Redundancy Check

In redundant checking, the aim was to compare the values of P and Tcwr, generated by the thermodynamic relations, to those that were measured.  Based on an earlier discussions in Chapter 3 and Chapter 4, all input variables except for Power, P and condenser water return temperature, Tcwr, were used as model inputs.  Thus Tcwr and P were used for redundant checking.  The values of P that were calculated were also used to estimate the motor efficiency, (motor.  Figure 6.2 to Figure 6.5 show typical values of (Tcwr and (P for chillers #1 and #2.  The magnitude of (P reflects the estimated (motor, which appeared to vary with the load.  The motor efficiency included the efficiency of the gear drive, which is normally load-variant.  Thus the variation is acceptable.

From Figure 6.2 and Figure 6.3 it was apparent that the Tcwr sensors checked well since the magnitude of the errors were quite small.  However, the news was not as good from the Power measurements.  Figure 6.4 and Figure 6.5 show that the error in the Power measurements for chiller #1 are at least twice those of chiller #2.  This was the first sign of possible faults.  Potential culprits may be an error in the Power measurement sensor, the motor, the power transmission gear drive, or a combination thereof.  The errors, (Tcwr and (P are respectively, defined by:
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and,
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The calculated Power is determined from the change in enthalpy of the refrigerant between the compressor inlet and exit states.  It is related to the measured Power by following:
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Figure 6.2
Redundancy check on Tcwr for Chiller #1 on 4/11/98
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Figure 6.3
Redundancy check on Tcwr for Chiller #2 on 4/11/98
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Figure 6.4
Redundancy check on Power for Chiller #1 on 4/11/98
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Figure 6.5
Redundancy check on Power for Chiller #2 on 4/11/98

1.33.1.2 Energy Balance Check

For validity, the LTL data must satisfy the first law of thermodynamics and show that energy is conserved.  There were three significant energy flows pertinent to the energy balance of the chiller.  These were represented by arrows in Figure 3.2 and are the heat transfer from the chilled water to the surrounding refrigerant in the evaporator, Qevap, the heat transfer from the refrigerant to the condenser water in the condenser, Qcond, and the amount of compressor work input or Power draw, P.  An energy balance relation utilizes Equation (3.11), introduced earlier.  Thus, in order to check the energy balance for each chiller, its data were used to verify that the following equality holds true:
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Figure 6.7 gives an example of an energy balance check made for chiller #1.  The check appeared to be good.  Similar results were obtained for the other chillers as well.

1.33.1.3 Common Sense Checks

The main common sense check employed was to examine the time-series plots for unusual spikes and trends.  Most spikes seemed to reflect transient shocks that may have been due to power surges.  This conclusion was made because similar shocks occurred simultaneously for most, if not all, measurement points for a given chiller or chillers that were operating at the same time.  Data loss, a common occurrence, resulted in time-series spikes as well.

Another check was the relative magnitudes of each temperature measurement point.  It was expected that the seven temperatures obey the following simple relationship:

Tevap < Tchws < Tchwr < Tcws < Tcwr < Tcond < T2
This rule was programmed into the thermodynamic model and very few times it was not met due to minor errors in the recorded time at which each measurement point was made.

1.33.2 Data Filtering

When the “raw” plots of each measurement point was made, it was obvious that the data were highly variable.  Figure 6.6 gives an example of this showing the evaporator-side temperatures.  Preliminary calculations using the Thermodynamic Preprocessor showed an unsurprisingly high variability in the calculated CQs as well.  Figure 6.7 gives an example of the calculated energy CQs corresponding to the data presented in Figure 6.6.

With the data in this format, it was more difficult to appreciate the more important information that the data had to offer.  Therefore, smoothing was the filtering mechanism considered for this kind of data.  Several types of smoothing algorithms and variations in data sampling were employed in order to hone the most effective filter process.  The following were investigated:

· Sampling times: 5 minutes vs. 1 minute

· Moving Average lengths: 5 min, 10 min, 15 min, 30 min and 60 min.
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Figure 6.6
Variability in Evaporator side temperatures for chiller #1 on 5/21/98
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Figure 6.7
Energy balance for Chiller #1 on 5/21/98 showing Variability

· Time-weighted Averages (non-overlapping, sliding windows): 15 min, 30 min and 60 min.

· Single exponentially weighted moving averages ARIMA (0,1,1)

· Double exponentially weighted moving averages ARIMA (0,2,2)

Smoothing has the ability of eliminating high frequencies present in time series data. In order to analyze the spectrum of frequencies that are present in time series data, Fast Fourier Transformation (FFT) is used to transform the data from the time domain into the frequency domain.  Figure 6.8 is a frequency domain plot generated by a FFT of the chilled water flow rate, Mchw..  Here, we see the spectrum of frequencies present in this measurement point along with their corresponding strengths.  Interestingly, Figure 6.8, Figure 6.9 and Figure 6.10 suggest that the strong frequencies 0.184 cycles/5 min and 0.16 cycles/5 min (0.0006 Hz and 0.0005 Hz) present in Mchw had some effect on measurements of Tchws and Tevap.  A low-pass filter smoothing technique is desirable in this case to remove such effects.

As a result, the lower stronger frequencies at 0.004 cycles/5 min and 0.035 cycles/5 min (0.000013 Hz and 0.00012 Hz) are preserved whereas the higher frequencies are eliminated.  The low frequencies represent the more significant slower and longer cycles common to chiller systems.  For example, 0.004 cycles/5 min is approximately one cycle per day (i.e., 0.004 cycles/5 min times 288 5 min/day) which is the frequency of a typical load profile.  That is, the load peaks once per day around the mid-day hour.  To further support this claim, the three measurement points known to be uncorrelated with the load, were the only ones that showed no spike at 0.004 cycles/5 min.  These points were Mchw, Mcw and Tcws.  Spikes were present in all other points as shown in Figure 6.9 to Figure 6.12 and Figure 6.14 to Figure 6.17.
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Figure 6.8
Frequency domain plot (unfiltered) of Mchw for Chiller #1 on4/11/98
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Figure 6.9
Frequency domain plot (unfiltered) of Tevap for Chiller #1 on 4/11/98
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Figure 6.10
Frequency domain plot (unfiltered) of Tchws for Chiller #1 on 4/11/98
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Figure 6.11
Frequency domain plot (unfiltered) of Tchwr for Chiller#1 on 4/11/98
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Figure 6.12
Frequency domain plot (unfiltered) of Tcond for Chiller#1 on 4/11/98
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Figure 6.13
Frequency domain plot (unfiltered) of Tcws for Chiller#1 on 4/11/98
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Figure 6.14
Frequency domain plot (unfiltered) of Mcw for Chiller#1 on 4/11/98
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Figure 6.15
Frequency domain plot (unfiltered) of Tcwr for Chiller#1 on 4/11/98
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Figure 6.16
Frequency domain plot (unfiltered) of T2 for Chiller#1 on 4/11/98
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Figure 6.17
Frequency domain plot (unfiltered) of Power for Chiller#1 on 4/11/98

There was a noticeably strong frequency at 0.102 cycles/5 min in the condenser side temperatures and T2.  It was assumed that this was due to cooling tower dynamics.  Therefore, these frequencies were filtered out since such effects in the cooling tower are outside the scope of this thesis.

Plots similar to those in Figure 6.8 to Figure 6.17 were created for the measurement data collected every one-minute instead of every five minutes.  Frequency spectra showed similar results as the five-minute data.  The lower frequencies also seemed more significant than the higher frequencies, again supporting the use of a low-pass filter.  Thus, the one-minute data did not appear any more helpful than the five-minute data.

Moving Average (MA) lengths corresponding to 5, 10, 15, 30, and 60 minutes were also compared.  The MA preserves information that a simple average of historical data would mask.  The MA algorithm is defined as:
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(6.5)

where

N 
= the number of prior periods to include in the moving average

Aj 
= the actual value at time j

Fj 
= the forecasted value at time j
An MA length corresponding to 60 minutes (1 hr) gave good results for it appreciably reduced the strength of the higher frequencies in the measurement data while preserving the lower frequencies.  Figure 6.18 to Figure 6.20 are examples of three measurement points (one from each of the three main chiller components) showing the results of the smoothing.  Although the Power measurement did not have very strong high frequencies present initially, it, in addition to all other measurements, were filtered and in exactly the same way.  This ensures consistency.

In addition to Moving Averages, where the weighting was equal, Time–weighted Averaging was also studied.  This averaging differed from the previous because a sliding, non-overlapping window was used.  However, it turned that these weights were equal since the data were initially downloaded in equally sized bins.  The InfoCenter software was used for this pre-processing and averages for 15, 30 and 60 minutes were compared.  This kind of filtering was not very good because the reduction of data was great (70-90%) and important historical information that may be needed for fault detection may get lost.  However, a possibility that may yield good results is the combination of a 10 or 15 min sliding window averaging followed by a 1 hour moving average on one-minute data.

The two other filters that were studied were the single and double exponentially weighted moving averages.  These are also known, in time-series analysis, as ARIMA (0,1,1) and ARIMA (0,2,2), respectively.  These two turned out to be not very appropriate for smoothing but more for fitting models to each measurement point.

The high frequencies present in the data were not eliminated, but the method tended to preserve them.  These methods were more useful in determining sensor accuracy for fault detection sensitivity as discussed in the previous chapter.
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Figure 6.18
Frequency plot (after filtering) of Mchw for Chiller #1 on 4/11/98
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Figure 6.19
Frequency domain plot (after filtering) of Tcws for Chiller #1 on 4/11/98
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Figure 6.20
Frequency domain plot (after filtering) of Power for Chiller #1 on 4/11/98

Based on the various filters analyzed, the filter that was chosen and that yielded satisfactory results was one using five-minute sampling and a moving average of 60 minutes (length of 13 data points).  In summary, it had the following attributes:

1. Maintained historical data sufficiently

2. Removed or lessened the power of the less important high frequencies and preserved more important lower frequencies.

3. Reduced data minimally

4. Consistency, from a time lag point of view, was maintained provided that all points were smoothed in this manner before subsequent analysis.

5. Algorithm was easy to implement.

1.33.3 Data Loss

Data loss occurred due to various software/hardware problems during the data acquisition process.  In this work, all the analysis was done in an offline setting and thus the effects of data loss were not as great because problems were caught and rectified quickly.  However, for faults to be effectively detected and diagnosed online, innovative compensations must be made.

1.34 Steady State Determination

For chiller operations in large buildings it is a reasonable assumption to consider steady conditions since the fluid flow and heat transfer dynamics are, in general, much faster than the dynamics of the load and ambient conditions which are the main driving forces of the chiller subsystem.  However, during start-up and shut down time periods, the chillers experience substantial transients and the steady state assumption does not hold.  Therefore, in order to validate the use of the static thermodynamic model in this case study, all data within a one-hour period after the chillers were started or shut down are excluded from any subsequent analysis.

For online implementation of the FDD methodology, however, it is recommended that a transient detector be incorporated for automatic detection of transient conditions.  This should be applied after the data have been filtered, as described earlier, to reduce the effects of noise.

Transient detectors are of different forms.  The classical format utilized for measuring the degree of transients in time series data is one that estimates the mean and variance by averaging samples of data over time using a fixed time-window length.  This and other methods are summarized by Glass and Gruber (1996) with more detail available in (Dexter and Benouarets 1996a), (Gruber 1996) and (Glass et al. 1994).

1.35 Statistical Evaluation of Data

Statistical methodology has the distinct purpose of data collection and subsequent data analysis.  In this thesis, various statistical tools have been implemented in order to manipulate the data to yield results that are conclusive.  During preliminary statistical analyses, one of the objectives was to find appropriate measures that represent the center or location of the data in question.  In addition, information about the variability or the spread of the data around this central point is also desirable.  Whereas the mean, mode and median are common central measures, the range, variance and standard deviation are common measures of variability.  The formulae for the mean and standard deviation estimates for a random sample with N observations are, respectively:
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and
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An additional objective of statistical analyses and the subject of the following subsections, is that of statistical inference.  This procedure entails first, selecting random samples from a population (or probability distribution) and then making a statement regarding the population on the basis of the chosen random sample.  From the perspective of FDD, the population is a collection of data representing the base-case or normal operating conditions of the HVAC subsystem process.  During the online or offline monitoring of such a process, random samples are taken in time.  The major goal of the FDD methodology is to make statements about the population from which the data were extracted.  For example, in the case where no faults have been detected, the population from which the random sample at that time was drawn is considered the base-case population.  However, in the case of a faulty situation, it will be statistically inferred that the random sample originated from some other population, the nature of which is determined by the Fault Diagnosis.

Statistical inference is of two main types.  They are Point/Interval Estimation and Hypothesis Testing.  The Point/Interval Estimation involves the search for an estimate (point or interval) of the unknown value of a parameter based on the random sample selected from the population.  For example, the Conductance Area product, UAc, of the chiller condenser or the compressor motor efficiency, (motor may be parameters of interest.  The point estimate is accompanied by a measure of its average error and the interval estimate is accompanied by a confidence coefficient (of the order of 99% for FDD applications).  This describes the proportion of times that intervals, determined from several random samples, will actually include the unknown value of the parameter in the long run.

Hypothesis testing involves the verification of a claim or assertion about the relevant population.  In this thesis, we are interested in verifying the hypothesis: “the operating conditions of the HVAC subsystem processes are from a base-case population”.  It turns out that more specific assertions can be made when certain CQ data are analyzed.  However, they each share the same basic structure as the more general assertion.  This hypothesis is called the null hypothesis, H0 and the alternative hypothesis, H1 would be “the operating conditions of the HVAC subsystem processes are not from a base-case population”.  From the random samples chosen, appropriate test-statistics can be computed.  The desired rejection region will indicate the values of the test statistics that will determine rejection of H0 and acceptance of H1 with a specified level of confidence.  One may refer to authors like Mendenhall and Sincich (1995) and Gilbert (1976) for a more detailed discussion.

This thesis used hypothesis testing as opposed to parameter estimation in detecting faults.  The following subsections illustrate five different tests that may help in analyzing the measured data during fault detection.  The F-test and the Student’s t-test are parametric tests.  They require the assumption of the probability distribution to be normal.  The Runs R-test, the Wilcoxon-Mann-Whitney U-test and the Kruskal-Wallis H-test are all non-parametric tests.  Here, no assumption of the underlying probability distribution needs to be made.  Thus, they are found to be quite powerful in the face of chosen random samples that are either decidedly non-normal or of an unknown distribution.

1.35.1 Analysis of randomness of data, Runs R-test

The non-parametric Runs R-test, at a desired level of significance, (, is used to test the randomness of a sample of data.  The median of the sample is first determined and then each observation can be marked X if it is below the median and Y if it is above the median.  The number of runs (i.e., adjacent clusters of X’s and Y’s) are then recorded.

The idea behind this method is that random samples are expected to have observations that will yield a reasonable number of runs below and above the median.  In other words, if samples are random, we do not expect to select first, all the observations which are below the median, and later, all those above it; nor is it expected that the observations will fluctuate evenly above and below the median.

If we use R, nx and ny as the total number of runs, number of runs of X’s and number of runs of Y’s, respectively, then a formal hypothesis test defines a null and alternative hypothesis respectively, as follows:

H0: the sample is random

H1: the sample is not random

The sampling distribution of R is approximately a normal distribution for sample sizes of 20 or more.  Therefore, a mean, (R and a standard deviation, (R defined, respectively, by:
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and
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(6.9)

can be used in determining the z-score:
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This computed z-score, when compared with its critical values (determined by the level of significance and a two-tailed test), will then determine acceptance or rejection of H0. For sample sizes less than 20, exact tabulated critical values are available (Hollander and Wolfe 1973).

1.35.2 Analysis of two sample variance, F-test

The parametric F-test, at a desired level of significance, (, is used to test whether two randomly chosen data samples are from populations with the same variance or not.  This test is usually a prerequisite to understanding the more complex Analysis of Variances (ANOVA) test to determine if several means (more than 2) are from the same population.

Let 12, s12, n1 be the population variance, sample variance, and sample size for the first data sample selected and 22, s22, n2 be the same for the second selected data sample.  If random samples are drawn for this analysis and are normally distributed, a formal hypothesis test defines a null and alternative hypothesis respectively, as follows:
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The F-statistic is defined as the quotient of two independently estimated population variances:
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F-tables are available in terms of degrees of freedom, D1 = n1-1 and D2 = n2-1 for samples 1 and 2, respectively.  The critical F values can be obtained corresponding to D1, D2 and  used for a particular application.

1.35.3 Analysis of two sample means, Student’s t-test

The parametric Student’s t-test, at a given level of significance, (, can be used to analyze the difference of the means, (1 - (2 of two populations.  Let (1, 
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, s1, n1 be the population mean, sample mean, sample standard deviation, and sample size for the first data sample selected and (2, 
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, s2, n2 be the same for the second selected data sample.  If random samples are drawn for this analysis, a formal hypothesis test defines a null and alternative hypothesis respectively, as follows:
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The two random samples are assumed independent and normally distributed and a t-test may be performed in two different ways depending on whether the populations are assumed to have equal variances or not.

1.35.3.1 Using a Separate Variance Estimate (unequal variances assumed)

If the assumption that the populations do not have equal variances is made, the standard deviation of 
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and the test will be based on the t-statistic:
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This statistic has approximately a t-distribution with degrees of freedom given by:


[image: image244.wmf]df

VAR

VAR

VAR

n

VAR

n

=

+

-

æ

è

ç

ö

ø

÷

+

-

æ

è

ç

ö

ø

÷

(

)

1

2

2

1

2

1

2

2

1

1





(6.14)

where, 
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The lower and upper bounds of the confidence interval are respectively given by:
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and
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where t is the value from a t-table corresponding to the confidence level and the degrees of freedom used in the test.

1.35.3.2 Using a Pooled Variance Estimate (equal variances assumed)

This procedure assumes the two populations have equal variances.  The common variance is estimated by the pooled variance:
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The standard deviation of 
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Using this definition of s, a hypothesis test can be performed using the t-statistic defined in Equation (6.13).  It has a t-distribution with degrees of freedom given by:
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The lower and upper bounds of the confidence intervals were defined previously by Equations (6.15) and (6.16).

The pooled procedure is slightly more powerful than the method that does not assume equal variances, but can be seriously in error if the variances are not equal.

1.35.3.3 Time series Considerations - Autocorrelation

The two previous subsections addressed how to perform the t-test on randomly selected data samples.  Considerations were given to whether or not it was assumed that the population variances were equal.  Both analyses assumed there is no auto-correlation within the data.  Auto-correlation exists when observed data, within a given sample, exhibit a dependence on other data, at a lag k in time, within that same sample.  The auto-correlation coefficient, rk at a given lag k is determined by:
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where
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If the observations of a given sample are un-correlated, it must be shown that rk at all k lags are not significantly different from zero.  The expression, 
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The data to be used in this thesis and in most fault detection studies are of a time-series nature.  For this reason, if t-tests are to be performed correctly, it is important for the data to be carefully evaluated for any auto-correlation components that may be present.  Gottman (1981) discusses how assumptions of no auto-correlation (i.e., independence) in the face of its very existence can lead to quite biased effects if a confidence interval around a mean is determined during a t-test.  If observations are sampled on some normally distributed variable x, with standard deviation, ( and mean, 
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 and it is known that the observations are un-correlated, then the common “large sample” 95% confidence interval for the mean is usually defined as 
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 is the standard deviation of the mean across samples of size N.  However, if the observed data in a given sample are positively auto-correlated, 
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.  For this reason, Box et al. (1994) suggests that the variability of 
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A “large sample” (N > 30) approximation for this standard deviation expression is given by:
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Note that the first factor in Equations (6.21) and (6.22) is the familiar expression used for independent (rk = 0) random samples of size N discussed earlier.

1.35.4 Analysis of 2 sample medians, Wilcoxon-Mann-Whitney U-test

The non-parametric Wilcoxon-Mann-Whitney (WMW) test is also known as the Rank Sum test and has two equivalent versions.  They both yield the same results and therefore, only one will be presented here.  The WMW is used to test whether two random samples are taken from identical populations.  The formal hypothesis test can be laid out as:

H0: The two samples come from the same population with the same medians

H1: The two samples come from different populations with different medians

For this test, it is only assumed that the populations have identical shape and variability.  The assumption of the data being normal distributed has been relaxed.  First, the two samples (x and y), under investigation, are ranked together, with the smallest observation given rank 1, the second smallest, rank 2, and so on.  If two or more observations are tied, the average rank is assigned to each.  Then, the sums of the ranks of each sample are calculated. These sums may be used as test statistics, Wx and Wy and are defined, respectively, as:
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and 
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where

Rxi = the ith rank of sample x

Ryi = the ith rank of sample y

nx = the number of observations in sample x
ny = the number of observations in sample y
A smaller value of Wx (compared to Wy) indicates that Mx is smaller than My.  A larger value indicates that Mx is larger than My, where Mx and My are the populations medians.

However, a U statistic can be computed based on Wx and Wy using the following relations:
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It has been proven that the sampling distribution of U approximates a normal distribution for samples of size 10 or larger.  This approximation gets better as sample sizes increase with a mean, (U, defined as:
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and with a standard deviation, (U, defined as:
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As a result, the standardized z-scores of Ux and Uy may be computed and used in rejecting or accepting the null hypothesis, H0, originally postulated at the beginning of the WMW test.  For sample sizes less than 10, tabulated critical values are available (Gilbert 1976).  The z-scores for Ux and Uy are respectively defined by:
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and 
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Either Ux or Uy may be used here.  They both will always yield the same numerical z-score with opposite signs.  That is, zx always equals -zy.  The computed z-score, when compared with its critical values (determined by the level of significance and the number of tails of the test), will then determine acceptance or rejection of H0.  If ties are present in the data, the unadjusted significance level is conservative; the adjusted significance level is usually closer to the correct values, but is not always conservative.

1.35.5 Analysis of multiple sample medians, Kruskal-Wallis H-test

The non-parametric Kruskal-Wallis test is a generalization of the WMW for checking if several populations are identical.  It is the non-parametric version of the parametric ANOVA test.  Like the WMW, it requires no assumptions of the nature of the underlying probability distribution of the data under analysis.  The formal hypothesis test may be written as:

H0: The multiple samples come from the same population

H1: The multiple samples come from different populations

First the combined samples are ranked. If two or more observations are tied, the average rank is assigned to each.  The H-statistic is defined as:
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where

ni = the number of observations in sample i

k = the number of samples 

N = the total number of observations in all samples (= 
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Under the null hypothesis, the distribution of H can be approximated by a (2 distribution with k-1 degrees of freedom. The approximation is reasonably accurate if no group has fewer than five observations.  Large values of H suggest that there are some differences in location among the k populations.

Authors like Lehmann (1975) suggest adjusting H when there are ties in the data. Suppose there are J distinct values among the N observations and, for the jth distinct value, there are dj tied observations (dj = 1 if there are no ties).  Then

[image: image278.wmf]H

adj

H

N

N

d

d

j

j

(

)

=

-

-

æ

è

ç

ö

ø

÷

×

-

é

ë

ê

ù

û

ú

å

1

1

3

3



(6.32)

When there are no ties, H(adj) = H. Under the null hypothesis, the distribution of H(adj) is also approximately a (2 with k-1 degrees of freedom.  For small samples (ni < 5), it is better to use exact tables (Hollander and Wolfe 1973).
The following z-value may be computed for each sample:
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Under the null hypothesis, zi is approximately normal with ( = 0 and ( = 1.  The value of zi indicates how the mean rank, 
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.  That is, within 3(, the data would support the fact that the multiple samples originate from the same population.

1.36 Determination of Faults

The pertinent pre-processing steps that have to be accomplished before actually determining whether faults exist have been described in previous chapters.  The following sections demonstrate the application of the FDD methodology to the LTL data to illustrate detection and diagnosis of faults.  FDD was performed on the HVAC subsystems of the LTL in what has been termed Serial FDD and Parallel FDD.

In Serial FDD (SFDD), faults are detected and diagnosed using the CQ residuals that are derived from a particular chiller, at a certain time, and compared to its individual base-case performance.  As each chiller is monitored over time, faults are detected when performance deviates significantly from the base-case.

Parallel FDD (PFDD) uses CQ residuals that are derived from comparing a particular chiller to other identical (similar model, capacity and run-time) chillers within the same HVAC system.  In other words, the data from a particular chiller are considered to be the base-case and then the objective is to determine if the data from another chiller are significantly different from this base-case.  In so doing, faults in a particular chiller or chillers are determined over a predetermined time period.

1.36.1 Serial FDD

To illustrate the SFDD process, a subset of chiller #2 data was chosen for a three hour period on 6/30/98.  Since five-minute data were used for this analysis, a three-hour time period was adequate in providing a “large sample” size of 36 data points.  A “large sample” is essential for the appropriateness of the t-statistic to be used in hypothesis testing since the Student’s t-distribution approximates the normal distribution for sample sizes with larger than 30 data points.  The data were checked and filtered as discussed in Section 6.4.2.  Using baseline data from the entire month of April, 1998, CQ residuals were calculated for the Evaporator Load, Qevap, the Conductance-Area product, UAe, the Evaporator Approach, APPRe and the Chilled Water Temperature Difference, CHWTD.

Figure 6.21, Figure 6.22, Figure 6.23 and Figure 6.24 show respectively, the residuals of Qevap, CHWTD, UAe and APPRe between the three-hour period from 9:00 AM to 12:00 PM, and the base case.  The predicted CQ values in these plots are the base-case predicted using the current measured data for the specified period.
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Figure 6.21
Residual plots of Qevap used in Serial FDD on chiller #2
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Figure 6.22
Residual plots of CHWTD used in Serial FDD on chiller #2
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Figure 6.23
Residual plots of UAe used in Serial FDD on chiller #2
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Figure 6.24
Residual plots of APPRe used in Serial FDD on chiller #2

The Student’s t-test was used to compare the mean of a single sample of the residuals to zero.  Table 6.3 summarizes the t-statistics computed using the hypothesis testing methods discussed earlier.  The critical t-statistic that corresponds to a sample size of 36 and an attained significance level, (, of 0.01, is (2.72.  Therefore, any value of t that satisfies the inequality: 
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, was considered significant.  It was concluded that the sample mean of the CQ residuals were either greater than or less than zero, respectively indicating an increase or decrease in the measured CQ values compared to the base-case.

Table 6.3
Summary statistics for CQ residuals used for Serial FDD

Characteristic Quantity
N
t-statistic
significance
Change

Qevap [tons]
36
0.41
no
None

UAe [Btu/hr-(F]
36
-5.72
yes
decrease

APPRe [(F]
36
3.93
yes
increase

CHWTD [(F]
36
9.75
yes
increase

Based on the significant changes in CQ values, fault diagnostic patterns previously summarized in Table 3.1, and the critical thresholds determined in Figure 5.20, it was concluded that there was an appreciable decrease in the chilled water flow rate and that this reduction was detectable by the SFDD methodology.  This is further supported by Figure 6.22
 where it is shown that approximately 25% of the data used for this case study were beyond the critical regions determined by the accuracy of the sensors.

Figure 6.25 is a plot for the three-hour time period between 9:00 AM and 12:00 PM showing the gradual reduction in the chilled water flow rate.  It is recommended that for online applications of this methodology, overlapping periods (e.g., 10:00 AM to 1:00 PM, 11:00 AM to 2:00 PM and so on) are chosen for SFDD.  This will ensure a reliable capture of the fault condition.  Further investigation of the flow rate for subsequent time periods showed that indeed, the chilled water flow rate was not constant as it should be but decreased at various times.  Figure 6.26 is a plot of the chiller #2 chilled water flow rate for the on periods between 4/1/98 and 7/31/98.  It shows at times, the flow decreased as much as 33% towards the end of July.  The fault could be a valve malfunction or a pump fault of some kind.
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Figure 6.25
Plot illustrating flow rate reduction between 9:00 AM and 12:00 PM
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Figure 6.26
Time series plot illustrating chilled water flow reduction in chiller #2

1.36.2 Parallel FDD

To illustrate the PFDD process, a random sample of data for chiller #2 was chosen within a 1200 ton to 1400 ton range on 4/14/98.  This random load range was adequate in providing a large sample size of 67 data points.  Similar to the SFDD process, the data were checked and filtered.  In this case, the base case was data for chiller #1 instead of chiller #2.  It does not matter which chiller is chosen as the base-case for PFDD.  However, in this case, chiller #1 was chosen since a sample of data was already randomly selected from chiller #2 to be checked for faults.  CQ residuals were calculated for the Evaporator Load, Qevap, the Conductance-Area product, UAe, the Evaporator Approach, APPRe and the Chilled Water Temperature Difference, CHWTD.

Figure 6.27, Figure 6.28, Figure 6.29 and Figure 6.30 show respectively, the residuals of Qevap, CHWTD, UAe and APPRe that are determined by comparing chiller #2’s performance, to that of chiller #1 on 4/14/98.  The predicted CQ values in these plots represent the expected values (i.e., chiller#1-like behavior) using the measured sample data from chiller #2.
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Figure 6.27
Residuals of Qevap for Parallel FDD between chiller #1 and chiller #2
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Figure 6.28
Residuals of CHWTD for Parallel FDD between chiller #1 & chiller #2
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Figure 6.29
Residuals of UAe for Parallel FDD between chiller #1 and chiller #2
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Figure 6.30
Residuals of APPRe for Parallel FDD between chiller #1 and chiller #2

Table 6.4 summarizes the t-statistics computed using hypothesis-testing methods.  The critical t-statistic that corresponds to a sample size of 67 and an attained significance level, (, of 0.01, is (2.65.  Therefore, any value of t that satisfies the inequality: 
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, is considered significant.  The t-statistics determined here are obviously extremely significant, thus indicating that the fault conditions of chiller #1 are quite serious.

Table 6.4
Summary statistics for CQ residuals used for Parallel FDD

Characteristic Quantity
N
t-statistic
Significance
Change

Qevap [tons]
67
112.40
yes
increase

UAe [Btu/hr-(F]
67
249.68
yes
increase

APPRe [(F]
67
-88.48
yes
decrease

CHWTD [(F]
67
117.1
yes
increase

The significant differences that are present in these CQs along with the summary of the diagnostic patterns presented in Table 3.1 suggest that there is an increased evaporator fouling condition in chiller #1 compared to chiller #2.  This conclusion is made based on the fact that the UAe and APPRe of chiller #1 are respectively lesser than and greater than those of chiller #2.  In addition, Figure 6.30 shows that 100% of the data points used for this case study were beyond the critical regions determined by the accuracy of the sensors.  However, the significant differences in the CQs, Qevap and CHWTD are not indicative of a fouling fault only and another fault is suspected to be present.

For this case study and as mentioned earlier in Chapter 5 (Figure 5.6 and Figure 5.7), it is known that the “real” indication of load (i.e., the magnitude of Tchwr and the Mchw) were the same for both chillers on 4/14/98.  Therefore, the most likely reason for Qevap and CHWTD being significantly different for the compared chillers is if there was a bias error in the temperature sensor, Tchws or if the chilled water set-points on both these chillers were different.  Consultation with the Operations and Maintenance (O&M) staff confirmed that the set-points on all chillers were the same thus it was concluded from this PFDD case study that chiller #1 is experiencing evaporator fouling combined with a bias sensor error of at least +2(F.  The calibrated detailed model was used to simulate this combined fault condition and the results obtained supported this claim.

Conclusions and Recommendations

1.37 Conclusion

This final chapter summarizes the key features of the Model-Based Fault Detection and Diagnosis Methodology and the main findings of this research work.  Recommendations are also made for utilizing the methodology and for future work in the FDD field.

A Fault Detection and Diagnosis scheme was proposed (see Figure 4.1) and various important components like a Thermodynamic Preprocessor (physical model), GRNN Interpolator (black box model), Base Case Lookup Table, and a Detection/Diagnostic Classifier, were developed.  The scheme was used to generate several Characteristic Quantities, which were used to find faults.

1.37.1 Computer Simulation and Modeling

In constructing the FDD methodology, computer simulation and modeling were used to evaluate how best to detect and to diagnose faults.  System faults were simulated and their effects on various systems characteristic quantities were studied.

1.37.1.1 Physical Models

A thermodynamic representation of a refrigeration cycle was used to generate characteristic quantities from forcing function data (flow rates, temperatures and pressures).

Characteristic quantities were the performance indices used in the FDD approach. Deviations (or residuals) of these CQs from expected values were effectively used by the FDD methodology to detect and diagnose faults.

Some characteristic quantities were found to be sensitive to some faults and not to others.  This finding was effective in determining fault diagnostic patterns.  Compressor power draw was found to be insensitive to some faults like chilled water flow rate reduction.  This finding contradicted the idea that a faulty condition should manifest itself in a significantly increased power draw.  It was also shown that although the overall coefficient of performance may give some indication of degrading changes within the chiller sub-system, by itself, it does not aid in isolating faulty components or in diagnosing faults within a given component.  The relative changes in CQs like the conductance area product, the Approach, water temperature differences, isentropic efficiency and motor efficiency gives more information on faults.

1.37.1.2 Black-Box Model

A General Regression Neural Network (GRNN) was used to interpolate baseline data.  The GRNN, when trained and calibrated, effectively learned the relationship between the forcing function data and the observed characteristic quantity outputs.  In so doing, it captured the base-case or the normal (fault-free) behavior of the chiller process.

The advantages of the GRNN were: 

1. Only a single parameter needs to be estimated

2. Unlike other networks, a once through (non-iterative) training process with a highly parallel structure is involved.

3. Compared to regression analysis, the specification of the underlying regression function, bounds of the independent variables, initial convergence values and convergence criteria are not required beforehand.

4. The algorithm provides smooth transitions from one observed value to another even with sparse and noisy data in a multidimensional measurement space and it can be used for any regression problem where an assumption of linearity is not justified.
A detailed thermodynamic model (Braun et al. 1988) was used to evaluate the FDD approach for the chiller subsystem.  Various faults were simulated.  Diagnostic relations for isolating faults on the component level, and distinguishing between faults within a particular component were determined.

1.37.2 Steady State

The scope of this research work focused on chiller operations in large buildings.  It was assumed that steady state conditions exist since the fluid flow and heat transfer dynamics are, in general, much faster than the dynamics of the load and ambient conditions, which are the main driving forces of the chiller subsystem.  However, during start-up and shut down time periods, chillers undergo substantial transients.  Therefore, in order to use the steady state thermodynamic models, all data within a one-hour period after the chillers were started or shut down were excluded from subsequent analysis.

1.37.3 FDD Classification

The detection and diagnosis of faults involves comparison of day-to-day operating conditions to the corresponding base-case conditions for the same forcing functions.  CQ residual errors are computed and analyzed statistically to determine overall significance.  When these residuals are statistically significantly different from zero, a fault is detected.

The FDD technique is able to diagnose some faults on the component level in the chiller.  It was able to decipher whether a fault was present in the compressor, evaporator or condenser.

The effect of the accuracy of the sensors used in obtaining measurement data was evaluated.  Fault detection thresholds and critical regimes were defined.

1.37.4 Verification

The FDD Methodology was evaluated using field data made available for identical models of electric centrifugal chillers stationed at Lucent Technology Laboratory.  Two methods of FDD, Serial FDD (SFDD) and Parallel FDD (PFDD), were employed.

In SFDD, faults were detected and diagnosed using the CQ residuals that were derived from a particular chiller over time compared to its individual base-case performance.  As each chiller was monitored over time, faults were detected when performance deviated significantly from the base-case.  Using SFDD, a chilled water flow rate reduction was diagnosed.

PFDD used CQ residuals that were derived from a particular chiller when compared to the other identical chillers.  The data from one chiller were considered to be the base-case.  The objective was to determine if the data from another chiller were significantly different from this base-case.  In so doing, faults in a particular chiller or chillers were determined over a predetermined time period.  Using PFDD, an evaporator fouling condition combined with a biased temperature sensor error was diagnosed.

1.37.5 Expandability and Transportability

The proposed methodology is expandable in the sense of being able to accommodate more complicated phenomena.  Additional mathematical equations representative of an extra process that may need to be investigated can be added.

This FDD methodology is transportable in that it utilizes fundamental refrigeration relations to process data.  A detailed mechanistic model would be less transportable since it would need to be calibrated.  It is suitable for online implementation since it does not exhaust excessive computational time.

The basic relations allow processing of data from different chillers and various refrigerants.  The EES software used as a computational tool in modeling allows for analysis on several types of refrigerants.

1.38 Recommendations

The LTL data set provides the opportunity for future work on fault identification.  The following recommendations pertain to the LTL chiller site, the data already collected and for improvement of the FDD methodology:

1.38.1 LTL Chiller Site

1. Perform the following verification checks on chiller #1 using the following priority structure:

Priority I Double check that the chilled water set-point is the same as for chiller# 2.

Priority II Check all measurement sensors for sensor bias or sensor drift errors starting with the chilled water supply temperature sensor and followed by the kW-meter.

Priority III Check for evaporator fouling conditions; inspect tube bundles.

Priority IV Check motor windings and transmission box.

Priority V Check that controllers are tuned properly.

2. Perform the following verification checks on chiller #2 using the following priority structure:

Priority I Double check that the chilled water set-point is the same as for chiller# 1.

Priority II Check all measurement sensors for sensor bias or sensor drift errors starting with the chilled water flow rate sensor, followed by the chilled water supply temperature sensor and then by the kW-meter.

Priority III Check that the chilled water pump assigned to chiller #2 is without fault.

Priority IV Check that the isolation valves on the chilled water side are without fault.

Priority V Check that the isolation valves on the condenser water side are without fault.

3. Collect information regarding maintenance and repair assignments on all chillers over the 1998 cooling season.  This may explain faults and will assist with economic analysis of the benefit of FDD.

1.38.2 Data Collected in 1998

1. Refrigerant loss is an important fault condition that plagues many chillers.  This thesis did not address this type of fault and therefore it is recommended that further research be done to investigate and determine how to use the FDD methodology to detect and diagnose refrigerant loss in chillers.

2. More thoroughly investigate the trends in the data for when the chillers are staged off.

3. Investigate Chiller#3 and Chiller#4 data more.  Apply SFDD and PFDD to them as well.

1.38.3 Improvement of FDD Methodology

1. Develop methods to account for or minimize data loss during online FDD

2. Model other HVAC sub-systems like the cooling tower, AHUs and Thermal storage, determine CQs for FDD and apply FDD methodology.

3. Demonstrate transportability of the FDD methodology by developing several other case studies:

i) Case studies with at least two other refrigerants (e.g., R500, R113, R134a)

ii) Case studies with at least two other types of compressors (e.g., reciprocating and screw)

iii) A case study with a larger centrifugal chiller capacity with multiple stages of compression

iv) A case study with a different control strategy (e.g., Variable frequency drive control instead of Pre-rotation vane control) – still constant flow in primary chilled water circuit.

4. Automate the FDD methodology to be implemented online by incorporating the EES( software, Visual Basic Applications and InfoCenter( Database.

Appendix A

Thermodynamic Data Reduction Program

“The equations, defined in Chapter 3 for the Refrigeration Cycle, form the basis for the Thermodynamic Data Reduction Program.  This Program is written using the Engineering Equation Solver (EES) developed by S.A. Klein and F.L. Alvarado, F-Chart Software, Inc. and is in English units.  The Program consists of two procedures and equation sets for the input data, evaporator, condenser, compressor, expansion valve and for the thermodynamic properties and conversion constants.”

“The procedure, LMTD_e was used to determine the Logarithmic Mean Temperature Difference between the evaporator saturation temperature, T_evap, the chilled water supply temperature, T_chws and the chilled water return temperature, T_chwr.  The in-built EES error procedure is used within this procedure to halt the calculations if T_evap is greater than T_chws or if T_chws is greater than T_chwr.”
Procedure LMTDe_(T_chws,T_chwr,T_evap:LMTDe,T_we,ln_arg_e)

T_we = (T_chws +T_chwr)/2

ln_arg_e = max(0,(T_chwr-T_evap)/(T_chws-T_evap))

If ((T_chws = T_chwr) OR (ln_arg_e=0)) Then

LMTDe = T_we - T_evap

Else

If (T_evap > T_chws) Then Call Error('The chilled water supply temperature of XXXF1 was provided.  It should be 
greater than the evaporator saturation temperature.  Please check the relevant temperature sensors.',T_chws)

If (T_chws > T_chwr) Then Call Error('The chilled water return temperature of XXXF1 was provided.  It should be greater 
than or equal to the chilled water supply temperature.  Please check the relevant temperature sensors.',T_chwr)

LMTDe_real = ((T_chwr-T_evap)-(T_chws-T_evap))/ln(ln_arg_e)

LMTDe = max(0,LMTDe_real)

EndIf

End

"! ________________________________________________________________________"

"The procedure, LMTD_c was used to determine the Logarithmic Mean Temperature Difference between the condenser saturation temperature, T_cond, the condenser water supply temperature, T_cws and the condenser water return temperature, T_cwr.  The in-built EES error procedure is used within this procedure to halt the calculations if T_cond is less than T_cwr or if T_cwr is less than T_cws."
Procedure LMTDc_(T_cws,T_cwr,T_cond:LMTDc,T_wc,ln_arg_c)

T_wc = (T_cws + T_cwr)/2

ln_arg_c = max(0,(T_cond-T_cws)/(T_cond-T_cwr))

If (T_cwr = T_cws) OR (ln_arg_c =0) Then

LMTDc = T_cond - T_wc

Else

If (T_cond < T_cwr) Then Call Error('The condenser water return XXXF1 was provided.  It should be lesser than the  condenser temperature.  Please check the relevant temperature sensors.',T_cwr)

If (T_cwr < T_cws) Then Call Error('The condenser water supply 
temperature of  XXXF1 was provided.  It should be lesser than or equal to the  condenser water return temperature.  Please check the relevant temperature sensors.',T_cws)

LMTDc_real = ((T_cond-T_cws)-(T_cond-T_cwr)) / ln(ln_arg_c)

LMTDc = max(0,LMTDc_real)

EndIf

End

"! ________________________________________________________________________"

“Calling procedures for log-mean temperature differences, LMTDe and LMTDc”

Call LMTDe_(T_chws,T_chwr,T_evap:LMTDe,T_we,ln_arg_e)

Call LMTDc_(T_cws,T_cwr,T_cond:LMTDc,T_wc,ln_arg_c)

"Measurement data may be provided as input using lookup tables.  This thermodynamic data reduction model needs eight inputs.  If the motor efficiency was not known or assumed, as for this study, then the Power measurement has to be provided as well.  As an example, the T_cwr measurement is commented out (put within curly braces,"{ }") below and T_cws, Gpmcw, T_cond, T_chws, T_chwr, Gpmchw, T_evap and T_2 are used for the eight required inputs."
"CONDENSER SIDE INPUT DATA:"
time = tablerun#

T_cws = lookup(time, #T_cws) "F"
{T_cwr = lookup(time, #T_cwr) "F"}
Gpmcw = lookup(time, #Gpmcw) "gpm"
T_cond = lookup(time, #T_cond) "F"
"EVAPORATOR SIDE INPUT DATA:"
T_chws = lookup(time, #T_chws) "F"
T_chwr = lookup(time, #T_chwr)"F"
Gpmchw = lookup(time, #Gpmchw) "gpm"
T_evap = lookup(time, #T_evap) "F"
"COMPRESSOR INPUT DATA:"
T_2 = lookup(time, #T_2) "F"
Power = lookup(time, #Power) "kW"
"! ________________________________________________________________________"

"EVAPORATOR EQUATIONS:"
Q_evap = Gpmchw * ft3hr\gpm * dens_chw * Cpw * (T_chwr - T_chws)/12000 "ton"
Q_evap = UAe * LMTDe /12000 "ton"
Q_evap = Gpm_R * ft3hr\gpm * dens_R* (h_1 - h_4)/12000 "ton"
h_1 = Enthalpy(R22, x = 1, P = P_evap) "Btu/lbm"
v_1 = Volume(R22, x = 1, T = T_evap) "ft^3/lbm"
T_evap = Temperature(R22,x = 0,P = P_evap) "F"
APPRe = T_chws - T_evap "F"
CHWTD = T_chwr - T_chws "F"
"! ________________________________________________________________________"

"COMPRESSOR EQUATIONS:"
P_comp = Gpm_R * ft3hr\gpm * dens_R * (h_2 - h_1)/12000 * kW\ton "kW"
P_comp = P_ideal/eta "kW"
P_ideal = Gpm_R * ft3hr\gpm * dens_R * (h_2s - h_1)/12000 *kW\ton "kW"
s_1 = Entropy(R22, x = 1, P = P_evap) "Btu/lbm-R"
s_2s = s_1 "Btu/lbm-R"
h_2s = Enthalpy(R22, s = s_2s, P = P_cond) "Btu/lbm"
COP_overall = Q_evap /(Power / kW\ton)

COP_comp = Q_evap /(P_comp / kW\ton)

COP_ideal = Q_evap /(P_ideal / kW\ton)

EFFMOT = P_comp/Power
P_ratio = P_cond/P_evap

"! ________________________________________________________________________"

"CONDENSER EQUATIONS:"
Q_cond = Gpmcw * ft3hr\gpm * dens_cw * Cpw * (T_cwr - T_cws)/12000 "ton"
Q_cond = UAc * LMTDc /12000 "ton"
Q_cond = Gpm_R * ft3hr\gpm * dens_R * (h_2 - h_3)/12000 "ton"
h_3 = Enthalpy(R22, x = 0, P = P_cond) "Btu/lbm"
v_3 = Volume(R22, x = 0, P = P_cond) "ft^3/lbm"
T_cond = Temperature(R22, x = 0, P = P_cond) "F"
T_2 = Temperature(R22, h = h_2, P = P_cond) "F"
v_2 = Volume(R22, h = h_2, P = P_cond) "ft^3/lbm"
APPRc = T_cond - T_cwr "F"
CWTD = T_cwr - T_cws "F"
"! ________________________________________________________________________"

"EXPANSION VALVE EQUATION:"
h_4 = h_3 "Btu/lbm"
"! ________________________________________________________________________"

"PROPERTY & CONVERSION DATA:"
dens_chw = Density(Water, T=(T_chws+T_chwr)/2, P=14.7) "lbm/ft^3"
dens_cw = Density(Water, T=(T_cws+T_cwr)/2, P=14.7) "lbm/ft^3"
dens_R = Density(R22, T=(T_cond+T_evap)/2, P=(P_cond +P_evap)/2) "lbm/ft^3"
Cpw = 1.0 "Btu/lbm-R"
ft3hr\gpm = convert(gal,ft3)/convert(min,hr)

kW\ton = convert(ton,kW)

"! ________________________________________________________________________"

Appendix B

Detailed Thermodynamic Model Program

“The Detailed Thermodynamic Model was originally developed by James E. Braun and is available in his Ph.D. thesis (Braun, et al., 1988).  It was used to analyze a 5500 ton centrifugal chiller at Dallas Fort Worth Airport.  The following modifications were made to Braun’s model to tailor it to the 2000 ton centrifugal chillers at Lucent Technology Laboratory:

1. Conversion from FORTRAN to the Engineering Equation Solver (EES) Program.

2. Refrigerant change from R500 to R22

3. Adjustment to model only single stage centrifugal chillers with no economizer.

4. Modification of all shell and tube geometry and estimation of unknown parameters (see Chapter 3)

5. Determination of Calibration curve fits.”

“The detailed model was obtained by adding detailed sections to the code already presented in the Appendix A.  Details were added to three chiller components – the evaporator, the condenser and the compressor. The following lines of code (four procedures and two equation sets) were added.  Note that in EES, procedures must precede all other equations.”

“Three of the previous eight input variables must be relaxed for the detailed model needs five inputs instead of eight.  It is recommended that the three refrigerant temperatures, T_evap, T_cond and T_2 be commented out (put within curly braces, “{ }”).  Therefore, T_cws, T_chwr, T_chws, Gpmchw and Gpmcw will be the five input variables used.  Note that T_evap, T_cond and T_2 are chosen from each of the three components to which detail is added.  When relaxing variables, all three should not originate from any one component.  For example, Gpmcw, T_cond and T_cws should not be relaxed at the same time from the condenser.  If this is done, the equations in EES will be inconsistent and solving will be difficult.”

"! ________________________________________________________________________"

“The procedure HEI_McAdams used the McAdams correlation to determine the inside heat transfer coefficient of the evaporator tubes (McAdams 1954) and (ASHRAE 1989).”

Procedure HEI_McAdams(Gpmchw, NETUBE, NEPASS, DIAE, AEI, AEO, RPE, HEO : UAI_e, UAe)

C = 1.37

HEI = C*(NEPASS*Gpmchw/NETUBE)^0.8*DIAE^(-1.8) “Btu/hr-F-ft^2”

UAI_e = AEI / (1/HEI+RPE) “Btu/hr-F”

UAe = 1 / (1/UAI_e + 1/HEO/AEO) “Btu/hr-F”

End

"! ________________________________________________________________________"

The procedure HEO_Cooper used the Cooper correlation to determine the outside heat transfer coefficient of the evaporator tubes.  The calibration variable, Kevap (see Chapter 3) was used instead of the constant value used in (Rohsenow et al. 1998) and (Cooper 1982, 1984).”

Procedure HEO_Cooper(Kevap, P_evap, Q_evap, AEI : HEO)

"Cooper correlation, (Cooper1984):"

flux_e = Q_evap*12000/AEI “Btu/hr-ft^2”

Pcrit = P_crit(R22) “psia”

Pr_e = P_evap/Pcrit 

MM = MolarMass(R22) “lbm/lbmole”

HEO = (Kevap)*flux_e^0.67*Pr_e^0.12*ln(Pr_e))^(-0.55)*MM^(-0.5) “Btu/hr-ft^2-F”

End

"! ________________________________________________________________________"

“The procedure Evaporator_Detail used parametric data obtained from the Original Equipment Manufacturer (OEM) for the shell and tube heat exchanger used for the evaporator.  The correlation procedures, HEO_Cooper and HEI_McAdams are called within this procedure to calculate the conductance-area product of the evaporator, UAe.  Note that unlike the simpler LMTD approach, this detailed approach used an explicit relationship for the overall conductance-area product in terms of the various component thermal resistances, including fouling.”
Procedure Evaporator_Detail(Kevap,T_we, Gpmchw,P_evap, Q_evap: UAI_e, UAe)

"Evaporator parametric data - from York International:"

NEPASS = 2

NETUBE
= 1492

DIAE = (0.75 - 2*0.035)/12 “ft”

LE = 14 “ft”

L\D = LE/DIAE 

AEI = NETUBE*pi*DIAE*LE “ft^2”

REO = 3

AEO = REO * AEI “ft^2”

RPE = 0.00025 “ft^2-F-hr/Btu”

"Calling correlations for heat transfer coefficients:"

Call HEO_Cooper( Kevap, P_evap, Q_evap, AEI: HEO)

Call HEI_McAdams(Gpmchw, NETUBE, NEPASS, DIAE, AEI, AEO, RPE, HEO : UAI_e, UAe)

End

"! ________________________________________________________________________"

“The procedure Condenser_Detail used parametric data obtained from the Original Equipment Manufacturer (OEM) for the shell and tube heat exchanger used for the condenser.  This procedure was used to determine the overall conductance-area product of the condenser, UAc.  Similar to the Evaporator_Detail procedure, a detailed approach was used involving the various component thermal resistances, including fouling.”

Procedure Condenser_Detail(Kcond, v_3, h_2v, h_3, cond, visc, P_cond, T_cond, T_wc, Gpmcw, Q_cond : UAI_c, UAc)

"Condenser parametric data - from York International:"

NCPASS = 2

NCTUBE = 2293

NVERT = 1

DIAC = (0.75 - 2*0.035)/12 “ft”

LC = 14 “ft”

RCO = 3.0

ACI = NCTUBE*pi*DIAC*LC “ft^2”

ACO = RCO * ACI “ft^2”

RPC = 0.00025 “ft^2-F-hr/Btu”

HCI = 1.788*(NCPASS*Gpmcw/NCTUBE)^0.8 * DIAC^(-1.8) “Btu/hr-ft^2-F”

C3 =(Kcond)*75.33/ (NVERT * DIAC)^0.25 

UAI_c 
= ACI / (1/HCI + RPC) “Btu/hr-F”

T_filmc = T_wc + Q_cond * 12000/UAI_c “F”

DT_c = max(T_cond -T_filmc, 0.1) “F”

DH = h_2v - h_3 “Btu/lbm”

HCO = C3 * (cond^3*DH/visc/DT_c/v_3^2)^0.25 “Btu/hr-ft^2-F”

UAc = 1/(1/UAI_c + 1/HCO/ACO) “Btu/hr-F”

End

"! ________________________________________________________________________"

“Additional Call Statements:”

Call Evaporator_Detail(Kevap, T_we, Gpmchw, P_evap, Q_evap : UAI_e, UAe)

Call Condenser_Detail(Kcond, v_3, h_2v, h_3, cond, visc, P_cond, T_cond, T_wc, Gpmcw, Q_cond : UAI_c, UAc)

"! ________________________________________________________________________"

“This equation set used available detailed OEM information for the centrifugal compressor.  Information that was not available was estimated (see Chapter 3).”

"COMPRESSOR DETAIL:"

BETA = 33.5 " impeller blade angle, degrees"

EFFREF = 0.83 "reference polytropic efficiency"

RIMP = 1.1667/1.7 "impeller radius, ft"

AX = 1.53/1.7 "impeller exit area, ft^2"

CBETA = 1/tan(BETA)

A0 = 610 "speed of sound for R22 at 100 F, ft/s"

UX = 3570 "rotational speed, rpm"

UX2 = UX/60*RIMP*2*pi "convert UX[=]rpm to UX2[=]ft/s"

M0 = UX2/A0 "Mach no."

EFFN1 = (1+0.109 * (1.1-M0)) * (1-exp(PHIX1 * (58.45 * PHIX1^2-5.99 * PHIX1-18.81))) "Weisner correlations, (Weisner 1960) and used in (Braun et al. 1988)"

eta_poly = max(EFFREF*EFFN1, 0.2)

MU1 = 0.69*(1-PHIX1*CBETA) / eta_poly

HX1 = max(h_1+(MU1-0.5*MU1^2-0.5*PHIX1^2)*UX2^2/(32.2*778), h_1) "exit impeller enthalpy, Btu/lbm"

VX1 = volume(R22,h=HX1,P=P_evap) "exit impeller specific volume, ft^3/lbm"

PHIX1 = Gpm_R * ft3hr\gpm * dens_R * VX1/AX/UX2/3600 "dimensionless flow coeff"

v_2 = Volume(R22, h = h_2, P = P_cond) “ft^3/lbm”

NEXP1 = ln(P_evap/P_cond) / ln(v_2/v_1) "polytropic coefficient"

XPON1 = NEXP1/(NEXP1 - 1)

h_2 = h_1 + 144/778 * (Kcomp)*P_evap/eta_poly * v_1*XPON1 * ((P_cond / P_evap) ^ XPON1-1) "defn of actual work considering the polytropic process, Btu/lbm"

"! ________________________________________________________________________"

“ADDITIONAL THERMODYNAMIC PROPERTY DATA FOR R22:”

cond = Conductivity(R22,T=T_cond,P=P_cond) “Btu/hr-ft-R"

visc  = Viscosity(R22,T=T_cond,P=P_cond) “lbm/ft-hr”

"! ________________________________________________________________________"

"CALIBRATION CURVE-FITS FOR CHILLER #2 DATA:"

Kcomp = 0.0272 - 2.0e-5*Q_evap + 4.11E-09*Q_evap^2

Kcond = 0.0064*Q_evap - 1.4467

Kevap = 6.0722 - 0.0106*Q_evap +5.0e-6*Q_evap^2

"! ________________________________________________________________________"

Appendix C

Thermodynamic Data Reducer Vs. Detailed Model

A Thermodynamic Data Reducer (TDR) that is based on the simple refrigeration cycle was used instead of a Detailed Thermodynamic Model (DTM) in the FDD Methodology.  Early thesis investigations indicated that the TDR, compared to the DTM, was sufficient to use as a component of the FDD methodology.  These investigations included the following comparisons:

1. Comparison No. 1: TDR Outputs vs. DTM Outputs 

2. Comparison No. 2: DTM Fault Outputs vs. DTM No-fault Outputs 

3. Comparison No. 3: TDR Fault Outputs vs. TDR No-fault Outputs

Each comparison involved the generation of outputs for various fault conditions using the TDR and the DTM and then the computation of characteristic quantity (CQ) deviations. Table C1 summarizes some of the faults investigated.  Equation (C1), (C2) and (C3) are the formulae used to compute the deviations.

Table C1
Fault Key

Symbol
Fault Description

A
Reduction in condenser water flow rate

B
Increased fouling in the condenser tubes

C
Compressor Internal Fault

D
Motor Transmission Fault

The values in Table C2 represent the percentage deviation between the TDR and the DTM for various CQ outputs corresponding to both normal and faulty conditions.  Equation (C1) defines the CQ deviation for this comparison:

(CQTDR – CQDTM)/CQDTM ( 100


(C1)

It is apparent that the results from the TDR are quite close to those of the DTM.  This indicates that the TDR is adequate for generating CQs within the FDD methodology in lieu of the DTM.

Table C2
Comparison No. 1: TDR Outputs vs. DTM Outputs


COPD
etaD
QEVAPD
QCONDD
UACD
UAED
PowerD


[%]
[%]
[%]
[%]
[%]
[%]
[%]

No-Fault
-5.4E-10
-1.99
-0.03
1.24
1.24
-0.03
0.02

Fault A
-5.8E-10
-2.03
-0.03
1.26
1.26
-0.03
0.02

Fault B
-5.9E-10
-2.03
-0.03
1.26
1.26
-0.03
0.02

Fault C
-1.1E-09
-4.41
-0.03
1.64
1.64
-0.03
0.02

Fault D
-5.4E-10
-1.99
-0.03
5.96
5.96
-0.03
0.02

Table C3 contains deviations between the various fault (F) cases and the no-fault (NF) case as computed by the DTM.  Equation (C2) defines the CQ deviation for this comparison:

(CQF,DTM – CQNF,DTM)/CQNF,DTM ( 100

(C2)

In Table C3, the bolded data represent sizable deviations indicating that the DTM is able to detect faults.  It can also diagnose faults as certain CQs are sensitive to the occurrence of some faults and not to others.

Table C3
Comparison No. 2: DTM Fault Outputs vs. DTM No-fault Outputs


APPRCD
APPRCF
APPRED
APPREF
COPD
COPF


[%]
[(F]
[%]
[(F]
[%]


No-Fault
0.0
12.7
0.0
2.1
0.00
6.15

Fault A
83.4
23.3
0.0
2.1
-1.59
6.05

Fault B
5.1
13.4
0.0
2.1
-1.72
6.04

Fault C
5.0
13.4
0.0
2.1
-27.38
4.47

Fault D
0.0
12.7
0.0
2.1
-25.00
4.61










PowerD
PowerF
QCONDD
QCONDF
QEVAPD
QEVAPF


[%]
[kW]
[%]
[tons]
[%]
[tons]

No-Fault
0.00
1143
0.00
2296
0
2000

Fault A
1.62
1162
0.21
2301
0
2000

Fault B
1.75
1163
0.23
2301
0
2000

Fault C
37.70
1574
4.86
2408
0
2000

Fault D
33.33
1525
0.00
2296
0
2000










UACD
UACF
UAED
UAEF
etaD
etaF


[%]
[Btu/hr-(F]
[%]
[Btu/hr-(F]
[%]


No-Fault
0.00
4.26E+06
0.00
4.19E+06
0.00
0.70

Fault A
-36.53
2.70E+06
0.00
4.19E+06
-0.14
0.70

Fault B
-10.13
3.82E+06
0.00
4.19E+06
-0.15
0.70

Fault C
-0.29
4.24E+06
0.00
4.19E+06
-25.27
0.52

Fault D
0.00
4.26E+06
0.00
4.19E+06
0.00
0.70









Table C4 contains deviations between the various fault (F) cases and the no-fault (NF) case as computed by the TDR.  Equation (C3) defines the CQ deviation for this comparison:

(CQF,TDR – CQNF,TDR)/CQNF,TDR ( 100

(C3)

The fact that the deviation magnitudes of Comparison No. 3 were similar to those of Comparison No. 2 demonstrated that the TDR behaved very closely (if not identically) to the DTM in detecting faults.  This result was already inferred from Comparison No. 1.  Thus the TDR may be used to perform FDD analysis independent of the DTM.  It is more flexible in detecting faults in various chiller subsystems since it is not as complex and does not need excessive calibration.

Table C4
Comparison No. 3: TDR Fault Outputs vs. TDR No-fault Outputs


APPRCD
APPRCF
APPRED
APPREF
COPD
COPF


[%]
[(F]
[%]
[(F]
[%]


No-Fault
0.0
12.7
0.0
2.1
0.00
6.15

Fault A
83.4
23.3
0.0
2.1
-1.59
6.05

Fault B
5.1
13.4
0.0
2.1
-1.72
6.04

Fault C
5.0
13.4
0.0
2.1
-27.38
4.47

Fault D
0.0
12.7
0.0
2.1
-25.00
4.61










PowerD
PowerF
QCONDD
QCONDF
QEVAPD
QEVAPF


[%]
[kW]
[%]
[tons]
[%]
[tons]

No-Fault
0.00
1144
0.00
2325
0.00
1999

Fault A
1.62
1162
0.23
2330
0.00
1999

Fault B
1.75
1164
0.25
2330
0.00
1999

Fault C
37.70
1575
5.27
2447
0.00
1999

Fault D
33.33
1525
4.66
2433
0.00
1999










UACD
UACF
UAED
UAEF
etaD
etaF


[%]
[Btu/hr-(F]
[%]
[Btu/hr-(F]
[%]


No-Fault
0.00
4.31E+06
0.0E+00
4.19E+06
0.00
0.69

Fault A
-36.52
2.73E+06
6.5E-16
4.19E+06
-0.17
0.69

Fault B
-10.11
3.87E+06
6.5E-16
4.19E+06
-0.18
0.69

Fault C
0.10
4.31E+06
5.8E-16
4.19E+06
-27.11
0.50

Fault D
4.66
4.51E+06
0.0E+00
4.19E+06
0.00
0.69









Appendix D

Thesis File Index

The following is an annotated index of the files that were used or developed in this thesis study.  They are available from the Solar Energy Laboratory at University of Wisconsin-Madison. (http://www.sel.me.wisc.edu).  Note that there is a maximum of ten measurement points available in the LTL data set.  An indication (the spelled out quantity) of how many available points is made for the relevant files.


File Topic
File Description


Thermodynamic Data Reduction Model
A program written in EES and based on the thermodynamic equations of a simple refrigeration cycle using R-22 refrigerant (see Appendix A).


Detailed Thermodynamic Model
A program written in EES and based on a FORTRAN Program developed by James E. Braun (Braun et al. 1988), which defines a mechanistic model for a centrifugal compressor (see Appendix B).

 
Chiller #1 data
A, B, C, D, E, F, G


Chiller #2 data
A, B, C, D, E, F, G


Chiller #3 data
A, B, C, D, E, F, G


Chiller #4 data
A, B, C, D, E, F, G


Filled down
An MS-Excel macro written by Seimens Building Technologies, Inc.- Landis Division, to fill down the data collected from InfoCenter in order to get the correct time stamps.

Legend:

A. 1 minute sampled (ten points)

B. 5 minute sampled (ten points)

C. 15 minute sliding window averaged (ten points)

D. 30 minute sliding window averaged (ten points)

E. 60 minute sliding window averaged (ten points)

F. Power and Load data only, 60 minute sliding window averaged (four points)

G. Power, 60 minute sliding window averaged (1 point)

Appendix E

A Simple Payback Analysis

A simple payback analysis was performed using all the LTL data available between the months of April and November 1998.  The objective is not to make a detailed economic analysis but merely, to give a simple economic perspective on the use of a developed FDD tool based on the proposed FDD methodology and the results of a PFDD performed on the four centrifugal chillers in this thesis.  All four chillers were of an identical make and model, installed simultaneously and worked in concert to meet the same building load.  Therefore, they should all perform similarly since their controls are programmed to stage them on and off to equalize their net run-times.

In order to compute the simple payback, the following is a list of assumptions that were first made:

1. The FDD tool can be developed to a stage where it does not require a resident expert to expend more than one week of set-up time to get the software up and running.

2. A flat energy rate of $0.05/kWh is conservative considering demand charges are excluded.

3. The indication (by the data collected) that Chiller #2 is the best performing chiller is a truth.

4. No software royalties are applicable.

5. No Data Acquisition software or equipment is required.

6. Data loss during the period of data collection was approximately the same for the times the chillers were on compared to when they were off.

7. The 1-hr sliding window (non-overlapping) data averaging used was adequate for this analysis.

The best performing chiller (Chiller #2) was used as the base for which the other chillers (#1, #3 and #4) were compared.  Table E1 shows the possible monthly savings that could have been obtained had Chillers #1, #3 and #4 performed at the level of Chiller #2.  These results showed that Chiller #1 and Chiller #3 were respectively, furthest and closest in performance to Chiller #2.  The total possible saving for all chillers was $41,632 if their faults were detected, diagnosed and fixed.

Table E1
Possible Monthly savings compared to Chiller #2

Months
Chiller#1
Chiller#3
Chiller#4

April
3,491.25
1,292.59
-

May
6,990.14
2,580.99
1,045.08

June
3,722.62
757.45
3,476.21

July
7,021.64
311.58
3,882.76

August
4,805.27
1,225.63
1,028.68

September
615.52
1,237.94
1,318.61

October
-
96.26
1,147.62

November
-
412.26
1,800.70

Totals
$26,030.93
$6,168.24
$9,432.74






Grand Total
$ 41,631.91
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Figure E1
Additional Savings of Chillers #1, #3 and #4 using Chiller #2 as Base

Figure E1 graphically represents the additional cost of operating Chillers #1, #3 and #4.  Interestingly, Chillers #1 and #4 perform similarly at lower loads but at higher loads, the Chiller #4 appears to perform worse.

Table E2 summarizes the projected itemized investments for software, equipment and personnel to get the FDD tool up and running.  Windows NT, Sequel Server and InfoCenter are needed to handle the database administration and networking issues and have a combined cost of $9000.  A Professional version of EES, at $800, is required for the thermodynamic preprocessing of the data and Neuroshell/NeuroWindows, at $400, is required for the training of the GRNN and for interpolation of base case database.  A high level Pentium-based PC costing approximately $2000, will host all the software and all the necessary installation and program set up are estimated to take approximately one person-hour week (40 hours) at a cost of $2000.  Therefore, the total FDD investment is $14,200.

Table E2
Projected Itemized FDD Investments

ITEMS
COST ($)

Software


Windows NT
1,500.00

SQL Server
1,500.00

InfoCenter Engine
6,000.00

Data Acquisition
-

EES Professional
800.00

Neuroshell/Neurowindows
400.00

Other Royalties, etc.
-

Equipment


Sensors
-

Data Loggers
-

PCs
2,000.00

Installation


($50/hr for 1 week)
2,000.00

Total Investment
$14,200.00

Using all the economic information discussed, a half-year simple payback was computed for the chiller system in this thesis.  This is a short time and indicates that there is some promise to implementing an FDD tool at this site.
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� This is a refrigeration cycle COP and not the system COP as defined later in Equation (3.12).


� A negative flow reduction is actually an increase.


� There are 288 five-minute sample observations in a given day but the first differencing (d=1) used in the modeling process caused the sample to reduce by one.


� This is true if while the chilled water pumps are on, the condenser water pumps are off and vise-versa.


� # in the LTL point nomenclature is reserved for the number assigned to a particular chiller.


� It was determined earlier that CHWTD was the most sensitive CQ for detecting flow rate reduction.  This is why CHWTD is singled out where the sensitivity of the FDD methodology to sensor accuracy is concerned.
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