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NOMENCLATURE

A - cross sectional area of PCM

Ac = collector area

Af - cross sectional area of circulating fluid channel
c - average specific heat of PCM

Cf - average specific heat of circulating fluid

c, - specific heat of PCM in liquid phase

Cg & specific heat of PCM in solid phase

I - fraction of load supplied by solar source

K = average thermal conductivity of PCM

Kf - average thermal conductivity of circulating fluid
KQ - thermal conductivity of PCM in liquid phase

Ks - thermal conductivity of PCM in solid phase

g = length of PCES unit

m - flow rate of circulating fliuid

N - number of PCES subroutine internal time steps

P - perimeter of PCM in PCES unit

PCM - phase change material

PCES - phase change energy storage

NTU - number of transfer units, defined on page 21
Smax - maximum ratio between time step and time constant

of the PCM and circulating fluid nodes which occurs
in governing equations, defined on page 32
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NOMENCLATURE

(Continued)
Ss = maximum allowable value of Smax for solution to
be both stable and accurate, defined on page 35
= - time
T = PCM temperature
TF - circulating fluid temperature
Tfo - circulating fluid temperature leaving PCES unit
Tref - reference temperature when PCM internal energy
is zero
u = PCM specific internal energy
u - PCM nondimensional specific internal energy,
defined page 21
U - overall heat transfer coefficient between PCM
and circulating fluid when m>o
u' - overall heat transfer coefficient between PCM
and circulating fluid when m=o
z = position along storage unit in flow direction
P = PCM density
Pf = circulating fluld density
z = nondimensional position along storage unit in flow
direction, defined on page 32
8 - nondimensional PCM temperature, defined on page 32
0¢ = nondimensional circulating fluid temperature,
defined on page 32
P - combined PCM and circulating fluid internal energy,
defined on page 68
T - nondimensional time, defined on page 32
A - PCM latent heat
4 = collector efficiency
X - PCM liguid fraction

viii



SUMMARY

Although there has been considerable interest in phase
change energy storage (PCES) over the past thirty years, no
work has been done to determine its effect on the performance
of complete solar energy systems. Therefore, the main ob-
jectives of this work have been:

1. To develop a practical model describing
the long-term transient behavior of a
PCES unit.

2. To determine the effect of storage/
exchanger NTU, storage mass, material
properties, and location on system
performance.

3. To compare the performance of systems

utilizing PCES with those utilizing
conventional sensible heat storage.

TT% mModels Of PCES UNits werec developed—each—rep¥e
senting different levels of approximation. These were
incorporated into the transient simulation program
TRNSYS[14]. Long-term simulations were used to determine
the performance of air-based and ligquid-based solar
heating systems utilizing sodium sulfate decahydrate and
paraffin wax in Madison (WI) and Albugquerqgue (NM). The
performance of systems utilizing conventional water tank

and rock bed storage were simulated for comparison.

ix



T+ is shown that system performance is relatively
ingsensitive to the storage/ exchanger NTU within the
practical design rande. Hence, the results of this inves-
tigation are based on simulations which employed infinite
NTU models.

Storage capacities per unit collector area of 7-20
Kg/'m2 and 7-25 kg/'m2 are recommended for Na2804'10H20
and paraffin wax respectively. Determination of the optimum
storage size will depend upon system economigs and location.

over the range of practical storage sizes, systems
utilizing sensible heat storage are shown to yield a highex
solar-supplied fraction of the 1oad than those utilizing
PCES. However, for air-based systems, both the phase
change materials investigated required considerably smaller

STOTOgeS VOrumes ran the rock bed in order to achieve the

same system performance. For 1iquid—based systems,
NapS04 " 10H0 will reguire smaller storage volumes than a
water tank to achieve the same system per formance but

paraffin wax will regquire roughly the same storage volume.



CHAPTER 1

Introduction

1.1 Background

Practical solar heating or cooling systems must be
capable of thermal energy storage due to the intermittent
nature of the energy source. Surplus solar heat collected
during the day must be stored for use at night or on a
cloudy day. This storage can be accomplished in several
forms among which are sensible heat, latent heat, and chemi-
cal storage.

In sensible heat systems, energy is stored through
a change in temperature of the storage medium. The storage

unit is charged or discharged by simply raising or lowering

the temperature of a water tank in ligquid-based systems,

or a pebble bed in air-based systems. This method has been
employed almost exclusively in systems to date because the
materials are universally available, inexpensive, and have
essentially unlimited lifetimes.

Chemical storage is a relatively new concept where
energy is stored in the form of heats of chemical reactions,
e.g. the dissociation of S03 into S0, and 0, or the hy-
dration of Mg0 to form Mg(OH)j,. Such reactions can achieve

very high densities of energy storage. Energy densities



as high as 20,000 Btu/ft3 can be achieved in practical
chemical storage systems.

Latent heat systems utilize the heat associated with
a change in the physical phase of the storage material.
Solid-liquid transitions are the most practical due to the
relatively small accompanying volume change. For most
materials, the amount of energy required for a phase change
is very large compared to that involved in a change of
temperature. For example, melting one kilogram of paraffin
wax (latent heat = 209 KJ/KG and specific heat = 2.89
KJ/KG°C) would reguire seventy-two times the enerqgy needed
to raise its temperature one degree Celcius. Therefore,
phase change energy storage (PCES) appears superior to sen-

sible heat storage for two reasons: 1) it requires con-

siderably smaller storage volumes, and 2) the possibility
exists for improving the thermal performance of the system
(i.e. higher collector efficiency and fraction of load
supplied by solar) due to the nearly constant storage
temperature and hence, a constant collector inlet temperature.
Oon the other hand, PCES has two major drawbacks: 1) most
phase change materials (PCM's) are currently more expensive
than either water or rock, and 2) PCES devices must also
incorporate a heat exchanger. The heat transfer medium
and the storage material are not the same as in water tank

storage, nor is the storage material always a solid as in



the pebble bed storage. Consequently, the PCM must be
packaged in containers which have large heat transfer areas
to facilitate adequate rates of charging and discharging.
There has been much interest in PCES over the last
thirty years with most of the work falling into two cate-
gories:
1. Material selection, testing and containment.

2. Theoretical modeling of PCES subsystemns.

In the following, a brief review of earlier work in

these two areas will be given.

1.1.1 Material Selection, Testing and Containment

There are thousands of compounds and mixtures from

which potential phase change materials can be selected.

Hence, several recent investigations [2,3,4] have estab-

1ished selection criteria for PCM's. The following is a
composite list of these criteria:

1. Melting point in the proper temperature
range (see Table 1)

2. TLarge heat of fusion
3. Congruent melting

4. No supercooling

5. Small volume change
6. Stability

7. Nonflammable



it

Nontoxic

o]
.

9. Noncorrosive
10. Commercially available

11. Low cost

Application °C °F
Air conditioning 5-15 41-59
Solar Heating 45-55 113-131

Absorption Refrig-
eration - 190-120 194-248

TABLEl. Temperature ranges for PCES applications.

Based on these criteria, the field of candidate ma-

terials has |

more promising candidates (possibly 10 to 20% according to
Denton [5])have been examined experimentally.

Lane et al. [3] assessed some 20,000 materials and
presented a list of 205 potential candidates which was
narrowed to 30 using laboratory evaluation technigques.
gimilar studies were reported by Hale et al. {4}, who
screened 500 potential materials, and by the National Center
for Energy Management and Power. at the University of Penn-
sylvania [2,6] where a survey of inorganic hydrates, organic

compounds, and organic eutectics was conducted. Experi-



mental testing of cycling and latent heat measurements by
lLorsch et al. [2,6] resulted in the selection of Sunoco's
P116 paraffin wax (latent heat = 209 KJ/KG) as a promising
material for solar heating applications.

Sodium sulfate decahydrate (commonly known as Glauber's
salt, NapS0,4°10H,0) is representative of another class
of potential materials, viz. salt hydrates. It has long
been considered a promising material because of its high
iatent heat and low cost. Unfortunately, its latent heat
degrades upon repeated thaw/freeze cycling. The anhydrous
sodium sulfate settles out during melting and fails to re-
combine with water when refrozen. Until recently, all
attempts to prevent the settling process by using thickeners

or encapsulation have failed. However, Chahroudi [7] reports

that the use of wood fiber can extend the cycle life of
Glauber's salt to 300 cycles. Telkes [8] reports that a
thixotropic thickener can prevent separation completely

and extend the cycle life to 1000 cycles without detectable
degradation. These claims, however, are based on experi-
ments where the material is heated and cooled in a steady
cyclic fashion with relatively short cycle times. It is
not known how the material will respond in an actual system
where the thaw/freeze cycles are irregular and extend over

periods of hours.



A number of material encapsulation and containment
technigues have been studied [2,3,6,8]. Storage/exchanger
devices in a variety of sizes and configurations have been
recommended [2,6]. Of all systems recommended to date, the
least expensive uses plastic trays for containment of the
PCM, mild steel module walls, and a conventional mild
steel fual tank [6]. A schematic diagram of a typical PCES

heat exchanger is shown in Figure 1.

1.1.2 Theoretical Modeling

Many theoretical models and computer programs for
analyzing PCES systems have been reported in the literature

[9-13]. Bannister [9], Schlosinger [10], Abbott T[11], and

predict the temperature distribution and location of the
melt front as a function of time. Leatherman [13] used
analog computer simulation to analyze PCM components.
This investigation is based on unpublished work by
Abdel-Khalik who developed a simple model for PCES units.
The following assumptions were made:
1. Neglect differences between the physical
properties of the liquid and solid phases

of the PCM.

2. MNeglect axial conduction in the circulating
fluid.
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FIGURE 1. Typical PCES Unit Design.



3. The Biot number is sufficiently low
gsuch that temperature variations normal
to the flow direction can pe ignored.

4. Neglect heat losses toO the gurroundings.

Figure 2 shows the simplified PCES configuration
considered. The PCM is placed in thin flat containers,
or small tubesy of length &, total cross sectional aread A,
and wetted perimeter p. The heat transfer fluid passes
+hrough the storage unit at a constant rate & with inlet
temperature TFy -

An enerdgy palance for the PCM yielded the following

differential equation:

Z
qu _ % s + UP (Tf - T) (1.1)
ot P A pA

Here, W t, K/ and p are the speciflu imternal_enerdy.

temperature, thermal conductivity and density of the phase
change material, Tf and U are the circulating f£luid temper-
ature and overall heat rransfer coefficient, £ is time, and
- is the flow direction. |

The specific internal enerdy 4 is related to the tem-

perature T and 1liquid fraction ¥ by the relation:

g = ¢ (P-Treg) + X A

for T < T* ¥ = O (L.2)
for T = Tk o< x<1

for T > T¥ x = 1
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T+ is the melting temperature, 1 is the latent

Here,
the Tref is an

c is the specific heat, arbitrary ref-
when u is equal to

d above leads toO th

heat,
7ero.

erence temperature
rth assumption liste e follow-

The fou
no end losses):

undary conditions (i.e.

ing bo
ar| =0
3z |z=0
(1.3)
gr| =0
3z (z2=2%
d the

An energy palance for the circulating fluid yielde

following differential equation:

ale + B aTs = up (T - Tg) (1.4)
ks e A v

Here, Pgr Af, and Cg are the density. flow area, and

e circulating fluid.

e heat of th
£

spectE:
e is an arbitrary function—o

The inlet £luid temperatur

time 8O that:

Tf(O,t) = £(t) (L.5)

guations (1.1} and (1.4) were approxi-

The derivatives in e
ues and a computer

pro-

mated using finite difference technig

itten to determine

the transient temperature

gram was Wt
d temperature

history 1in the PCM for a given inlet flui
The effects of system parameters on the

variation, £(t).
custained response of the PCES ynit to a periodic sguare wave



inlet fluid
showed that
dence time,
significant

the thermal

11

temperature were investigated. The results

the circulating fluid capacitance, fluid resi-
and the overall heat transfer coefficient had a
effect on system temperature response whereas

conductivity did not. Necessary criteria for

stability and accuracy were also developed; these will be

discussed later.

1.2 Objectives

Prior to this investigation, no work had been done on

simulating the performance of a complete solar enerdgy system

utilizing PCES. Therefore, the main objectives of this

work have been:

To develop a practical model describing

= W= e = = bohasiior of a5
Ce—1+OHYg Lerm—Etrapnsient-behavior o 2

PCES unit. This model is to be incor-
porated into TRNSYS [14].

To perform long-term simulations in
order to determine the effects of
shortage/exchanger NTU, storage mass,
material properties, and location on
system performance.

To compare the performance of systems
utilizing PCES and those utilizing
conventional water tank or pebble bed
storadge.

The remainder of this thesis is arranged as follows:

Chapter 2 contains a description of the theoretical modeling,

method of solution, system configuration and performance

results for

air-based solar heating systems. Chapter 3



contains this same information for liguid-based systems.
Conclusions, discussion and recommendations are given

in Chapter 4.

i2
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t+he storage unit. For this mode (referred to as the
"eonduction mode") , the governing egquations and boundary
conditions for the PCM are exactly the same as for the flow
modes. However, an energy balance for the circulating fluid

now yields the following differential equation:

3T¢ = K¢ 3T + U'P (E=T'¢) (2.1)
L Bepg 92 Cepehy

Here, Kg is the circulating fluid thermal conductivity
and U' is the overall heat transfer coefficient when the fluid
flow rate is zero.

The boundary conditions for the circulating fluid are

as follows:

D@

OTf - 0 (2.2)

The first computer model developed in this investigation
was based upon the governing eguations and boundary conditions
given above for the three operating modes, viz. equations
1.1 - 1.5 for the flow modes and 1.1 - 1.3, 2.1 and 2.2 for
the conduction mode. This model is general inasmuch as it
can be used for either air-based or ligquid-based systems. No
restrictions are placed upon the type of cireulating fluid
since its capacitance is accounted for in the energy equations.

However, computing costs were prohibitively high when air
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was used as the circulting fluid. The capacitance of air is
negligible when compared to that of any PCM. Hence, criteria
for stability and accuracy reguire an extremely small time
step. The development of an acceptable model for air-based
systems required that the capacitance of the air be neglected.

The initial model described carlier is suitable for
liquid-based systems where the capacitance of the circulating
fiuid is not negligible. It will be treated further in
Chapter 3.

T+ shouid be emphasized that the models presented here
assume that the PCM will behave ideally, i.e. the material
properties will not degrade as & result of the cyclic opera-

+ion of the system.

2.1.1 Negligible Fluid Ccapacitance Model for Air-Based
Systems

As indicated above, for air-based systems the capaci-
tance of the circulating fiuid (air) 1is considerably less
than that of the PCM. The following will show how the general
model can be modified for these conditions.
The assumptions involved here are:
1. Neglect differences between the physical
properties of the liquid and solid - :
phases of the PCM.
2. Neglect axial conduction in the PCM

and the circulating fluid in both
modes .
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3. The Biot number is suffiently low such
that temperature variations normal to the
flow direction can be ignored.

4., Neglect all heat losses to the
surroundings.

5. Neglect the capacitance of the circu-
lating fluid.

Assumptions two and five are different from those in the
original Abdel-Khalik model. Using that model, the thermal
conductivity of the PCM was found to have no significant
effect on the thermal response of the PCES unit. Therefore,
axial conduction in the PCM was ignored in the flow mode for
the negligible fluid capacitance (NFC) model.

The Flow Mode: Energy balances for the PCM and the

air yield the following governing equations:

du _ UP  (Tg-T) (2.3)
ot pA

and
3T¢ _ UP  (T-Tg) (2.4)
97 mcf

The Conduction Mode: When the air flow rate through

the storage unit is stopped, the governing equations become:

(2.5)

|
|

| @
e
geib
|
N oo

-
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and
Te =T (2.6)

The boundary conditions and the subsidiary internal
energy egquations 1.2 remain unchanged.

The computer programming and subsequent analysis were
simplified by the normalization of the governing equations
and boundary conditions. The following variables and non-

dimensional groups Were defined:

g = (T-Tref) / (T*-Tref)
O = (Tf—Tref)/(T*—Tref)
2 = u/c (T*-Tref)
T = tupk/pvc
¢ = z/4

NTU = UOﬁ/mcf
R = (RE/TT7UB%

K, = vfe (T¥-Trel)
Substitution of these non-dimensional qguantities into
equations 2.3, 2.4, 2.5 and 2.6 yield the following equations:

The Flow Mode:

u _ _

= (8¢ 0) (2.7)
_8__8..£.= —

Y NTU (© ef) (2.8)

The Conduction Mode:

o - K199 '
E T 223
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0 _ © (2.10)

The boundary conditions for the PCM for both modes

are now:
99 _ 0
oC 0,T
(2.11)
39 - 0
AT 1,1

For the circulating fluid in the flow mode, the boun-

dary condition becomes:

eglo,7) _  F(1) {2:12)

In the conduction mode, the boundary conditions for the

circrilatinog Floaid arss
-t

905 0
oz 0, T =
(2.13)
30
S =2 0
Bcf I,z

The subsidiary equations (1.2) relating u, 0, and ¥

are now:
u = @ + K,X
(2.14)
for @ <1 ¥ =0
for e =1 0 £ <1
for e >1 x =1



19

1 for air-Based Systems

I infinite NTU Mode
gS can be further simplified and

v reduced 1f it is agsumed

The modeling of PC
ity Hughes €

sts considerabl
g an NTU of infin
n the overall pe

+t al.

computational co
that the gtorage unit ha

effect of NTU O
g rock bed storadge.
es an infinite N
xtension of this

rformance

They cOn~

{141 examined the
ystem utilizin

ractical purpos

ock bed..

TU model

of a heating S
The €

a that for all p
gated in this W

vy describe the ¥
ork.

clude

can adequatel
hypothesis to PCES systems was investi
The governing equations for the conduction mode, the sub-
v equations. and all poundary con~
HoweVver s the

sidiary internal enerd
ditions remain the same ag for t
quations for th

he NFC model.

e PCM and air pecome :

flow mode €
(2.15)

qu = -MCf T
% DA 3z
(2.16)

and
Tf':'T

2.1+3 variable properties
d specific heat of PCM's
hases -

The thermal conductivity an
may vary significantly petween the solid and liguid P
For example, of solid godium gulfate de-
e is 1.95 KJ/RG°C compared to 3

cahydrat
the 1iguid.



20

+ for this variation, the subsidiary equation

To accoun
y can pe modl

fied as follows:

1.2 relating Y £ and
u = Cg (T-Tref) for T < i
u = Cg (T—Tref) + XA for T = i
a = Cs (T—Tref) + x t CQ}T—T*) for T 7 ek
(2.17)
eat of the golid and

Here, €s and c g are the specific h

hases respect

1iguid P jvely -
The iocal value of the

estimated by
K= ¥&yq + (L-X)Eg (2.18)
conductivity of the solid and

v gare the thermal

K-Q‘d-]..\.d..:,

1iquid phases -
ities

2.L.4 gummary of computindg capabil
ed for use in the simulation

r models nave beel develop
e first was @& genera~

Fou
(6 p air-based systems wtilizing pCES. Th
1ized model pased on work done by Abdel—Khalik. Theé second
acitance of the air in order tO iower the
ite NTU

neglected the cap

computinq co an infin

urther 1owered computin 1owed the inves=—
ters tO

toraqe/exchan

nsfer parame

model £
striction ot

ger heat tra

rigation of s
the r€



2L

equal solid and liquid properties was removed to enable
the accurate simulation of materials exhibiting significant
property variations.

Again, it is important to stress the fact that the
above models assume that the PCM will behave in an idealized
way. In other words, such phenomena as property degrada-
tion, supercooling, and crystallization are not accounted
for. These phenomena may significantly affect the system
performance. However, this does not diminish the importance
of the results that follow since they represent an upper
bound to the performance of a system utilizing PCES. This
knowledge will be invaluable in comparing different storage

media and outlining areas for future research.

2.2 Method of Solution

Finite differencing techniques were used to solve the
governing equations for all above models. Separate computer
programs were written for the different levels of approxi-
mation indicated earlier, viz. the finite NTU NFC model, the
infinite NTU case, and the wvariable properties model. These
programs were written in the form of subroutines compatible
with the requirements of TRNSYS [15]. They were then used
to simulate the performance of a typical solar heating

system.
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Tn order to illustrate the numerical technigques used,
the finite differencing scheme for the flow mode of the

finite NTU NFC model is outlined below.

2.2.1 TFinite Differencing Scheme for the NFC Model

The storage unit is divided into N axial nodes as
shown in Figure 3. At the beginning of each time step,
the PCM internal energy and air temperature for the differ-
ent axiél nodes, along with the current inlet fluid tem-
perature are known.

Forward differencing techniques are then used to update
these values. For example, equations 2.7 and 2.8 can be

written as follows:

=VF1_ =V

By U - Y, - @y i=1,2,...N (2.19)

AT fi 1
and

v+l 8\)+1

Ofit1 7 gy v
i+l £i v .

it = NTU (&1 - Of3) i=2,3,...N (2.20)

Here, i represents the nodal position shown in Figure 3,

v and v+l signify values at the old and new time step, AT

is the non-dimensional time step, and Az is the non~-dimensional
nodal spacing.

Equations 2.19 and 2.20 can be rearranged as follows:
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S -V .
Uy uy + AT (@fl w @iy A FF 1,2, N (2.21)
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v+l _ v+l v v -
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2.2.2 Criteria for Stability and Accuracy

The stability and accuracy of the numerical solution
will depend upon the magnitude of the time step used while
the spatial resolution will obviougly depend upon the number
of axial nodes. In equation 2.21, At is the ratio between
the time step At and the time constant of the "juymped" PCM
node [p(v/&)Azc/UPAz]. In equation 2.22 AZNTU is the number
of transfer units for each axial node. 1In order for the
numerical solution to be stable, the ratio between the time
step and the time constant of each node should be less than
or equal to 0.5. When axial conduction is taken into account,
the Fourier modulus of ecach node should also be less than
or equal to 0.5. gimilar restrictions are imposed on the

fluid nodes 1T ThelT capactreanese io taken into account.

It should be emphasized that accuracy considerations may
necessitate a smaller time step than that imposed by the above
stability criteria. A sensitivity study was performed using
the original Abdel-Khalik model to determine the effect of
the number of nodes and time step on the accuracy of the
solution. The system was subjected to a sguare wave inlet
fluid temperature (see inset in Figure 4). The system para-=
meters were selected such that the ratios between the time
step At and the time constants of the PCM nodes and the fluid
nodes were equal. This ratio, hereafter labeled Smax, was

varied between 0.025 and its maximum allowable value of 0.50.
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Typical results are shown in Figure 4 where the non-
dimensional temperature of the first PCM node, o(1,tT)
(defined on page 17) is plotted against the non-dimensional
time T for different values of the non-dimensional time step
Smax.

Ag the time step decreases, the PCM temperature response
approaches a unigue distribution. Accuracy within five per-—
cent is achieved for Smax jess than or equal to 0.l.

Another sensitivity study was performed after incor-
porating the PCES models into the transient gimulation pro-
gram, TRNSYS (see section 2.2.3). It was shown that a value
of Smax as large as 0.4 could be used without significantly
affecting the performance results of a complete solar heating

system.

2.2.3 Incorporation into TRNSYS

TRNSYS is a transient simulation program developed at
the University of Wisconsin Solar Energy Laboratory for the
simulation of solar energy systems. Tt is a collection of
subroutines which model the individual components present in
a solar energy system such as the collectors, pumps, valves,
storage tank and ioad. The ducts, pipes and wires which
connect the components of a real system are represented by
the flow of information between subroutines. The user need

only supply TRNSYS with the system configuration, component
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parameters and weather data. A complete description of the
program is available in the TRNSYS Manual [15].

The incorporation of the PCES models into TRNSYS subroutines
produced one major obstacle. The time step reguired for the PCES
models to be stable was too restrictive for economic utilization
of TRNSYS. Depending upon the number of nodes, the size of the
storage unit, and storage material properties, the time step
required by the PCES subroutines was 3 to 50 times smaller than
that required by the other TRNSYS subroutines.

This problem was solved by running TRNSYS at an optimum time
step (usually 15 minutes) and subdividing it within the PCES sub-
routine in order to meet the storage unit stability criteria (i.e.
a time step within a time step). At the beginning of the simula-

tion, the PCES subroutine calculates the maximum non-dimensional

time step Smax corresponding to At used in other TRNSYS components
and compares it to the value selected for stability and accuracy
Ss. If necessary, the TRNSYS time step At is divided by an in-
teger N to yield the storage unit time step At' where N is

defined as follows.

_ Smax
N = S5 + 1 (2.23)

The factor of 1 in equation 2.23 allows for the truncation
which will occur when the quotient of Smax and Ss is converted
to an integer.

For every TRNSYS time step, the PCES subroutine equations
are solved N times using a time step of At'.

The number of nodes is a subroutine variable specified
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by the user (usually 5 to 10). However, for the finite NTU
model the number of nodes is selected such that NTU Ag is less
than or equal to 0.5. When this criteria is not met, the user
supplied nodal spacing is modified internally. For the
infinite NTU model, the finite difference approximation will
tend to smoothen out the temperature front propagating through
the storage unit. In this case, the number of nodes can
significantly effect the system performance (Appendix C).

The procedure described above for selecting the time
step guarantees the lowest possible computing coOsts and removes
the responsibility of checking for stability and accuracy

considerations from any future user.

2.3 Air-Based System Description and Control Strategy

The two air-based systems simulated in this investigation
are shown in Figures 5 and 6. System I is a standard air-based
system which can utilize either rock bed storage oOr PCES. The
system configuration and control strategy are identical for
both storage media. System TI is the same as System 1 except
that it has no storage capability. The parameters selected
for the system components are shown in Table 2.

System I has three operational modes. The first
occurs when solar energy is available for collection and the
space heating load is not zero. Here, air 1is circulated

between the collectors and the load. The storage unit is
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TABLE 2

AIR~BASED SYSTEM PARAMETERS

Collector

1. collector efficiency factor - F' 0.9

2. £luid thermal capacitance - Cf 1.012 KJ/KG °C

3. collector plate absorbtance - ap .95

4. number of covers — N 2

5. collector plate emittance - &g, .95

6. 1oss coefficient for back and edges - Ube 1.5 KJ/hrm2°C

7. product of extinction coefficient and g
thickness of each glass cover - KL .037

Load

1. heating requirements (energy/degree hr)-UA 1000 KJ/hr°C

2. icad capacitance - MC 20,000 RJ/°C

3. constant heat gain - Qgen 1,500 KJ/hr

Water preheat tank volume - V .454 m>

Air to water cross flow .75

heat exchanger effectiveness - €

Auxiliary space heater capacity - Qmax 60,000 KJ/hr
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isolated and the conduction mode equations are used. The
second mode occurs when solar energy is available for col-
lection and the load is zero. In this case, air is cir-
culated between the collectors and the storage unit. The
storage unit is charged and the flow mode equations are
used. The final mode occurs when sblar energy is not avail-
able for collection and the 1oad is not zero. Here, air is
circulated between the storage unit and the load. The stor-
age unit is discharged and the flow mode equations are used.
pDuring any mode, auxiliary energy may be used to supplement
the solar contribution to the load.

The three pumps and two flow diverters in System I are

controlled with a two stage thermostat and two on/off differ-

ential controllers. The Chermostat monitors—the—reom Lah-—
perature and controls pump 3 and the auxiliary source. It
commands first stage (solar source) heating when the room
temperature drops below 21.4 °C (70.5 °F), and second stage
(auxiliary source) heating when the room temperature drops
below 18.3°C (64.9°F). First stage heating is not disabled
during second stage heating unless the solar source tem-
perature is too low.

One on/off differential controller compares the collec-
ror outlet air temperature with the preheat water tank
temperature and controls pump 2. The other one compares
the collector outlet air temperature with the storage unit

temperature and controls pump 1.
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When both the thermostat and the collector-storage
controller are on, the flow diverters direct air from the
collectors to the load. When the collector-storage control-
jer is on and the thermostat is off the flow diverters direct
air from the collectors to the storage unit. Finally, when
the collector controller is off and the thermostat is on,
the flow diverters direct air from the storage to the load.

System ITI has only one operational mode. It occurs
when solar energy is available for collection and the load is
not zero. Whenever solar energy is not available for collec-
tion, or unable to meet the load, the auxiliary source must
be used.

System II is controlled with a two stage thermostat and

the room temperature and controls pump 1 and the auxiliary
source. The on/off differential controller compares the
collector outlet air temperature with preheat water tank

temperature and controls pump 2.

2.4 Results for Air-Based Systems

Air-based systems utilizing two different PCM's were
simulated for two locations. Sodium sulfate decahydrate
(NayS0,-10H,0) and Sunoco's P116 paraffin wax were selected
because they are representative of two different classes of
phase change materials: salt hydrates and organic waxes

(see Sec. 1.1.1). Madison, (WI) and Albuquerque, (NM) were
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the locations chosen since they represent vastly different
climates (see Appendix A). Madison is characterized by high
heating loads and low amounts of inecident solar energy.

Oon the other hand, Albuguergue has almost twice the incident
solar energy and only two-thirds the heating load for an
identical system.

The variation of the fraction of the load supplied by
solar gﬁ'with storage mass and storage/exchanger NTU is shown
in Figure 7. These results are intended to show whether
the infinite NTU model can adequately describe practical PCES
units. They are based on simulations of System I for a two
week period in January in Madison. The storage material is
paraffin wax (see Table 3 for material properties). The

results show that the system performance improves with in-

creasing storage mass and NTU (i.e. higher initial cost).

No significant improvement in system performance is realized
beyond NTU ~ 10, which is well within the practical range.™
Hence, with little error and considerably reduced computa-
tional costs, the infinite NTU model can be used to describe

practical PCES units. The variation in & Dbetween the finite

+trhe heat exchanger recommended in [6] for paraffix wax has
an NTU of approximately 7.5.
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TABLE 3

PHYSICAL PROPERTIES OF STORAGE MEDIA

Paraffin

Property Wax §§2§g4'lOHzg Rock
(KJ/KG°C) 2.89 1.92 0.84
(KT/KG°C) 4 3.26 —
(KJ/m hreC) 0.498 1.85 0.45
(KJ/m hre°cC) oot Unknown*  —-—-—
(°C) 46.7 320 _—
(KJ/KG) 209 251 ——-
(RG/m3) 786 1460%* 1600
(RG/m3) g 1330%%  —--

ceaa ol E P

Y Po—— |
Fp === it e e e L=

**An average value is used.

+++Assumed equal to corresponding value for solid phase.
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and infinite NTU models will vary under different operating
conditions. However, for all practical purposes, the
infinite NTU model represents a realistic upper bound to the
system performance. All subsequent simulations employ the
infinite NTU model.

The effect of storage capacity on the long-term per-
formance of air-based systems is shown in Figures 8 and 9
for Madison and Albuguerque respectively. These results
are based on a seven month heating season from October 1
to May 1. Collector areas of 25, 50, and 100 sguare meters
were examined for both Na2804'10 HZO and paraffin wax storage
units. The simulation of System I generated all the data

points except those at storage masses of zero, where System

11 was used.

Because of the small time steps reguired and hence, the
high computational costs, no data points were generated for
systems utilizing extremely small storage capacities. For
this reason, the curves in Figure 8 and 9 {and those that
follow) are represented by dotted lines in this region to
emphasize the uncertainty involved in determining their
exact shape.

These figures show that systems utilizing Na,S0,"10H;0
have slightly higher values of & than systems utilizing the
same mass of paraffin wax. This can be attributed to the

lower melting temperature and higher latent heat of the
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Na2SO4'lOH2O. The isothermal charging of the storage
during the phase change will occur at a lower temperature and
for a longer duration. This will result in lower collector
inlet temperatures and hence, higher collector efficiencies.
Examination of Figures 8 and 9 can yield some insight
into the determination of optimum storage capacities. Al-
though the optimum storage capacity will ultimately depend
upon the initial and operating costs of the system and the
price of auxiliary fuel, a range of values can be recommended
based upon the system's thermal performance. In Figure 8
it is clear that in Madison no significant improvement in
system performance will be realized for a storage mass per
unit collector area greater than 20KG/m? for NapSO4-10H0

and 25 KG/m2 for paraffin wax. Decreasing the storage cap-

acity below 7 KG/m2 for either material will result in a
significant drop in system performance.

Figure 9 shows that in Albuquergue increasing the stor-
age mass per unit collector area beyond 12 KG/m2 for
NapS0,°10H,0 and 15 KG/m? for paraffin wax will not signi-
ficantly improve the system's performance. Again, decreasing
the storage capacity below about 7 KG/m2 will result in a
significant drop in system performance.

Therefore, based on system thermal performance, the
storage mass per unit collector area for air-based systems

should be 7-20 KG/m2 for NapS0,°10H,0 and 7-25 KG/m?
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for paraffin wax. The values in the upper end of the ranges
apply to locations characterized by relatively large heating
loads and low amounts of incident solar energy (e.g. Madison).
As the heating load decreases and the incident solar energy
increases (e.g. Albuguerque) the necessary storage size de-
creagses. In either case, economics will dictate the coptimum
storage size.

The performance of a system utilizing a rock bed stor-
age is shown in Figure 10. This data was generated using
the infinite NTU model developed by Hughes et al. [14].

These identical results can also be obtained using the in-
finite NTU model for PCES. This can be accomplished by
setting the material melting temperature T* arbitrarily high,
so that all energy storage is in the form of sensible heat.
In this case, equations 2.15, 2.16 and 1.2 reduce to those

given by Hughes et al. [141].

In Figure 11 the performance results for systems utiliz-
ing PCES are compared with those utilizing rock bed storage.
These results are for systems with 50 sguare meters of col-
iector area in Madison. It is obvious that sensible and
latent heat storage cannot be compared on the basis of a one-
to—one correspondence between storage sizes without de-
fining some mean temperature difference. However , a valid
comparison can be made over the range of practical storage
sizes. Figure 11 shows that, over this range, the rock bed
vields a slightly better system performance.

In Figure 12, the data shown in Figure 11 is replotted
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in terms of storage volume per unit collector area. Al-
though the curves are distorted, they serve to illustrate
the savings in storage volume that can be achieved with
PCES compared to rock bed storage. For example, an F
value of 47.5 will be realized by a system utilizing either
Na2SO4'lOH20 with a storage volume of 0.024 cubic meters
per unit collector area (20 Kg/m2), paraffin wax with a stor=
age wolume of 0.052 cubic meters per unit collector area
(25 Kg/mz), or a rock bed with a storage volume of 0.110
cubic meters per unit collector area. This means that a
system utilizing Na2804'10H20 will require roughly one-
fourth the storage volume of a rock bed system in order to
achieve the same system performance. A system utilizing
paraffin wax will require only one-half the storage volume
of a rock bed system in order to realize the same system

performance.

In Figure 13 the comparison between sensible and latent
heat storage is shown for Albuguerque. Here again, the rock
bed system appears to perform slightly better than the PCES
system.

In Figure 14 the results of Figure 13 for Albugquerque
are replotted in terms of storage volume per unit collector
area. As was the case for Madison, systems utilizing PCES
will require significantly smaller storage volumes than those
with a rock bed. For example, systems with either 0.014
cubic meters per unit collector area of NayS0O,'10 H,0 (12 Kg/

m2), 0.027 cubic meters per unit collector area of paraffin
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wax (15 kg/mz), or 0.060 cubic meters per unit collector area
of rock bed will have & values of 82.2. Hence, the "savings
ratios" for Albuguergque are roughly the same as those for
Madison. Systems utilizing Na, SO4-10 H,0 will require only
one-fourth the storage volume of a rock bed in order to
realize the same system performance. Systems utilizing
paraffin wax will require one-half the storage volume of a
rock bed in order to yield the same system performance.

Figure 15 shows the effect of storage capacity on collec-
tor efficiency M- Collector efficiency is defined as the
useful energy collected divided by the total incident solar
energy. The fraction of the load supplied by solar F is
defined as the total load minus the total auxiliary supplied
(i.e. the useful energy collected) divided by the total

load. These quantities differ only in their denominators

which are constants. Hence, Figure 15 presents the same
comparison between storage types as Figures 11 and 13, but in a
slightly different manner.

Another parameter of interest in these simulations is
the fraction of time, ¢, that any or all of the storage ma-
terial is in the two-phase region. In Madison, for paraffin

wax, this fraction ranged from 10 to 64%; for Na,SO -10H,0

4
it varied between 11 and 74%. In Albuquerque the values were
36 to 99% for the wax and 41 to 99% for the Nazso4.10H20_

The exact value is dependent upon the storage size and the

collector area. The higher values correspond to the larger
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collector areas as is illustrated in Figure 16 for Madison.
The effect of the collector loss characteristics on
the relative performance of sensible and latent heat storage
is shown in Figure 17. The low loss collector used in these
simulations had a plate absorptance of 0.95, an emittance of

0.15, two glass covers and a bottom and edge loss coeffic-

ient of 1.5 KG/hr M2°C. The high loss collector had a plate

absorptance of 0.95, an emittance of 0.95, one cover and a
bottom and edge loss coefficient of 2.5 KG/hr m2°c.

These results show that, although the low loss collector
performs considerably better than high loss collector, the
difference in results between the high loss and low loss
collectors is the same for both types of storage. . Therefore,
the comparisons presented earlier between sensible and latent

heat storage seem to hold regardless of the "quality" of

the collectors used.
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CHAPTER 3

PERFORMANCE OF LIQUID-BASED SYSTEMS UTILIZING PCES

Section 1 of this chapter describes the three models
developed in this investigation for use in the simulation of
liguid-based systems. Section 2 explains the method of
solution. Section 3 contains the configurations and con-
trol strategies for the systems simulated. The results for

liquid-based systems are given in section 4.

3.1 Modeling PCES for Liquid-Based Systems

The first PCES model developed for use in the simulation
of liguid-based systems is almost identical to the general
model described earlier (i.e. equations 1.1 - 1.5 for the

filowmodes—and—1.1 =132 31 and 2 2 for the condnction

mode) . The only difference is that axial conduction in the
PCM during the flow modes is neglected. For the sake of
continuity, this version is outlined below.
The following assumptions are made:
1. ©Neglect differences between the physical
properties of the liquid and solid phases
of the PCM.
2. Neglect axial conduction in the circu-

lating fluid and the PCM in the flow
modes.

3. The Biot number is sufficiently low such
that temperature variations normal to
flow direction can be ignored.
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4, Neglect heat losses to the surroundings.

Flow Mode: The governing equations and boundary condi-

tions for the PCM are:

du _ Up (Tf - T) (3.1)
ot pA
and
3T _
55l2=0 Bl
(1.3)
.Z.)El = 0
22 12=9

For the circulating fluid, the governing equations and

boundary conditions are:

aT UP (T - T.) - _m 9T
s f) _m__ 9Llf (1.4)
o A
ot PeAgCe PFAf 9z
and
Tf(O,t) = f£(t) (1.5)

Conduction Mode: The boundary conditions for the PCM
are the same as those for the flow mode. The governing equa-

tion for the PCM is now:

au = K 3°T + U'P (Tg - T) (1.1)
ot p 02 p A

For the circulating fluid, the governing eguation and

boundary conditions are:

aT¢ - K 3%T¢ + U'P (P ~ Te) (2.1)
ot Cfpf 02 PEAFCE
and
8_Tf| =0
3z |z=0
(2.2)
AT = )
55f2=2
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The specific internal energy u is related to the

temperature T and liquid fraction y as follows:

u = c(T - Tref) + xA

for T < T* y = 0 (1.2)
for T=T% 0 <y =<1l

for T > T* o= ]

3.1.1 Infinite NTU Model for Liquid-Based Systems

BLg indicated in the previous chapter, the modeling
of PCES can be simplified and the computational costs con-
siderably reduced if it is assumed that the storage unit has
an NTU of infinity. The results of the investigation of air-
based systems showed that an infinite NTU model can adequately
describe practical PCES units (see Figure 8). The governing
equations that result from the addition of this assumption

to the liguid-based model are given below.

The boundary conditions remain unchanged.
Flow Mode: Governing equations 3.1 and 1.4 for the
PCM and circulating fluid can be combined to yield the follow-

ing:

au _ -cgem 3Ty _ pPgAece 3T¢ (3.2
5t ok 5z PR 3t )

When the NTU is infinite, the PCM and circulating fluid
temperatures at any axial position in the storage unit will

be identical. Hence, equation 3.2 can be rewritten as:
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du 4 pgAgcg 9T - -cgm OT (3.3}
ot pA ot pA 9z
The solution of equation 3.3 can be made considerably
easier by the introduction of a new variable { which is

defined as:

Yy = u + E£%£g£ T (3.4)

Because they are at the same temperatures, the
"specific" internal energy of both the PCM and the circu-
lating fluid can be represented by the single variable V.

The governing equations for the flow mode become:

3y _ -mcg AT

ot pA 9%z (3.5)
and

Tf = T (3.6)

Conduction Mode: The governing eguations 1.1 and 2.1

for the PCM and circulating fluid can be combined as

follows:
3u K 32T pgAgcg 9T¢ KfAf 32%T¢
Sl e = — = .]..
5T o 3zZ oA 3t oA 3z? (3.7)

Again, the PCM and circulating fluid temperatures are
the same so that upon introducing the wvariable y the

governing equations for the conduction mode become:

Q|2
('l'l-e

_ (K KgAf ) 3°T
= (p + oA ) E=T (3.8)
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and

T¢g = T (3.9)

An equation relating ¢, T, and X can be obtained
by combining equation 1.2 with the definition of ¥

(equation 3.4) to yield:

¥y = c¢ (T-Tref) + xA + pgAgce T
oA
for T < T* X =0 10
for T=7T% 0<% <1
for T > T¥ ¥ =1

3.1.2 Variable Properties

If there is a significant variation in the PCM thermal

conductlvity between the solid and liguid phases 1t can be
accounted for as shown in chapter two (see equation 2.17).
In order to account for wvariations in the PCM specific heat,

equation 3.10 can be modified as follows:
¥y = cg (T-Tref) + pghgcg T for T < T*
pPA
p = cg (T*-Tref) + pgAgce T* + xA for T = T*

P = €g (T*-Tref) + peBAgce T + X2 + Cy (T'-Tref)

for T > T*

(3.11)
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3.2 Method of Solution

The finite differencing scheme and the stability and
accuracy criteria employed in the simulation of liquid-based
systems are similar to those described in chapter two for
air-based systems. Here again, computer programs compatible
with the requirements of TRNSYS [1l5] were written for each
of the three PCES models, viz. the finite NTU (general)
model, the infinite NTU model, and the variable proper-

ties model.

3.3 Liquid-Based System Description and Control Strategy

The three liquid-based systems simulated in this inves-
tigation are shown in Figures 18, 19, and 20. System I is

the configuration designed to utilize PCES. System II is

a standard liquid-based system incorporating a conventional
water tank. System III is the same as System I except that
it has no storage capability. The parameters selected for
liguid-based system components are identical to those shown
in Table 2 for air-based systems except for the circulating
fluid capacitance; in this case the values are 4.19 KJ/Kg°C
for water and 3.35 KJ/Kg°C for a 1l:1 water/ethylene glycol
mixture.

System I is a "hybrid" system in that it is a combina-

tion of the standard air-based system (Figure 5) and the
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standard liquid-based system (Figure 19). It is similar to
the standard air-based system in that the circulating fluid
can move through the storage unit in only one direction at
a time to facilitate either charging or discharging (not
both simultaneously). Also, the domestic preheat water
tank is supplied from a collector loop heat exchanger in-
stead of from the main storage unit. On the other hand,
System I is similar to the standard liquid-based system in
that the collector is contained in a loop (with a water/
ethylene glycol mixture for a circulating fluid) isolated
from the rest of the system by heat exchangers.

Ligquid-based System I has the same basic operational
modes as the air-based System I. If solar energy is

available for collection, it can be supplied to the space

heating load (mode 1) or to the storage unit (mode 2). If
solar energy is not available and the space heating load is
not zero, it is met by the storage unit (mode 3). Auxiliary
energy can be used to supplement the solar contribution to
the load during any of these modes.

The four pumps and two flow diverters in System I are
controlled by a two stage thermostat and two on/off differen-
tial controllers. The thermostat monitors room tempera-
ture and controls pump 4 and the auxiliary energy source.

One on/off controller monitors the collector outlet tem-

perature and the storage unit temperature and controls
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pumps 1 and 2. The other on/off controller monitors the
collector outlet temperature and the preheat water tank tem-
perature and controls pumps 1 and 3 (pump 1 can be turned
on by either controller).

If both the thermostat and the collector controller
are on, the flow diverters move the circulating fluid between
the load and exchanger 2. If the thermostat is off and
the collector controller is on, the diverters mowve the cir-
culating fluid between the storage unit and exchanger 2.
Finally, when the thermostat is on and the coliector con-
troller is off, the diverters move the circulating fluid
between the storage unit and the load.

System II (the standard liquid-based system) differs

from all the other systems simulated in this investigation

i tFhat +ha c-l—n‘v‘::uj'n unid (o conveantionsl water tank) oan bo
A1 22} £ 5 % 3

charged and discharged simultaneously. Hence, instead of
describing it in terms of its modes of operation, it is more
appropriate to describe it as three independently operating
subsystems, viz. the collector loop, the load, and the dom-
estic hot water system. Whenever solar energy is available,
it is collected and transferred to the storage unit. When-
ever a space heating load is present, it is met by the
storage unit and the éuxiliary energy source. The domestic
hot water system draws energy from the storage unit when

necessary.
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System II is also controlled by a two stage thermostat
and two on/off differential controllers. One on/off con-
troller monitors the collector outlet temperature and the
storage unit temperature and controls pumps 1 and 2. The
other on/off controller monitors the storage unit and pre-
heat water tank temperatures and controls pumps 4 and 5.
The thermostat monitors the room temperature and controls
pump 3 and the auxiliary energy source.

System IIT has only one mode of operation: whenever
a space heating load is present it is met by the available
solar energy and the auxiliary energy source when necessary.
It is controlled by a two-stage thermostat and one on/off
differential controller. The thermostat monitors the room

temperature and controls the auxiliary energy source and

pumps 1 and 3. The on/off controller compares the collector
outlet temperature with the preheat water tank temperature

and controls pump 2.

3.4 Results for Liquid-Based Systems

Ligquid-based systems utilizing two different PCM's were
simulated for two locations. As in the air-based system
investigation, sodium sulfate decahydrate and paraffin wax
were examined for Madison and Albuguerque.

Figures 21 and 22 show the effect of storage capacity

on the long-term performance of liguid-based systems in
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Madison and Albuquerque respectively. These results pertain
to the System I configuration except those at zero storage
capacity, where System III is used. It is clear that the
use of Na2804'10H20 yields slightly better system perfor-
mance than for those utilizing the same mass of paraffin
wax. Similar results were also found for air-based systems
and again, it can be attributed to the higher latent heat
and lower melting temperature of the Na,504°10H20.

Figures 21 and 22 can be used to determine an optimum

range of storage capacities for liquid-based systems in the
same manner as Figures 8 and 9 were used for air-based
systems. Figure 21 shows that in Madison, no significant
improvement in system performance is realized by increasing
the storage mass beyond about 20 Kg/m2 for both Na;504°10H0
and paraffin wax. System performance drops off significantly

when the storage mass is smaller than approximately 7 Kg/m?.

Figure 9 shows this range to be roughly 7 to 15 Kg/m2 for

both PCM's in Albuguerque.

Therefore, based solely on system thermal performance, the
storage mass per unit collector area should be 7 - 20 Kg/m2 for
systems utilizing these materials. Again, as was stated for
air-based systems, the values in the upper end of the range
apply to locations characterized by relatively large heating
loads and low amounts of incident solar energy (e.g. Madison).
As the heating load decreases and the incident solar energy
increases (e.g. Albugquerque) the necessary storage size de-

creases. 1In either case, economics will dictate the optimum

storage size.
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The performance results for a system utilizing a con-
ventional water tank are shown in Figure 23. This data per-
tains to System II; the standard liquid-based system. The
storage was modeled as a fully-mixed water tank with no
stratification effects.

In Figure 24 the performance results for systems
utilizing PCES are compared with those utilizing water tank
storage. It is clear that, over the range of practical
storage sizes, the sensible heat storage yields higher F
values than the PCES.

In Figure 25, the results of Figure 24 are replotted in
terms of storage volume.per unit collector area. This figure
shows that, for liquid-based systems, PCES does not compare

as favorably with sensible heat storage as it did for air-

based systems. In fact, a system utilizing paraffin wax

will require a larger storage volume than a system with a
water tank. For example, a system utilizing 0.036 cubic meters
per unit collector area of paraffin wax will realize an I
value of 53.1. This identical system performance can be
achieved using either a 0.027 cubic feet per unit collector
area water tank or 0.015 cubic feet per unit collector area
of Na2804'lOH20.

Therefore, a liquid-based system utilizing Na2804-lOH20,
in Madison will require approximately one-half the storage
volume of a water tank system in ordér to achieve the same

system performance. On the other hand, a system utilizing
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paraffin wax will require 25 percent more storage volume
than a system Qith a water tank to yield the same system
performance.

In Figures 26 and 27, the comparison between sensible
and latent heat storage is shown for Albuquerque. These
results are consistent with those for Madison. For example,
a system utilizing a water tank with a volume of 0.027 cubic
meters per unit collector area will realize an Y value of
91.5. This identical system performance can be achieved
using either the same volume of paraffin wax or 0.014 cubic
meters per unit collector area of Na2804-lOH20. Here again,

a system utilizing Na SO4.10H20 will require approximately

2
one-half the storage volume of a water tank system to rea-
lize the same system performance. On the other hand, a

system utilizing paraffin wax will regquire a storage volume

equivalent to that of a water tank system to achieve the

same system performance.
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CHAPTER 4

DISCUSSION, CONCLUSIONS AND RECOMMENDATIONS

The first objective of this work was to develop a
practical model describing the long-term transient behavior
of PCES units for incorporation into the simulation program
TRNSYS [14]. This resulted in the creation of six PCES
models each representing a different level of approximation.

They are listed below:

1. A general model capable of simulating PCES
in either air-based or liquid-based systems.
No restrictions were placed upon the type
of circulating fluid since its capacitance
was accounted for.

2. A negligible fluid capacitance model for
air-based systems.

3. An infinite NTU, negligible fluid capaci-

1 e = i M 3 -
Fanee—medget—For—a-dE bhaood cvuataomo

A= - g Y

A. BAn infinite NTU, negligible fluid capaci-
tance, and variable properties model for
air-based systems.

5. An infinite NTU model for liquid-based
systems.

6. An infinite NTU, variable properties
model for liguid-based systems.
The second objective of this work was to employ the
above models in long-term simulations to determine the effects
of storage/exchanger NTU, storage size, material properties
and location on system performance. This portion of the

investigation lead to the following conclusions:



77

1. Solar heating system performance is relatively in-
sensitive to the storage/exchanger NTU within the practical
design range. The results show that varying the NTU from a
value of one to infinity will not result in any significant
change in system performance. Consequently, two related con-
clusions can be drawn. First, with little error and con-
siderably reduced computational costs, an infinite NTU model
can be used to describe practical PCES units. Second, coﬁ—
siderable freedom can be exercised in the design of PCES units
and the containment of PCM's with regard to the resulting
storage/exchanger NTU.

2. Based on the thermal performance of the system,
optimum storage capacities per unit collector area will be in
the range of 7-20 kg/m2 for the Nay50,4°10H70 and 7-25 kg/m2

for paraffin wax in both air-based and liquid-based systems.

values in the upper end of the ranges applying to locations

characterized by relatively large heating‘loads and low.
amounts of incident solar energy (e.g. Madison). As the
heating load decreases and the incident solar energy increases
(e.g. Albuguergue) the necessary storage size decreases.
Ultimately, the optimum storage capacity will depend upon the
system economics. As the initial and operating cosﬁs of the
system decrease and the price of auxiliary fuel increases,
the optimum storage capacity will move to the higher values in
the given ranges.

3. Systems utilizing Na2804-10H20 will perform slightly

better than those utilizing the same mass of paraffin wax,
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provided that the thermal properties of the salt do not de=
grade upon repeated thaw/freeze cycling. This is due to the
lower melting temperature and larger latent heat of NapS04°
1OH20 which result in lower collector inlet temperatures

and hence, higher collector efficiencies.

The final objective of this work was to compare the
performance of systems utilizing PCES with those utilizing
conventional rock bed and water tank storage. The following
conclusions can be drawn:

1. Over the range of practical storage sizes, systems
utilizing sensible heat storage will have slightly higher F
values than those with PCES. This is true for both liquid-

based and air-based systems in any location and independent

of the "quality" of the collector (i.e. the overall energy

loss coefficient). Obviously, as the storage capacity
approaches infinity, the fraction of the load supplied by
solar will approach the same value for systems using either
sensible or latent heat storage media. This is also the
case as the storage capacity approaches zero.

2. For air-based systems, the storage volume reguired
for the utilization of PCES will be considerably smaller than
that required for sensible heat storage. PCES in paraffin
wax will reguire one-half the storage volume of a rock bed
system and Na2804'10H20 only one-fourth in order to achieve

the same system performance.
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For liquid-based systems, PCES will not realize the
significant savings in storage volume that it can for air-
based systems. This is due to the relatively large heat
capacity of water (4.19 KJ/KG°C), which is more than
three times that of rock on a volume basis. A system uti-
lizing paraffin wax will require roughly the same storage
volume as a water tank system in order to achieve an
identical system performance. A system utilizing
Na2804°10H,0 will require approximately one-half the stor-
age volume of a water tank system in order to realize the
same system performance. These results are also indepen-
dent of location and collector "quality".

Ultimately, the comparison between sensible and latent

heat storage will depend upon their relative costs. In order

to gain some insight into storage unit economics, a simple
cost comparison can be made between a PCES unit and a rock
bed for an air-based heating system. For example, consider
a house in Madison with a heating requirement of 1000
KJ/hr°C and 50 square meters of collector. Figure 12 shows
that the fraction of the load supplied by solar will be 47.5
using 5.5 cubic meters (~~200 cubic feet) of rock. Con-
tractors are currently installing rock beds at a cost of
$2—3/ft3. This figure is for containers constructed with
two inch by six inch studs and plywood for walls, two inch by

four inch studs and plywood for the cover, and adequate
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insulation. At $4 to $6 a ton ( ~ 25 cents per cubic foot)
the rock itself accounts for only about 10 percent of the
total cost. Based on these figures, a rock bed for this
system would cost between $400 and $600.

Referring again to Figure 12, a PCES unit for this
system would require 1.2 cubic meters (~~42 cubic feet) of
Na2804'10H20 in order to achieve an & value of 47.5.

This would include the flow channels and 2200 pounds of the
PCM. According to Telkes [8], the material can be packaged
in plastic trays at a cost of $8 per 100 pounds. Commercial
producers claim the cost is currently as high as $25 per

100 pounds. Hence, the packaging costs could range from
$176 to $550 for this application.

The container in which the PCM trays are placed could

be similar in construction to the stud and plywood type used
for rock beds. If the cost is assumed to be the same (i.e.
$2—3/ft3 minus the cost of the rock which was included),
then the PCES container would cost between $75 and §$115.

The cost of Na2804'10H20 is currently around $11 per
1,000 pounds (including the nucleating and thickening ingre-
dients) according to Telkes [8]. Hence, the material costs
for this unit would be $24.

Therefore, the total cost for a PCES unit for this system
would be between $275 and $690. Surprisingly, this is in the

same range as the estimated rock bed cost.
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Obviously, the costs used above may not be exact.
However, this simple example has illustrated an important
point: the higher costs of PCM's compared to rock may
be offset by the dramatic savings associated with a

smaller container.

4.1 Recommendations
This thesis began with a discussion which grouped the
past work in PCES into two areas: 1) material selection,
testing, and containment; and 2) theoretical modeling. Con-
tinuation of work in both areas is recommended as follows:
1) The models described in this work assume that the
PCM behaves in an idealized way and hence, the results

represent an upper bound to system performance. The capa-

pility of these PCES models should be expanded to include
radial conduction, supercooling, crystallization, environ-
mental losses and possibly, property degradation caused by
cycling. These phenomena could significantly affect system
performance.

2. A sensitivity study could be performed to optimize
the thermal properties of PCM's for solar heating applications.
This information would be useful in screening and selecting
potential PCM candidates.

3. Use of a histogram in computer simulations would
make it possible to determine PCM cycling characteristics

(i.e. the frequency and duration of thaw/freeze cycles).
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This information would be invaluable when considering PCM's
whose thermal properties degrade upon repeated cycling.

4. A complete economic analysis is necessary in order
to determine the optimum storage capacities for PCM's and
the practicality of PCES compared to conventional storage
media.

5. Prior to this investigation, no work had been done
to determine the performance of complete solar energy systems
utilizing PCES. The computer simulations described in this
thesis form the basis for experimental work which must fol-
low. PCES units should be installed in real systems, instru-
mented, and monitored to determine their cycling character-
istics and effect on the performance of real systems. Cur-

) ; - . ? i
Tcﬂf?yf Solar House—T ES

= oz = T n
=1 CTCTUITTVELOUTY ULl Delfdwdrle 15 Llhe

only working system utilizing PCES which is completely in-

strumented for this purpose.
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APPENDIX A

Weather Data

This investigation employed weather data for two
locations: Madison (WI) and Albuguerque (NM). The data
for Albuquerque consisted of hourly solar radiation, ambient
temperature, wind speed, and wind direction for the year
1959. The data for Madison consisted of hourly solar radia-
tion, ambient temperature, wind speed and wind direction
for an "average" or "typical" year.

The "average" year for Madison was constructed from the
years 1948 through 1956. The incident solar radiation and
ambient temperature were averaged for every month in the

eight vear period. Each month of the "average" year was

determined by selecting the month during the 8 year period
which was closest to the 8 year average for that month.
Klein et al. [l6] developed the "average" year for
Madison and investigated the possibility of using it with
simulation models toestimate long-term system performance.
They simulated four solar systemg using each of the 8 years
of Madison weather data and the "average" year. They found
that although there were gignificant variations in system
performance over the 8 year period, the average performance
for the 8 years was very close to the performance resulting
from the "average" year. They concluded that the "average"
year can be used to represent weather data occurring in the

long-term.
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APPENDIX B

Computer Listings

Two computer models are listed on the following pages:

the infinite NTU, negligible circulating fluid capacitance,

variable properties model for air-based systems (Type 28),

and the infinite NTU, variable properties model for ligquid-

based systems (Type 27). These versions were the most

extensively used in this investigation.

Explanation of Variables

A - PCM cross sectional area

AF - circulating fluid channel cross sectional area

CE - circulating fluid specific heat

CL - specific heat of PCM in liquid phase

CS — specific heat of PCM in solid phase

D = density of PCM

DF o density of circulating fluid

DT - subroutine time step

DELU = change in internal energy of storage unit from
initial wvalue

FLOWT- mass flow rate from collectors

FLOWB= mass flow rate from load

FT - fraction of run time mass flow is from collectors

(storage charging)
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FB = fraction of run time mass flow is from load
(storage discharging)
FO - fraction of run time mass flow is off (storage
isolated)
IFLOW- integer representing either charging (1) or
discharging (2)
N - number of subroutine time steps within each
TRNSYS time step
our - subroutine output array
Q - energy transferred to PCM during a time step
QTNK - energy supplied to load from the storage it
TIME - current simulation time
TIMETR- TRNSYS time step
TINT - initial temperature of PCM
™™ - melting temperature of PCM
TREF - reference temperature for PCM internal energy
TFT - temperature of circulating fluid entering PCES
unit
TFB - temperature of circulating fluid entering PCES
unit from the load
XAV - average quality of PCM
XINT - initial gquality of PCM
XKL = thermal conductivity of PCM in liquid phase
XKS - thermal conductivity of PCM in solid phase
XL - length of PCES unit
XLH - PCM latent heat
XIN - subroutine input array
U - PCM specific internal energy



86

TYPE 28

C****"*******ti*ii*t*****t*i*i**iiia*!**i*i*t**iiii*ii**iiiitiiil*tii**
C INFINITE NTU MODEL FOR AIR<-BASED SYSTEMS
C ATR CAPACITANCE 1S NEGLECTED
C VARIATION Of PROPERTIES BETWEEN THE SOLID AND LIQUID PHASES
C OF THE PHASE CHANGE MATERI AL ARE ACCCUNTED FOR
tii*i****tti**ii*tui*i***itﬁ*ti****iiii*ﬁg***.**ﬁ**itiﬂiﬁ*iiiti*iii*iiti

SUBROUTINE TYPE28(TIME,XIN,OUT,T4pTDT,PAR,INFO)

DIMENSION xIN(S),ouT(15).PAR(SO),INFG(S),U(?O).TS(ZO),X(zO)

1 STTEM(20) ,UTEM(20) ,XTEM(20) ,uSAV(20),

1 TSSAV(20),XSAV(20)

INFOCA) = 14

e DETERMINE TRNSYS TIME STEP

IF(SAVE.GT ,0,0) 6OTO 101
IFCINFO(T) EGe=1) SAVE = 0.0
TIMETR = (TIME = SAVE)

SAVE = TIME

IFCINFOC7) «EQe~1) INDEX = O
INDEX = INpDEX + 1
IF(INDEX.EQ.g) GOTO 80
IF(INDEX.EQ.3) GOTO 101

[k EGQUATE SUBROUTINE VARIABLES TO TRNSYS DATA

XLH=PARC(1)
CS=PAR(2)
CL=PARC(3)
XKS=PAR(4)
XKL=PAR(5)
D=PAR{AH)

A=PAR(7)
CF=pAR(8)
TM=PAR(9)
N=PAR(10)
XL=PARC11)
TINT=PAR(12)
XINT=PARC13)
SC=PAR(14)

101 TREF 0.
TET AINLCT)
FLOWT = XIN(2)
TFB = XIN(3)
FLOWB = XINC(4)

mmm=- DETESMINE FLOW DIRECTION

IF(FLOWBSLE..TE=6) GOTO 3
FLOW = FLOWB

TF1 = TFb
IFLOW= 2
GOTO 4



3 FLOW = FLOWT

TF1 TFT
IFLOW= 1
4 CONTINUE

----- CALCULATE PARAMETER GROUPS

XK1 = (FLOW ~ CF) / (D * A)
IFCINFOCT) JNEo=1) GOTO 102

XK2 = XKL 4 D
Us = Cs # (TM = TREF)
UL = US + X_H
NMT = N = 1
D2 = XL / N
102 T = TIMETR

---- CALCULATE MULTIPLIERS AND MODES

1F(FLOW.LE, 1E=6) GOTO 444

XMAX = (a1 % pTY / (DZ * CLY
MODE = 1
GOTO 5
L6646 XMAX = (2. * XK2 % DT) / ((DZ =*» 2.) » CL)
MODE = 2
5 CONTINUE

""" STABILITY CHECK AND TIME INTERVAL CHANGE

STABLE = SC
IF(XMAX . LEsSTABLE) GOTO 6

VI S, e 500 0 "8 V" N N W - | b

DT = DT / NM
GOTO 66

6 CONTINUE
NM = 1
66 CONTINUE

————— DETERMINE INITIAL VALUES OF UsToTFeX AND SKIP TO OUTPUTS

IFCINFOC?) oNEo=1) 6OTO 8
IF(TINT.GT.TH) 6OTO 222
UINT = €5 % (TINT = TREF) + (XINT * XLH)
GOTO 667

222 UINT = €S » (TM = TREF) + XLH + CL * (TINT - Ti)

667 UAV = UINT ‘
PO 7 I=1,N
utid
TS(1)
X(I)

7 CONTINU

PER = 0
FT
FB
FO

0

noHon
oo o
OCOae m | o3 U
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QTNK = 0,0
GOTO 80
8 CONTINUE
C
C-----SAVE U,TF,TS,X ON FIRST CALL OF TIME STEP
C

IF(INFO(7).NE.O) GOTO 778
DO 777 1=1,N

USAV(I) = ulI)
TSSAV(I) = TS(I)
xSAVII) = Xx{I)

777 CONTINUE
PERSAV = PER

FTSAV = FRTOP
FESAV = FRBOT
FOSAV = FROFF
QSAV = QTANK
GOTO 889

778 DO 888 I=1,N
u(Iy = usavdil)
TS¢1) = TSSAV(I1)
X(I) = XSAV(I)

888 CONTINUE
PER = PERSAV

FRTOP = FTSAY
FRBOT = FBSAV
FROFF = FOSAV

QTNK = QSAV
889 CONTINUE

¢
C=mmmm REVERSE INDICES
C
1F(IFLOW.EQ.1) GOTO 666
TTEM(I) = TS(I)
UTEM(I) = U(D)
11 CONTINUE
Do 12 I=1|N
INEW =N+ 1 -1
TSCINEW)Y= TTEM(I)
UCINEW) = UTEM(I)
12 CONTINUE
C
[ e TRNSYS LOOP STARTS HERE
C

666 0 = 0.0
DO 500 JJ=1,NM
IF(MODE.EQs2) GOTO 27

C
C=mm== UPDATE INTERNAL ENERGY »#%#% (FLOW MODE) #*x
C
UC1) = Uu(1) + (xk1 * DT * (Tf1 - TSC1)) / D7)
C

DO 26 1=2,N
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imi =1 -1

C
udl) = udI) + (xgk1 » pT = (TSCIMY) - TS(1))Y 4 02)
26 CONTINUE
GOTO 155
C
(~=-==UPDATE INTERNAL ENERGY #*=# CONDUCTION MODE ===
c
27 XK = X(1) * xKL + €1 = (1)) * XKS
XKP = X(2) # XKL + (1 - X%X(2)) =* XKS
udl) = UC1) + (DT * (XAKP = TS(2) = XK * TSC1)) /7 ((pZz #»= 2) % D))
C
DO 34 1=2,NMT
IPT =1 + 1
imMT =1 =1
XK = X(I) #» XKL + (1 = XCI)) *» XkS$
YKP = XC(IP1) * XKL + (1 = X(IP1)) =* XKS
XKM = X(IM1) * XKL + €1 - X(IM1)) = XKS
C
udlL) = UCl) + DT » (XKP = TSCIP1) = 2 * XK * T8C1)
1 4 XKM * TSCIM1))Y / ((p2 =% 2} = D)
34 CONTINUE
XK = X(N)Y = XKL + (1 - X(N)) % XKS
XKM = X(NMT) * XKL ¢ €1 = X(NM1)) * XKS§
C
U{ND) = U(N) + (DT * (XKM * TS(NMT) - XK * TS(N)IZ2 (DL *% &) * D))
C
S UPDATE TEMPERATURE AND QUALITY
C
155 DO 38 I=1,N
CIF(U(1).GT.US) GOTO 35
T5(1)y = COCTY 7 057 ¥ TREF
x{1) = 0.0
GOTO 37
35 IF(UCI)LT.UL) GOTO 36
TS(I) = (Cud1) = uL) / CL) + TM
Xx€1) = 1.0
GOTO 37
36 TS(1) = TM
X(1) = (ULI) - us) / XLH
37 CONTINUE
3& CONTINUE
C
et DETERMINE ENERGY TRANSFER TO FLUID IN BOTTOM FLOW MODE
C
IFCIFLOW.EQ.1) GOTO 499
QSTEP = FLOW * CF % (TS(N) - TF1D * DT
Q = Q@ + GSTEP
499 CONTINUE
500 CONTINUE
c R
(i INTERNAL INTEGRATION OF GTNK
C

GTNK = QTNK *+ Q
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----- REVERSE INDICES

1F(IFLOW,EQ.1) GOTO 63
DO 61 I=T4N

TTEM(I) = TS(I1)
UTEMI(I) = u(l)
XTEMCI) = X(I)

61 CONTINUE
DO 62 1=1,N
INEW =N+ 1-1

TSCINEW) = TTEM(I)
UCINEW) = UTEMLI)
XCINEW)Y = XTEM(I)
62 CONTINUE
63 CONTINUE

----- DETERMINE AVERAGE INTERNAL ENERGY AND STORE

sum = 0.0
DO &4 I1=14N
SUM = SUM + Uu(lI}
64 CONTINUE
UAV = (SUM / FLOAT(ND)
DELU = (UAV = UINT) = A = XL =*» D

""" DETERMINE AVERAGE QUALILTY

Xsum = 0.0
DO 88 I=1,N
XSuUM = XASUM + X(1)

CUNTINUL

(v ]
(s 1}

XAY = ASUM J FLOATIN)
----- FRACTION RUN TIME IN TwO PHASE

IPER = O

IF(XAV.GT.0s) IPER = 1

PER = PER + TIMETR » FLOAT(IPER)
IF(TIME.LT»-+001) GOTO 80

XPER = PER / TIME

———— FRACTION RUN TIME WITH FLOW ON

170P = 0.0

1807 = 0.0

10FF = 0.0

IF(FLOWTaGT.0a) ITOP = 1.0
IF(FLOWB.GT.Ua) IBOT = 1.0
IF{FLOH.LT»A-‘lE“b) I0FF = 1-0

FRTOP = FRTOP + TIMETR * FLOAT(ITOP)
FREOT = FRDOT + TIMETR * FLOAT(IHOT)
FROFF = FROFF + TIMETR » FLOAT(IOFF)



FT
FB
FO

CONTINUE

FRTOP / TIME
FRBOT / TIME
FROFF / TIME

OUTPUT NOMENCLATURE

ouT (1)

ouT(2)

QUT(3)

ouT(4)

ouT(5)

ouT(8)

ouT(7)

ouTI(8)

ouT(9)

ouT(10)
ouTC11)
ouT(12)
ouT(13)
ouT(14)
RETURN

END

1IN T 1T L 1 R T T | I

TSIND
FLOWT
1SC1)
FLOWB
DELU
QTNK
APER
UAVY
RAY
0.0
FLOAT (NM)
FY
FB
FO

(E I T T L 1
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TYPE 27

C**;t****t*****t*ii***a**t:i:**i***na*a*ti*wf.,,*****i*niii*iitip**iitni*
C INFINITE NTU MODEL FOR LIQUID-BASED SYSTEMS
C VARTATION OF PKOPERTIES EETWEEN THE SOLID AND LIQUID PHASES
C OF THE PHASE CHANGE MATERIAL IS ACCOUNTED FOR
C*ﬁ********i*i***********ii*iin*i:\nttitiii*i**iii*#i**ti*iiiiiiiiii*i*ii
SUBROUTINE TYPE27(TIME X N,OUT T4,DTDT,PAR,INFO)
C
Casranannas INFINITE NTU STORAGE FOR WATER SYSTEMS Anrswasasxid
C
DIMENSION XINC5),0UT(15),PARC3C),INFO(8) ,PS1(20),75(20),x(20)
1 ,TTEM(20) yPSITEM(20) ,XTEM(20),PSISAV(20),
1 TsSAV(20),XSAV(20)
INFO(6) = 14

(====- DETERMINE TRNSYS TIME STEP

IF(SAVE.GT.0.0) GOTO 101
IFCINFO(?) EG.=1) SAVE = 0.0
TIMETR = (TIME - SAVE)

SAVE = TINMe
IFCINFO(7)sEGa~1) INDEX = O
INDEX = INDEX + 1
IF(INDEX.EQ.2z) GOTO 80
IFCINDEX.EQs3) GOTO 101

(====- EQUATE SUBROUTINE VARIABLES TO TRMSYS DATA

XLH=PAR (1)
CS=PAR(2)

CL=DAD (Y

XKS=PAR{A)
XKL=PARC(S)
D=PARCGO)
A=PAR(T)
DF=PAR(8)
AF=PAR(9)
CF=PAR(10)
XKF=PAR(11)
TM=PAR(12)
XL=PAR(13)
N=PAR(T4L)
TINT=PAR(15)
XINT=PARL16)
SC=PARC1T)

101 TREF = 0.

= AINCT)
FLOWT = XIN(2)
TF3 = XIN(3)
FLOWB = X1INC(4)

= DETERMINE FLOW DIRECTION
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IF(FLOWB.LE.-TE=6) GOTO 3

FLOW = FLOWB
TF1 = TFB
IFLOW= 2
GOTO 4

3 FLOW = FLOWT
TF1 = TFT
IFLOW= 1

4 CONTINUE
----- CALCULATE PARAMETER GROUPS

XK1 = (FLOW = CF) 4 (p = A)
IFCINFO(7)NEe=1) GOTO 102

XK2 = (DF ~ AF » CF) ¢/ (D * A)
XK3 = (XKF * AF) / (D = A)
PSIS = €S * (TM = TREF) + XK2 * TM
PSIL = PSIS + XLH
NMT1 = N = 1
pZ = XL [/ N
102 DT = TIMETR

----- CALCULATE MULTIPLIERS AND MODES

IF(FLOW.LE.«TE=6) GOTO 444

XMAX = (XK1 = DT) / (DZz * (CL + XK2))
MODE = 1
GOTO S
L4k XMAX = C(COXKL /7 D) + XK3) # DT) / ((pz »* 2,) == (Cu + XK2))
MODE = 2

5 CONTINUE

----- STABILITY CHECK AND TIME INTERVAL CHANGE

STABLE = SC
TECKXMAX «LE.STABLE) GOTO 6
NM = IFINCOXMAX / SC)} + 1)
DT = pT / NM
GOTO 66

6 CONTINUE
NMo= 1

66 CONTINUE

----- DETERMINE IMITIAL VALUES OF PS1,TyX AND SKIP TO OUTPUTS
TFCINFO(7)NE-=1) GOTO 8

IF(TINTLGE.TH) GOTO 222
PSINT = €S * (TINT - TREF) * XK2 * TINT

GOT0 667

222 PSINT = €S » (TM = TREF) + (xk2 » TINT) # (XINT « XLHI
1 + CL * (TINT ~ TM)

667 PSIAV = PSINT
DO 7 1=T,N

?
PS1(1) = PSINT
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778

888

TSC1)
x(1)

CONTINU
PER = D

TINT
XINT

FT

CONTINUE
SAVE PSI,TS.%x ON FIRST CALL OF TIME STEP

IFCINFO(?7) ,NE.O) GOTO 778
DO 777 I=T,N
PSISAV(I) = PSI(I)
TSSAVII) T5(1)
xsavil) X(I)
CONTINUE

PERSAV = PER

FTSAV FRTOP

FESAV FRBOT

FOSAV FROFF

QSAV = QTNK

GOTO 889

DO BB I=1,N

PSI(I) = PSISAV(I)
TSC1) = TSSAV(I)
x(1) = XSAV(I)
CONTINUE

PER = PERSAV

wonou
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11

FRTOFP FTSAV
FREOT FBSAV
FROFF FOSAV
ATNK = QSAV
CONTINUE

1

REVERSE INDICES

IF(IFLOYW.EQ,1) GOTO 666
00 11 I=1,N

TTEM(I) = TS(I)
PSITEM(I) = PSI(I1)

CONTINUE
DO 12 I=1,N
INEW = N+ 1 -1

TSCINEW)= TTeM{I)
PSICINEW) = PSITEM(I)
CONTINUVE

TRNSYS LOUP STARTS HERE

Q = 0.0
PO 500 4JI=1,uM
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IF(MODE.EQ.2) GOTO 27
----- UPDATE INTERNAL ENERGY #*a+ (FLQOW MODE) #x=

PSIC(Y)

PSIC1) + (XK1 = pT » (TF1 - TS(1}) / DZ)

DO 26 1=2,N
Mt =1 -1

[a¥]

PSICI)
26 CONTINUE
GOTO 155

PSICI)Y + (XK1 = pT = (TSCIM1) - TS(I)) / b1)

----- UPDATE INTERNAL ENERGY #=*{CONDUCTION MODED) »#w

27 F1 COXCT1) = XKL + (1 = %(1)) = XxkS) / D) + XK3
F2 COXN(2) = XKL + (1 = X(2)) % XgS) / D) # XK3
PSIC(1) = PSI(1) + (F2 %= TS(2) = F1 * TSC1)) » DT / (DZ #*x 2)

DO 34 1=2,NM1

IP1 =1 + 1

My =1 = 1

FM = {(X(IM1) = XKL + (1 = XCim1)) = XKS) / D) + XK3
F o= ((XCI) # XKL + €1 = x(I)) =» XKS)Y / D) + XK3

EP = ((XCIP1) = XKL + (1 = XCIP1)) * XKS) /7 D) + XK3

PSIC(I) = PSICI) + CFP * TSCIP1) = 2, * F % TSC1) *+ FM *» TSC(IM1))
1 © DT £ (D7 #x 2)
34 CONTINUE ,
FNM = CCXONM1T) # XKL + (1 = X{nuM1)} * XKS) / D) + XK3
Fo= ((xdn)y = XKL + (1 = X{N)) » XKS5) / D) * XK3

PSIC(NY = PSI(N) + (FNM * TSC(NM1) = F * TS(N)) #* DT / (DI *» 2)
————— UPDATE TEMPERATURE AND QUALITY

155 DO 38 1=1,4N
IF(PSI(I).GELPSIS) GOTO 35
TS(I) = (PSI1CI) + (CS = TREF)) /4 (C5 + XK2)
X(1) = 0.0 )
GOTO 37
35 IF(PSI(1).LE.PSIL) GOTO 36
TSCI) = (PSICI) - XLH = €S % (TM = TREF) + CL = TM) / {xk2 + (L)
X(1) = 1.0
GOTo 37
36 TSC1) = T
XCI1) = (PSI(1) - €8 * (TM ~ TREF) = XK2Z2 * M) / XLH
37 CONTINUE
38 CONTINUE

---- DETERMINE ENERGY TRANSFER TO FLUID IN BOTTOM FLOW MODE

IF(IFLOWEQST) GOTO 499
GSTEP = FLOW » CF = (TS(N) - TF1) » Df



Q = Q@ + QSTEP
499 CONTINUE
SUO CONTINUE

----- INTERNAL INTEGRATION OF QTNK
QTNK = QTNK + G
----- REVERSE INDICES

IF(IFLOW.EQ.1) GOTO 63
D0 61 1=1,N
TTEMC(I) = TS(1)
PSITEM(I) = PSICI)
XTEMCI) = X(I)

61 CONTINUE
DO 62 1=14N
INEW =N+ 1 =1
TSCINEW) = TTEM(ID
PS1(INEW) = PSITEM(I)
XCINEW) = XTEMCI)

62 CONTINUE

63 CONTINUE

----- DETERMINE AVERAGE IMTERNAL ENERGY AND STORE

sum = 0.0
D0 64 1=1,4N
SuUmM = SUM + PSI(I)
64 CONTINUE
PSIAV = (SuUM / FLOAT(N))

DELU = (PSIAV = PSINT) * A * xL % U
————— DETERMINE AVERAGE QUALITY

xsum = 0.0
DO 88 1=1,N
XSUM = XSuM + X{(I)
88 CONTINUE
XAV = XSUM / FLOAT(N)

————— FRACTION RUN TIME 1IN TwO PHASE

1PER = 0O

1F(XAV.GT.0.) 1PER = 1

PER = PER + TIMETR # FLOAT(IPER)
IF(TIME.LT..001) GOTO &0

XPER = PER [/ TIME

""""" FRACTION RUN TIME wlTH FLOW ON

1TOP = 0.0
1BOT = 0.0
I0FF = 0.0
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IFCFLOWT.6T,0.) ITOP = 1.0
IF(FLOWB.GT.Us) IBOT = 1.0
1F(FLOH|LT|-1E“6) IOFF = 1.0
FRTOP = FRTOP + TIMETR * FLOAT(ITOP)
FREOT = FRBOT + TIMETR * FLOAT(IBOT)
FROFF = FROFF + TIMETR = FLOAT(1OFF)
C
FT = FRTOP / TIME
FB = FRBOT / TIME
FO = FROFF / TIME
80 CONTINUE
c.
(m=sms OUTPUT NOMENCLATURE
C
ouUT(1) = TS(N)
oUT(2) = FLOWT
ouT(3) = T15(1)
OUT(4) = FLOWB
ouUT(5) = DELU
QUT(6) = QTNK
ouT(?) = XPER
QUTC8) = PSIAV
ouT(9) = XAV
ouTC10) = 0.4 .
OUT(11) = FLOAT(NM)
ouT(12) = FT
ouT(13) = FB
0UT(14) = FO
RETURN
END
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APPENDIX C

Considerations When Using Finite Difference

Approximations With an Infinite NTU Model

This appéndix will dicuss the difficulties involved
in using a finite differencing scheme with an infinite NTU
model. |

Consider an "infinite" - NTU storage unit with a uniform

initial temperature T,. The circulating fluid enters the unit

at a rate of m and a temperature T2 greater than Tl' Because

of the infinite NTU, over a time interval At, a portion of the
storage material M (represented by the cross hatched area in
Figure C.1l.) will be raised to the temperature T,. As time
proceeds the temperature front propagates through the unit

until all the phase change material reaches T,.

T
T2
b=ty *+ AL, m>0
Tl
d e
0 2 Z

Figure C.1.

The portion of the storage material M which has its

specific internal energy raised from ul to u, can be deter-

mined from a simple energy balance as follows:

mcf(T = Tl)At = M(u2 - u.) (C.1.)

2 1
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Here, fncf(T2 - Tl)At represents the energy transferred
from the circulating fluid to the storage material during the
time interval At. Rearranging equation C.l. to solve for M
yields:

M=me(T2 o Tl)At (C.2.)

(u, = uy)
M can also be represented by the following relationship:

M = pAvAt . (Ce3s)
Here, v is the velocity at which the temperature front
propagates through the storage unit.
Substituting equation C.3. into C.2. will yield the follow-

ing relationship for wv:

v = mcf(T - Tl)

2 (C.4.)
pA(u2 - ul)
: : . . .
The problem whieh arises when using a spatial finite

difference approximation for an infinite NTU model is that
it introduces a smearing or smoothening of the square wave
temperature front. For example, consider a storage unit

with an initial temperature distribution and nodal spacing

as shown in Figure C.2.

1 2 3 3

0 e Az -H 9 fad
Figure C.2.
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During a time interval At, the circulating fluid enters

the unit at a rate m and temperature T If it is assumed

5
that a portion of the storage material M is raised to a
temperature T2, then the wave front should resemble the
hatched area in Figure C.3. However, if M is not an integer
multiple of the nodal mass, then the temperature front re-
sulting from a finite difference approximation will be

averaged over the entire node as illustrated by the dotted

curve in Figure C.3.

T
T2
- t =t + At, m>0
Ty ]
1 2 3 L
! Sa
0 € rz M () Z

Figure C.5.

Obviously, the accuracy of the finite difference
approximation will depend upon the number of nodes. As the
number of nodes increases, the smearing effect becomes less
pronounced. Hughes et al. [14]1 encountered this effect in
their infinite NTU model for rock beds. They came to the
conclusion that five nodes represented a reasonable com-
promise between computing costs and accuracy.

During this investigation, the number of nodes in the
infinite NTU PCES model was varied from eleven to five. It

was found that the performance results of the storage
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subsystem varied by only one half of one percent. Therefore,
all of the simulations performed in this investigation

employed five nodes.
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