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ABSTRACT

The use of ice and chilled water storage systems to reduce peak energy demands is well
established. However, relatively few experimental results have been published on the use
of building thermal mass to offset peak energy demand. The use of off peak cooling to
extract heat from a buildings thermal store may increase energy use while reducing peak

cooling loads and cooling costs.

This paper describes a project sponsored by ASHRAE TC 4.6 on building thermal
storage. The purpose of this research project was to evaluate the effect of building thermal
energy storage on the peak cooling load. Two experiments were performed on the
Independent Life Insurance building located in Jacksonville Florida. This building is 37
stories high with one million square feet of floor area. The objective of the experiments
was to pre-cool the building at night and during the weekend to reduce ~daytime cooling
loads. Measurements of airflow and temperature on a story with pre-cooling and a story
without pre-cooling were used to calculate the energy supplied to each story. Additional
measurements of temperature and heat flux at the concrete floor surface were made on the

pre-cooled story

Results from the experiment show the reduction in cooling load due to pre-cooling.
Temperature and heat flux measurements at the concrete floor surface reveal the extent of
charging and discharging of the thermal mass. Results from the experiments were
compared to diurnal heat capacity calculations. Diurnal heat capacity is a frequency method

which can be used to calculate the potential for energy storage in a building.
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CHAPTER 1

INTRODUCTION

The use of ice and chilled water storage systems to reduce peak energy demands is well
established. However, relatively few experimental results have been published on the use
of building thermal mass to offset peak energy demand. The use of off peak cooling to
extract heat from a building's thermal store may increase the total energy use while

reducing peak cooling loads and cooling costs.

This thesis describes a research project sponsored by ASHRAE TC 4.6 on building
thermal storage. The purpose of the research was to evaluate the effect of building
‘thermal energy storage on peak cooling loads. To study the effect of a building's thermal
mass on peak cooling loads, two experiments were performed on the Independent Life
Insurance building locéted in Jacksonville, Florida. The objective of these experiments
was to measure the building's response to pre-cooling. Pre-cooling is defined as the
cooling of a building during unoccupied night-time and/or weekend periods. To measure
the building response, the energy supplied to a story with pre-cooling was compared to
the energy supplied to a story without pre-cooling. Pre-cooling was provided by

mechanical refrigeration.

1.1 BUILDING DESCRIPTION
The Independent Life Insurance Building (ILIB) is located in Jacksonville Florida. The
building is 37 stories high and has one million square feet of floor area. The building is

used primarily for office space.



The ILIB is not particularly massive but it is typical of most modern office buildings.
The exterior consists of a glass curtain wall. Structural steel supports the building. The
interior includes a carpeted concrete floor, gypsum walls, partitions, and a concrete block

core. A suspended ceiling also serves as the return air plenum.

The thermal capacitance was calculated for the components of a typical story of the
ILIB. The main source of thermal mass is the concrete under the floor and above the

ceiling as shown in Figure 1.1.

Floor 41%

Core 0.6%
Furniture 1.0% LI
Walls 1.5%
Partitions 2.3%

Paper 4.6%
Ceiling 41%

Structural Steel 8%

Figure 1.1 Thermal Mass



1.2 HVAC SYSTEM
Air conditioning is supplied by three 1,233 ton chillers, and two 180 ton chillers for

reduced loads. Hot water for heating is provided by electric water heaters. Figure 1.2
shows how the air handling units are divided into core and perimeter systems. The core

and perimeter systems are divided into northeast and southwest zones.

— /|
\ - //
\
— \ NORTH
\
\
\
\
\
\
\
SOUTH \ -
\
/f | \
SUPPLY AIR
C——————1Perimeter
I Core

Figure 1.2 HVAC Layout



The perimeter system delivers heating or cooling at a constant flow rate. This is known
as a constant air volume (CAV) system . The perimeter system is used to reduce thermal
gradients near the windows. Heating is provided by hot water terminal reheat coils. The
core system supplies cooling at a variable flow rate. This is known as a variable air

volume (VAYV) system. The core system is the main source of cooling for each zone.

1.3 CONTROL

The ILIB has a supervisory energy management and control system (EMCS) for the
building heating ventilation and air conditioning (HVAC) system. The EMCS
supervisory functions include scheduling of equipment, outdoor air enthalpy control,

optimum start stop, and zone damper control.

1.3.1 Core System
Each story has a separate supply air damper for each zone located at the main supply air
duct. The damper is open when the zone temperature is above 73°F and closed when the

zone temperature is below 730F. Figure 1.3 is a schematic of the supply air damper.

From Zone
Air Handling
Unit

1

Supply Damper
—
To VAV
—— e
" Diffusers

To Other

Figure 1.3 Supply Damper & Duct



The duct from the supply air damper branches to several VAV slot diffusers in the
suspended ceiling. Figure 1.4 illustrates a cross sectional view of the VAV diffuser.
Each diffuser is controlled locally using an adjustable temperature set point. When the
temperature exceeds the set point the pneumatic diaphragm inflates which reduces
airflow. When the temperature is below the set point the diaphragm deflates which

allows for more airflow.

From Supply Damper
Pneumatic Suspended Ceiling
Diaphragm

Figure 1.4 VAV Diffuser Cross Section

The variable speed fans respond to changes in system static pressure. If for example,
a zone damper closed, or if the VAV diffusers start to restrict airflow, the system static

pressure would rise and the speed of the supply fan would be reduced.

1.3.2 Perimeter System
The perimeter system is controlled by an outdoor "solar" sensor which consists of a

temperature sensor inside a metal box. When the solar sensor reaches its set-point



(approximately 1400F) the perimeter cooling is turned on. The perimeter system then
delivers cooling at a constant flow rate until the temperature of the solar sensor drops
below its set-point. The northeast and southwest zones are controlled individually by

separate solar sensors.

1.4 SUMMARY

This chapter provides an introduction to the HVAC systems at the ILIB. In the chapters
that follow, the interaction of the HVAC system with the building's thermal mass is
investigated. Chapter 2 describes the experiments performed at the ILIB. The
experimental design is delineated. Chapter 3 is an analysis of the data received from
these experiments. The results show the effect of pre-cooling on thermal comfort, heat
flux, and energy use. Chapter 4 describes the use of frequency methods to predict heat
flux and energy storage. Results from the experiments are compared to frequéncy
method calculations. Chapter 5 is an investigation into the use of cool outdoor air as a

source of cooling. Results are drawn from a simulation model based on the ILIB.



CHAPTER 2

EXPERIMENTS

Two experiments were performed to evaluate the effect of pre-cooling on day-time
cooling loads. The first experiment examined the effect of maximum pre-cooling. In the
second experiment the amount of pre-cooling during the weekend was reduced.
Experience gained from the first experiment helped to refine the plan for the second

experiment.

2.1 EXPERIMENT DESIGN

Two stories of the ILIB were used for the experiments. The 15th story was the control
story with no pre-cooling. The 9th story was the test story with pre-cooling. Stories 8

and 10 were also pre-cooled to reduce heat transfer between these stories and the 9th

story.

Stories 9 and 15 are similar in use and configuration. External loads (solar and outdoor
temperature) and internal gains (people, lights, and equipment) are assumed to be similar
for both stories. Since these stories are not adjacent, interactions between the test story

and the control story were avoided.

2.1.1 Measurements

Measurements of airflow and temperature were used to calculate the energy supplied to
each story. Differences between the energy supplied to the story with pre-cooling (9th
story) and the energy supplied to the story without pre-cooling (15th story) were used to
measure the response to pre-cooling. Measurements of floor heat flux were taken on the

9th story to reveal the extent of charging and discharging of the thermal mass.
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Figure 2.1 Independent Life Insurance Building

The EMCS was used to record:

Supply air temperature
Supply air velocity
Return air temperature
Return air velocity
Room air temperature

© 0 06 0 o o

Outside air temperature and humidity

Measurements of air velocity and temperature were made on each story. Air velocity was

measured by a hot wire anemometer which was installed near the supply air damper for



each zone. A temperature sensor was installed next to the velocity sensor to measure the
supply air temperature. Velocity and temperature sensors were also installed in the core
return air duct on each story. Measurements of zone temperatures on each story were
made by existing north and south zone temperature sensors. No measurements of the
perimeter system were taken since the perimeter system was to be locked out during the

experiment.

A computer monitoring station was placed on the 9th story. This computer was setup
to record 8 analog inputs. Measurements of the floor temperature at the floor surface (on
top of the carpet) and at the concrete surface (under the carpet) were recorded by the
computer. The location of the computer monitoring station and the EMCS sensors is
shown in Figure 2.2. Local measurements of temperature, relative humidity, and velocity

were taken with a hand held meter.

2.1.2 Calibration

All the EMCS temperature sensors used in the experiments were calibrated using a hand
held meter with a temperature probe. The temperature probe was calibrated against a
mercury thermometer. Temperature sensors were calibrated to an accuracy of within
1.0 F. Humidity measurements with the hand held meter were calibrated using a sling

psychrometer.

Flow measurements were calibrated using a hand held meter with a velocity probe.
The probe meausured velocity by using a hot wire anemometer. The velocity probe was
calibrated against a Pitot tube in a wind tunnel. Figure 2.3 gives the relationship between

the Pitot tube and hand held sensor.



North Zone
Temperature Sensor —\

\— South Zone

Temperature Sensor

SENSORS COMPUTER
T- Temperature @

V - Velocity E 2nd Experiment

1st Experiment

CORE PERIMETER
S | Supply Air - Open /5/] Supply Air - Closed
R | Return Air - Open ] Retumn Air - Closed

Figure 2.2 Instrumentation

10



Pitot

11

Linear Range

3000
=65.980 + 0. X R2=0.999
2500 Y =65.980 + 0.88679
2000 -
2 1500 -
1000 A
500 -
0 1 I 1 ] LI
0 500 1000 1500 2000 2500 3000
Measured
Non Linear Range
4000

3800 -
3600 A
3400 1
3200 -
3000 1

2800 1

Y = -2128.5 + 1386.9*LOG(X) R2=0.999

4000 6000 8000 10000 12000 14000 16000 18000 20000
Measured
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A total of 6 velocity sensors were calibrated, one sensor in each of the four supply air
ducts, and one sensor in each of the two return air ducts. All of the velocity sensors were
connected to the EMCS. Each supply air velocity sensor was calibrated by taking a
traverse along the vertical axis of each supply air duct. Readings were taken at measured
intervals across the supply air duct. The velocity probe was inserted through a hole
drilled in an access door near the velocity sensor. Access was not possible for a
horizontal traverse. Return air velocity sensors were calibrated by taking a traverse at the
opening to the return air duct. Readings were taken at equally spaced intervals along the
horizontal and vertical axis of the return air duct. A reading from the EMCS of velocity
sensor was taken at the same time as the traverse. From these readings a correction factor
(C) was calculated

_ Average of the Traverse Readings @ 1/)

c= EMCS Velocity Sensor Reading

The EMCS velocity sensor measures velocity at a single point in the duct. The correction
factor accounts for the velocity distribution across the duct. The product of the velocity
sensor reading and the correction factor gives an estimate of the average velocity across

the duct.

Measurements of the duct cross sectional area were taken at each sensor location.

The air flow-rate could then be calculated by

Airflow (cfm) = V*C*A (2.2)
where

V = measured air velocity (fpm)

C = correction factor for velocity profile

A = duct area (ft2)



13

The accuracy of the calculated airflow is approximately 10% to 20% [1]. The duct areas

and traverse correction factors are given in Table 2.1. Product information on the sensors

installed at the ILIB and the hand held meter is given in the Appendix.

Supply Air Duct Duct Area Traverse Correction Factor (C)
(ft2) Damper Open Damper Closed
9 South 5.074 0.986 0.972
9 North 3.792 1.131 0.590
15 South 4.174 1.020 0.481
15 quth 4.076 0.806 Ol.760

Table 2.1 Duct Area & Traverse Correction Factors

2.2 FIRST EXPERIMENT: JUNE 16 TO JUNE 23

The first experiment began by cooling the 9th story starting at S5pm Friday and continuing

until 5am Monday morning. During the weekend the 9th story supply air damper was

locked open and the 9th story VAV diffusers were set to allow maximum cooling.

During the week (Monday thru Friday) the 9th story was cooled at night beginning at 5

pm and continuing until 5 am. Normal occupancy is from 7am to 4pm. The 9th story

VAV diffusers were set to their normal position on Monday morning and for the

remainder of the week. No control changes were made for the 15th story. The 15th story

received no cooling at night or during the weekend. The supply air temperature for both

stories was set at 50OF,
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2.2.1 Local Measurements

On the 9th story the computer with analog inputs was used to record:

Globe temperature

Wall surface temperatures

Floor temperature - on and under the carpet
Room air temperature

Return air temperature in the plenum

© O 0 O o o

Supply air temperature at the VAV diffuser.

Temperatures were taken at the floor surface (on top of the carpet) and at the concrete
surface (under the carpet). The carpet consisted of tiles which could be removed to
provide access for the sensors. The globe temperature sensor was located approximately
5 feet above the floor surface. The globe sensor consisted of a thermocouple in a copper
sphere which was painted black. Températures were measured with type J
thermocouples. The computer monitoring station was located in the northwest corner

near the core of the building.

Readings of temperature and humidity were taken with the hand held instrument
every hour. Measurements were taken at the location of the EMCS north and south zone
temperature sensors on the 9th and 15th story. Figure 2.4 shows the average of the north
and south indoor humidity readings. Humidity readings fluctuated around the 40 percent
level during the week for both the 9th and 15th stories.

Temperature readings from the hand held instrument were inconsistent. Therefore, zone
temperature measurements were taken from the EMCS north and south zone temperature

S€nsors.



Relative Humidity (%)

Temperature (F)

Average Relative Humidity

- Oth Story = 15th Story

30

15

JUNE

Average Zone Temperature

~9th Story = 15th Story

60

17 Sat 18 Sun j9 Mon - 99 Tues 97 Wed 99 Thurs 23 Fr

g

JUNE

Figure 2.4 9th & 15th Story Temperature & Humidity

17 Sa g Sun 19 Mon 9 Tues p; Wed 2, Thurs 3 Fri



16

2.2.2 Corrections

On Monday the perimeter system was turned on. Inspection of the perimeter dampers
revealed that the 9th story dampers were open while the 15th story dampers were closed.
This event provided additional unmeasured cooling to the 9th story on Monday. On

Tuesday the 9th story supply air dampers in the perimeter system were locked in the

closed position.

Attempts to calibrate the 9th story return air (RA) temperature sensor indicated that
this sensor was faulty. A replacement sensor was not installed until 4:00 pm Wednesday.
Comparisons were made between the RA temperature readings with the good sensor and
the average of the EMCS north and south zone temperature sensors. Figure 2.5 shows
that the average EMCS zone temperature is a good approximation for the RA

temperature. This approximation was used to replace the data from the faulty RA sensor
readings.

9th Story
First Experiment

== Average Zone Temperature ~-Return Air Temperature Sensor

95,
£ 9 £
;*-’- 851 . a : New Sensor Installed
: :
5
2
21 Wed 22 Thurs 23 Fri
JUNE

Figure 2.5 Return vs. Average Zone Temperature
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The computer monitoring system was setup to record 8 temperatures at 15 minute
intervals. Originally it was thought that the data disk could record up to 5 days of data at
this rate. On Tuesday the data disk was removed for backup. It was then discovered that
the data from 4am Sunday to 10am Tuesday were missing. This left about a two day gap

in the temperature record. The disks were backed up daily for the remainder of the week.

2.3 SECOND EXPERIMENT: SEPTEMBER 8 TO SEPTEMBER 15

The second experiment was similar in design to the first experiment. However, less
weekend pre-cooling was applied in the second experiment. Results from the first
experiment (discussed in chapter 3) indicated that large amounts of weekend pre-cooling
may not be effective. To limit the amount of weekend pre-cooling applied to 9th story,
the average zone temperature was not allowed to fall below 66°F, and the VAYV diffusers
were left in their normal positions. The 9th story weekend pre-cooling period started at

7pm Friday and continued until 5am Monday morning.

2.3.1 Local Measurements

On the 9th story the computer with analog temperature inputs was used to record:

Floor heat flux
Floor temperature - on and under the carpet
Room air temperature

Return air temperature in the plenum

© OO 0 o o

Supply air temperature at the diffuser.

Measurements of globe and surface temperature, taken in the first experiment, were
eliminated to allow additional heat flux measurements. A heat flux sensor was added to
allow direct measurement of the floor heat flux. The heat flux sensor has a rated accuracy

of 1%. The heat flux sensor was placed on the concrete surface (under the carpet). Two
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sets of temperature measurements, on and under the carpet, were taken near the heat flux
sensor. The computer monitoring system was setup to read 7 thermocouples and 1 heat
flux sensor at 1 hour intervals. The computer monitoring station was located in the

southeast corner near between the core and perimeter of the building.

2.3.2 Corrections

Figure 2.6 shows the north and south supply air temperatures. Trends in the 15th story
supply air (SA) temperatures indicated that the south SA temperature sensor was faulty.
Figure 2.7 shows the 15th story SA temperatures from the first experiment. Comparison
of the SA temperatures in Figure 2.7 show that the north and south SA temperatures are
reasonably close. Also, north and south supply air temperatures were set to S0°F in both
experiments. Since these temperatures are approximately the same, temperature readings

from the north sensor were used to replace data from the faulty south sensor.

15th Story Supply Temperature
Second Experiment
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Figure 2.6 15th Story Supply Air Temperatures - Second Experiment '
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15th Story Supply Temperature
First Experiment

=== North --- South

50.0

Figure 2.7 15th Story Supply Air Temperatures - First Experiment

2.4 SUMMARY

Two experiments were performed on the ILIB. The first experiment maximized the
amount of weekend pre-cooling. In the second experiment the amount of weekend pre-
cooling was reduced. Two stories were used for the experiments. The 9th story was the
test story with pre-cooling and the 15th story was the control story without pre-cooling.
Measurements were made of the energy supplied to the 9th and 15th stories. Heat flux
measurements at the concrete floor surface were taken on the 9th story. All temperature
and velocity measurements were calibrated. Approximations using reliable sensors were

used to replace data from faulty sensors.
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CHAPTER 3

DATA ANALYSIS

Since data from the EMCS were only available on printouts, over 9000 data points were
manually transferred from EMCS printouts to a computer spreadsheet. Each data entry
recorded by the computer monitoring station had to be manually reformatted and
transformed into spreadsheet form. Data from the spreadsheets were then used to
produce plots of all measured variables. Plots of the measured variables were analyzed
for errors and trends. The results of this analysis show the effect of pre-cooling on

thermal comfort, heat flux, and energy use.

3.1 THERMAL COMFORT

Pre-cooling can have a significant effect on the thermal comfort of the building
roccupants. Pre-cooling could cause the zone temperature to to be uncomfortably cold at
the beginning of occupancy. A pre-cooling strategy must include a warm-up period to
allow the building temperature to reach comfort levels. The warm-up period should be
accomplished without auxiliary heating since auxiliary heating would increase the cost

and reduce the effectiveness of pre-cooling.

3.1.1 First Experiment

Numerous complaints were received from occupants on the 8, 9, and 10th stories on
Monday morning. An overcast, cool morning coupled with the large amount of weekend
pre-cooling caused the zone temperature to remain uncomfortably cold throughout the
morning. Figure 3.1 shows the outdoor temperature and humidity measured by the

EMCS. Note the drop in temperature on Monday morning.

21
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Outside Air Temperature & Humidity
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Figure 3.1 Outdoor Temperature & Humidity - First Experiment

Weekend pre-cooling was turned off at Sam Monday to allow the zone temperature to
increase before occupants arrived. Occupancy normally starts at 7am. At 5am the
average (north and south) zone temperature was 630F. By 8am the temperature rose to
660F. By noon the temperature reached 709F. Figure 3.2 shows the change in

temperature from Sam to 10am for each day of the week.

A linear regression gives the slope and intercept for a straight line approximation of
the data in Figure 3.2. The slope is the change in temperature per hour (AT/At). The rate
at which the zone temperature increases without auxiliary heating (AT/At) is defined as
the temperature rate. The increase in zone temperature is caused by energy gains from
internal (lights, people, and equipment), and external (solar and outdoor temperature)
sources. Table 3.1 lists the temperature rate, the average zone temperature at 5am, and

the outdoor temperature at Sam for each day of the week.
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Temperature Rate Zone Temperature | Outdoor Temperature

(OF/hr) @ Sam @ Sam
Monday 1.13 62.90F 71.79F
Tuesday 0.83 68.80F 73.40F
Wednesday 0.71 68.80F 75.20F
Thursday 0.80 69.79F 74.6OF
Friday 0.51 70.20F 75.7F
Average 0.80 68.10F 74.10F

Table 3.1 Weekday Temperatures - First Experiment
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The temperature rates are similar except on Monday and Friday. Monday morning the
temperature rate is higher, while the zone temperature and outdoor temperature were
below average. On Friday the temperature rate is lower, while the zone temperature and
outdoor temperature were above average. This suggests that the temperature rate may be

effected by the zone temperature and/or outdoor air temperature.

Measurements of globe temperature and room air temperature were recorded by the
computer monitoring station. Globe temperature measures the combined effect of
radiation and convection [1] and is an indicator of thermal comfort. Figure 3.3 shows that

the globe temperature did not vary significantly from the room air temperature.
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Figure 3.3 Globe & Room Air Temperature
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Lower globe temperatures would have occurred if the pre-cooling caused building
surfaces to remain significantly cooler than the room air. Radiation from occupants to
cool building surfaces could cause thermal discomfort. Differences between humidity
readings for the the 9th and 15th stories, shown previously in Figure 2.4, were not
significant during the day-time. Therefore, pre-cooling did not significantly effect the

room humidity ratio or globe temperature during occupancy.

3.1.2 Second Experiment

The 9th story zone temperatures were monitored Monday morning to ensure that there
was enough warm-up time before occupancy. Estimates of warm-up time were based on
the average temperature rate in Table 3.1. Warm-up time was calculated according to

(Zone Temperature - Target Temperature)
Temperature Rate

Warm-up Time (hours) = (3.D

where ,
Target Temperature = 70.0 OF
Temperature Rate = 0.80 OF/hr

The target temperature is the desired temperature at the beginning of occupancy. This
method is similar to the way optimum start and stop times are calculated by the EMCS.
No complaints were received from occupants on the 8th, 9th, and 10th stories on Monday

morning or during the rest of the week.

Table 3.2 lists the calculated temperature rate (AT/At), the average zone temperature
at Sam, and the outdoor temperature at Sam, for each day of the week. The average
temperature rate in Table 3.2 is less than the average temperature rate in the first
experiment.

Weather conditions for the second experiment were milder. Figure 3.4 shows the

outdoor air temperature and humidity during the second experiment.
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Temperature Rate Zone Temperature | Outdoor Temperature
(OF/hr) @ Sam @ 5am
Monday 0.70 68.30F 75.99F
Tuesday 0.48 69.70F 76.59F
Wednesday 0.53 70.20F 77.79F
Thursday 0.74 69.50F 74.90F
Friday 0.62 70.00F 75.99F
Average 0.61 68.10F 74.19F
Table 3.2 Weekday Temperatures - Second Experiment
Outside Air Temperature & Humidity
S
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Figure 3.4 Outdoor Temperature and Humidity - Second Experiment
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Although the average outdoor temperature for both experiments is about the same,
(80.49F in the first experiment and 79.80F in the second experiment) variations in
temperature were less extreme in the second experiment. The readings of high humidity
ratios and uneven temperatures on Wednesday and Thursday could be due to rain storms
[2].

Figure 3.5 shows the temperature rate, from Tables 3.1 and 3.2, plotted against

outdoor air temperature at Sam and zone air temperature at Sam.

Outside and Room Air Temperature vs. Temperature Rate
80

™% Qutside
- Room

Y = 80.803 - 8.0183X
R2 =0.854

70 4

Temperature (F)

Y = 63.266 + 23.893X - 21.309X2
R2 =0.921

60 , ,
04 0.6 038 1.0 12

Temperature Rate (F/hr)

Figure 3.5 Outdoor and Zone Temperature vs. Temperature Rate
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Temperature rate seems to have a linear correlation with outdoor temperature and a
quadratic relation with zone temperature. Further experimental data could help to
validate these correlations. An adaptive control scheme could be used to update the
correlation coefficients [3]. The updated correlation could provide a better prediction of

the temperature rate.

These correlations are consistent with findings by [3] in a paper which evaluated
different algorithms for predicting recovery time. Recovery time is the time interval
required for the auxiliary heating or cooling to recover from night setback to daytime
comfort levels. In this study estimates using indoor temperature and outdoor temperature
were found to be best predictor when heating was required for recovery. When cooling
was required for recovery, an estimate using only the indoor temperature provided the

best prediction.

3.2 HEAT FLUX

A finite difference model (Figure 3.6) was constructed to calculate the floor heat flux
from temperatures measured at the concrete surface (under the carpet). Underneath the
floor a convective boundary is defined using temperatures in the return air plenum. The
model is adapted from a finite difference program listed in [4]. A listing of the adapted
finite difference program is given in the Appendix. Heat flux into the floor is defined as

positive.

The floor is supported by a metal deck covered with fireproofing. The resistance at
the convective boundary (Ry,) is the sum of the resistance of the fireproofing (pr) and

the surface convective resistance (Rg).
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R fire proof

R outside

T return air:
8th story

Figure 3.6 Finite Difference Model

2
Rp = Rfp +Rp = 2.50+0.77 = 327 hf% 3.2)
where
_L 015 _ hr ft2 F
Rfp = =p30 = 250|745 (3.3)
-1 _ br ft2 F
Ro =73(061+0.92) = 077 | 2= (3.4)
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The average thickness of the fireproofing is assumed to be 3/4 inches. The direction of
the heat transfer at the boundary changes as the floor charges and discharges. Therefore,
the average surface convective resistance is the average of the values given by ASHRAE

[1] for heat flow upward and heat flow downward.

Material properties for the concrete floor are given by [5]

1 Btu ]
c = 3.5
3.934+0.006p LIbF G-
= 0.02 B_tu]
k = 0.05¢0.02p o F (3.6)
For the 9th floor concrete
L = 4.75 inches = 0.396 ft 3.7
B r1b
p =110 E’o'] (3.8)
_ Btu
c =022 JbF] (3.9)
_ [ Btu
k = 0.45 _hr——ftF] (3.10)

3.2.1 First Experiment

In the first experiment temperatures on the 9th story were recorded by the computer
monitoring station at 15 minute intervals. The 8th story return air plenum is underneath
the 9th floor and is modeled as a convective boundary. Temperatures measured in the 9th
story return air plenum were assumed to be representative of temperatures in the 8th story

return air plenum.

The finite difference model (FDM) provides a means for estimating heat flow from
the measured temperatures. The results in Figure 3.7 show the periodic behavior of the

temperature and heat flux.
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Using the calculated heat flux, and measured temperatures, experimental values for

the carpet resistance and the floor surface convection resistance can be calculated

_ T carpet - T concrete

R carpet = o Floor (3.11)
_ Tair- T carpet
R surface = q floor (3.12)

Temperatures for the air and carpet were taken from values recorded in 15 minute time
steps by the computer monitoring system. Values of resistance were calculated at each
time step when the temperature difference was 2 0.50F. A temperature difference of
0.59F was chosen since the accuracy of the temperature sensors is about + 0.5°F. Also, a
zero temperature difference would result in an zero resistance. Table 3.3 lists the average

R values, their sample standard deviation (s), and the number of calculations (N).

FIRST EXPERIMENT
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Figure 3.7 Temperature and Heat Flux
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Carpet Resistance Surface Resistance
-ft2- -ft2-
Btu Btu
R = 1.02 R = 1.02
s = 0.27 s = 047
N = 72 N = 48

Table 3.3 Carpet Resistance and Surface Resistance - First Experiment

The resistance values in Table 3.3 are close to values given by ASHRAE [1].
ASHRAE lists a R value of 1.23 ,(hr-ftz-F/Btu) for carpet. However, the actual resistance
is probably less since the carpet consisted of thin (5/16 inch) tiles of nylon with a rubber
backing. The surface resistances given by ASHRAE are 0.92 (Btu/hr-ft2-F) for positive
heat flux, and 0.61 (Btu/hr-ftz-F) for negative heat flux. Comparison of the FDM values
to the ASHRAE values provides a means of checking if the finite difference results are

reasonable.

3.2.1 Second Experiment

In the second experiment a heat flux sensor was available. The heat flux sensor provided
a direct measurement of the floor heat flux. Readings from the heat flux sensor and the
temperature sensors were recorded at hourly intervals. The hourly intervals coincided
with readings from the EMCS and reduced the amount of data that had to be backed up

and transformed.
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In the first experiment, temperatures measured in the 9th story return air plenum were
used to approximate temperatures in the 8th story return air plenum. Instead of using the
Oth story return air temperatures, temperatures in the 8th story return air plenum were
estimated by using the average 8th story zone temperature. In section 2.2.2 it was shown
that the average zone temperature is a good approximation for the return air temperature.
Hourly values of the north and south zone temperature on the 8th story were available
from EMCS printouts. Figure 3.8 shows that the finite difference results, with the

average 8th story zone temperature, are consistent with the heat flux sensor readings.

Calculations using the 9th story return air temperature did not compare as favorably to
the heat flux sensor readings. Fifteen minute values of the 8th story zone temperature

were not available for the first experiment.

SECOND EXPERIMENT

= Sensor = FDM

Heat Flux (Btw/hr-ft )

Figure 3.8 Heat Flux - Sensor and Finite Difference Method
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The calculated values of carpet resistance and floor surface resistance are shown in

Table 3.4. Since the finite difference results from the second experiment were verified

Carpet Resistance Surface Resistance
ft2- _ft2-
B Btu
R = 0.77 R = 1.59
s = 0.33 s = 093
N = 105 N = 115

Table 3.4 Carpet Resistance and Surface Resistance - Second Experiment

against the heat flux sensor, and since the first experiment is missing some of the weekly
data, the results in Table 3.4 should be more accurate than those in Table 3.3. Table 3.5
shows that the sum of the calculated surface and carpet resistances for the first and second

experiment are simular.

Resistance First Experiment Second Experiment
_ft2-
Btu
Carpet 1.02 0.77
Surface 1.02 1.59
Total 2.04 2.36

Table 3.5 Carpet and Surface Resistance - First and Second Experiment
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3.3 COOLING ENERGY

The energy supplied to both stories was calculated from supply air velocities and supply
and return temperatures. The calculated airflow through the core return air duct was less
than half of the supply airflow. Surveys during the experiments with the hand held
velocity sensor located sources of leakage through the perimeter return air dampers,
elevators, stairwells, toilet exhausts, and a mail conveyor. All the air entering the room at
the supply air temperature (Tgy) is assumed to leave the room at the return air temperature

(Tra). The sensible energy supplied (f’:sens) is then

Esens = 1.10¥V*C*A*(Ty, - Tgy) [Btu/hr] (3.13)
where

V = air velocity (fpm)

C = velocity profile correction factor from Table 2.1

A = duct area (ft2) from Table 2.1

Figure 3.9 shows the energy supplied to the 9th and 15th stories for both experiments.
These energy values were calculated from instantaneous readings taken every hour.
Figure 3.9 shows the large energy input to 9th story during the weekend of the first
experiment. Some cooling was supplied to the 15th story for tenants who came in during
the weekend. Spikes in the energy supplied to the 9th story, can be attributed to the
opening and closing of supply dampers on other stories, supplied by the same air handling
unit. When the 9th story supply dampers are open, the opening or closing of supply

dampers on other floors will cause the flow to surge.

3.3.1 Charging vs. Discharging
A comparison between stories 9 and 15 is shown in Figure 3.10 where the energy

supplied to the 9th story is subtracted from the energy supplied to the 15th story.
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Figure 3.9 Energy Supplied 9 & 15
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Positive values indicate that more energy was supplied to the 9th story. This is defined as
charging since the additional energy supplied to the 9th story is assumed to be cooling the
thermal mass. Negative values indicate that less energy was supplied to the 9th story.
This is defined as discharging since the energy reduction is assumed to occur due to

warming of the thermal mass.

FIRST EXPERIMENT
400,000 1
300,000
g 200,000
& 100,000
;‘é 0
) L] T L] T L] 1 L] )
5 16 17 18 1 20 21 22
§ -100,0001 :
-200,000-
-300,000- June
SECOND EXPERIMENT
300,000
< .
g 200,000
2 100,000
2
[84]
20 01
g D 10 11 12 13 14 15
Qo
S -100,0001 .
-200,000~ September

Figure 3.10 Energy Supplied 9 - 15
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The total energy supplied to the 9th story during the first experiment was about twice
the amount supplied to the 15th story. During the week (not including the weekend) the
energy supplied to the 9th story was about 1.4 times the energy supplied to the 15th story.
The ratio of discharge (Eg - E15 negative) to charge (Eg - E15 positive) for the first
experiment was 19%. The ratio of discharge to charge energy for the week days only was

42%. Table 3.6 lists these parameters for the first and second experiment.

First Experiment Week - 5 Days Experiment - 7 Days
Monday to Friday Friday to Friday

9 Energy / 15 Energy 1.36 2.04

Discharge / Charge 42% 19%

Second Experiment Week - 5 Days Experiment - 7 Days
Monday to Friday Friday to Friday

9 Energy / 15 Energy 1.34 1.61

Discharge / Charge 40% 26%

Table 3.6 Energy Parameters - First & Second Experiment

Note that the parameters for the week days are similar for the first and second
experiment. This seems to indicate that the greater amount of weekend cooling in the
first experiment had little effect in reducing the weekday cooling loads. The ratio of
charge to discharge during the experiment is less than 100% since some of energy

supplied for charging is "lost" through the building envelope.
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3.3.2 Load Reduction

During the night, cooling is applied to the 9th story while the 15th story receives no
cooling. Therefore, night-time temperatures on the 9th story are lower than on the 15th
story. Since ambient temperatures are higher than the 9th story zone temperatures,
envelope losses (Qenv) on the 9th story are greater than on the 15th story. Also, since the
9th story is ventilated, exfiltration energy losses (Qinf) on the 9th story will be greater
than on the 15th story. Some of the energy (Qstore) supplied to the 9th story will lower
the temperature of (charge) the thermal mass. Therefore, during the night charging
period, energy use for the 9th story is greater than the 15th story. The difference in
energy use between the 9th and 15th story is then:

Eg - E15 = (Qenvg - Qenv5)+(Qinfg - Qinf15)+(Qstoreg - Qstore15) (3.14)

During the day both stories are ventilated and controlled to maintain a zone
temperature of not more than 739F. If the zone temperature on both stories is
approximately the same, and infiltration is assumed to be the same for both stories, then

the energy difference can be attributed to the thermal energy storage:

Eg - E15 = Qstoreg - Qstore1 5 (3.15)

Figure 3.11 shows that the 9th and 15th story temperatures are reasonably close during

the daytime (non pre-cooling) period.

Figure 3.12 shows the sum of Eg - E15 for each hour of the week. For example, the
value at lam is the sum of (Eg - E{5) at lam on Monday, Tuesday, Wednesday,
Thursday, and Friday. Figure 3.12 shows that cooling reductions on the 9th story occur
mainly in the morning from 5 am to 12 noon. Some reduction in afternoon cooling

occurred in the first experiment. The reduction at 17:00 hours (5 pm) in the second
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experiment occurred because the cooling on the 9th story was off while the 15th story
cooling was still on. Most of the cooling reduction occurred shortly after the pre-cooling
period ended. The effect of pre-cooling for this building appears to last for only short
periods (less than 8 hours). This is probably due to the limited amount of thermal mass in

the building.

First Experiment - Hourly Totals

Cooling Energy (Btu)

Cooling Energy (Btu)

Figure 3.12 Eg - E15 Hourly Distribution
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3.3.3 Peak Reduction Strategy

A pre-cooling strategy should consider peak periods, comfort requirements, and
minimum zone temperatures. Peak periods are defined in electric rate schedules. The
cost of electricity increases during the peak period. The time of use rate schedule
applicable to the ILIB [6] has the summer peak period listed in Table 3.7. The ILIB is

not currently on a time of use rate schedule.

Summer Peak Period

April thru October Monday thru Friday - 12 noon to 9 pm

Table 3.7 Summer Peak Period

Since the cooling load reduction occurs shortly after the pre-cooling period ends, the
temperature of the thermal mass should remain as low as possible before the start of the
peak period. However, temperatures during occupied periods must remain within an
acceptable comfort region. ASHRAE [1] defines a comfort region which covers a
temperature range (AT) of about 7OF for a given humidity ratio. During occupied off-
peak periods the zone temperature should be regulated to temperatures in the low end of a
comfort region. During peak periods the temperature should be allowed to rise to, but not
to exceed, the high end of the comfort range. Figure 3.13 illustrates the constraints on a

pre-cooling strategy.
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Figure 3.13 Pre-cooling Strategy

Within these constraints, effective pre-cooling becomes an optimization problem.
Pre-cooling may be applied through the use of mechanical refrigeration, or by ventilation
with cool outdoor air. For mechanical refrigeration, supply air temperature and flow rate
can be adjusted to .obtain maximum peak reductions at minimum cooling cost. For
ventilation, the enthalpy of the outdoor air and the flow-rate effect the benefit and cost of
pre-cooling. Effects of moisture storage [7] may increase latent loads when ventilating
with outdoor air. The duration of the pre-cooling (charging) period is also a factor.
Experiments on the ILIB indicate that longer term (weekend) pre-cooling was not

effective for this building.



3.4 SUMMARY

Pre-cooling can lower building temperatures to uncomfortable levels during occupancy.
To insure the thermal comfort of the building occupants, a warm-up period is required.
The time required to reach a comfortable temperature can be calculated using estimates of

the temperature rate.

Since the concrete floor is the main source of thermal mass in the ILIB, the
temperature and heat flux were monitored at the floor surface. Results using the finite
difference calculations and readings from the heat flux sensor revealed the charging and
discharging of the thermal mass. These results show the effect of pre-cooling on the

building thermal mass.

Longer (weekend) charging periods proved to be an ineffective pre-cooling strategy.
Results from the experiments also show that the maximum cooling load reduction
occurred shortly after the pre-cooling (charging) period ended. An effective pre-cooling
strategy should have shorter charging periods, and should keep zone temperatures as low

as possible before the start of the peak period.
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CHAPTER 4

FREQUENCY ANALYSIS

Most important driving forces in building heat transfer are periodic. Solar gains, outdoor
air temperature, and internal loads all have cyclic patterns. However, steady state
methods are commonly used for building heat transfer calculations. Steady state methods
ignore the dynamic effect of thermal energy storage. Steady state methods may be
adequate for buildings with little thermal mass. However, thermal energy storage can be
a significant factor in the dynamic performance of commercial buildings. Frequency
methods provide a convenient way to extend steady state methods to the dynamic

performance of buildings.

In this chapter calculations of heat flux and thermal energy storage using frequency
methods will be developed. These calculations will then be compared to the experimental
results. Frequency methods were used since they provide a simplified and intuitive
method that can evaluate the transient effects of thermal storage. More complex
calculations based on finite difference methods or transfer function methods are less

intuitive and better suited for computer simulations.

The frequency method is based on the application of electrical and control theory to
building heat transfer. Periodic temperatures and heat gains are approximated by sine
waves at various frequencies. Figure 4.1 demonstrates how temperature can be
approximated by sine waves. The measured air temperature is from the 9th story
computer monitoring station. The sum of the average temperature T, and two sine

waves T and T, approximates the measured air temperature.
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Figure 4.1 Sine Waves and Temperature
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Tsum= To+T1+T2 4.1

As shown in Figure 4.1 and Table 4.1, each sine wave has a different frequency (w).

Closer approximations could be made by adding more sine waves at different

frequencies.

Temperature (T) Frequency () Period (P)
Tq = 68°F og =0 P1 = o
. 2n _
T1 = 3.45sin (01t) ] = B, P1 = 24 hours
T, = 1.0sin (@) _2n P, = 8 hours
0 = 23

Table 4.1 Frequency & Period

An excellent introduction to frequency methods is given by [1, 2, & 3]. Thermal
admittance and diurnal heat capacity are frequency methods that will be compared to

results from the experiments.

4.1 FOURIER TRANSFORM

A Fourier series can be used to describe a function by a series of sine waves at different
frequencies [4 & 5]. Figure 4.1 illustrates how temperature can be approximated by a
Fourier series with three terms (T, T1, and T2). A Fourier transform can be used to
determine the coefficients of the Fourier series . Each coefficient is the amplitude of a the

sine wave at a certain frequency. In terms of control theory, the Fourier transform takes
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values in the time domain and transforms them into the frequency domain. An example

of a discrete Fourier series expansion for temperature is

N
T() = Ag+ 3, Bp cos(nat) + Cy, sin(not) 4.2)
n=1
N
= Ag+ Y Apsin(not + By) 4.3)
n=1
where
1 M
Ao =3 XTm 4.4)
m=1
Ag = A [B2+C 4.5)
B
&y = tar] [—“] 46)
Cn
N = number of frequencies
M = number of data points

The data points are temperatures measured at discrete intervals. A is the average or
steady state temperature. Coefficients A and By, are obtained from a Fourier transform.
Figure 4.2 shows the relation between Ay, By, and C,. This figure is a geometric

representation of the identity

A sin(ot + @) = Bcos(mt) + Csin(mt) 4.7

4.2 THERMAL ADMITTANCE
Thermal admittance is the ratio of heat flux to temperature at a wall surface. Thermal
admittance is a function of material properties and frequency. Each frequency has a

unique admittance value.
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B cos(@ t)

Asin(ot +9)

Csin(mt)

Figure 4.2 A B C Vector Diagram

Buildings typically have prominent diurnal (24 hour period) and zero (steady state)
frequencies. Figure 4.1 and Table 4.1 show that the diurnal (T1), and steady state (T()
frequencies are the most significant components of the temperature approximation. To
simplify the following frequency analysis, only these two dominant frequencies will be

used.

The basis for the admittance method is given by [6]. The admittance concept is
further developed by [7] in a graphical method for predicting swings in indoor air
temperature. In this chapter the admittance method will be used to predict heat flux for a
given temperature difference. From this heat flux, the effects of thermal mass on peak

energy use can be identified.
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4.3 XY Z ADMITTANCE

Sine waves are the time domain representation of periodic temperature and heat flux.

Figure 4.3 and Table 4.1 depict the temperature and heat flux sine waves.

Sine Waves
(time domain)

Gq \

' Temperature _>\4—1

Vectors
(frequency domain)

Heat Flux Temperature Admittance

Figure 4.3 Heat Flux & Temperature
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Both sine waves have the same frequency. These sine waves can be represented by
vectors. Vectors are the frequency domain representation of the temperature and heat
flux. The magnitude of the vector is equal to the amplitude of the sine wave. The
admittance vector is the ratio of the heat flux vector to the temperature vector. The
magnitude of the admittance vector is the ratio of the heat flux amplitude to the
temperature amplitude. The angle of the admittance vector is the difference in phase
between the heat flux and temperature sine waves. A positive phase indicates that the

heat flux leads the temperature. A negative phase indicates that the heat flux lags the

temperature.
Time Domain Frequency Domain
Heat Flux % sin (ot + Qq) % £ Qq
Temperature % sin(wt + £ D) _AE'_I‘ LT
. Aq . Aq
Admittance —sin(wt + Gy - & — L (Dq-D
AT ( q T) AT ( q T

Table 4.2 Time and Frequency Domain

Three admittance values (X, Y, and Z) shown in Figure 4.4 characterize periodic heat
transfer in a wall. X admittance is the ratio of the change in heat flux to change in

temperature at the inside surface of the wall.
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X = A q inside

= — 4.8)
AT inside

X admittance is known as driving point admittance because the temperature "driving
point" is on the same side as the heat flux.

Y admittance is the ratio of the change in heat flux on one surface of the wall to the

change in temperature on the opposite surface

Y = Aqinside _ A qoutside

= = - “4.9)
AT outside AT inside

Y admittance is known as the transfer admittance since the heat flux and temperature are
at opposite sides of the wall. Z admittance is similar to X admittance except that the heat

flux and temperature are at the outside surface of the wall

7 - A q outside

= - (4.10)
AT outside
Inside Wall Outside
X e Y " s\Z
~gf—

Figure 4.4 X ,Y, & Z Admittance
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The X admittance vector has a positive phase since heat flux will lead temperature at
the inside surface. This phase lead in illustrated in Figure 4.5. The surface temperature
will lag the ambient air temperature. The amount of lag depends on the material

properties of the wall and the surface convective-radiative resistance. Heat flux is

Heat Flux Phase Lead

Lead

Heat Flux . -

Temperature

Surface Temperature Phase Lag

Lag

Maximum
AT

Figure 4.5 X Admittance Phase Lead
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proportional to the difference between the surface and ambient temperatures. Maximum
heat flux will occur at the maximum temperature difference. Since the surface
temperature lags the ambient temperature, the maximum flux occurs before the maximum

surface temperature. X admittance is illustrated in Figure 4.6

The Y admittance vector has a negative phase angle. Y admittance exhibits the thermal
damping and lag characteristic of massive walls. Figure 4.7 shows that the heat flux at
the inside surface lags the temperature at the outside surface. This lag allows passive
solar homes to store excess gains during the day and then release these gains later at night
[8]. Whether the temperature is at the outside surface and heat flux is at the inside

surface or vice versa, the Y admittance vector will be the same for a given frequency.

Inside Wall Outside

Heat Flux __ Temperature

Figure 4.6 X Admittance
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Inside Wall Outside

U AN

Temperature, eat Flux

Figure 4.7 Y Admittance

The Z admittance (Figure 4.8) will exhibit a positive phase for the same reasons as the
X admittance phase lead. However, the Z admittance vector is not the same as the X

admittance vector unless the wall is symmetric.

Inside Wall Outside
Y/

N ]
4 b ar

Figure 4.8 Z Admittance
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The relationship between X and Y admittances can be seen if their values are plotted
for various frequencies. Figure 4.9 is a polar plot also known as a Nyquist diagram [4 &
7] in control theory. Each point on the Nyquist diagram is part of a continuous line which
defines the admittance over a range of frequencies. Values of the X and Y admittance
shown were calculated for a 4-3/4 inch thick concrete slab which is a part of the ILIB

floor.

X & Y Admittance

90

120 60 o increasing

150

1

180
® increasing *

¢« Y

-150

Figure 4.9 Nyquist Diagram
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Each point defines an admittance value calculated at a certain frequency. The
distance from the origin to a point is the magnitude of the admittance. The angle between
a line drawn from the origin to a point, and the real (horizontal) axis, is the phase of the
admittance. Admittances for the diurnal frequency (24 hour period) are shown by arrows.
The diurnal X admittance has a magnitude of 1.4 Btu/hr-ft2-F and a phase of + 31
degrees. The diurnal Y admittance has a magnitude of 1.1 Btu/hr-ft2-F and a phase of
-19 degrees.

When the frequency is zero the X and Y admittance lie on the real axis. As the
frequency increases (moves away from the real axis) the magnitude (distance from the
origin) of the X admittance increases, while the magnitude of the Y admittance decreases.
The decrease in Y admittance as the frequency increases is a characteristic known as
thermal damping. Thermal damping is the the ability of the wall to reduce the magnitude
of or "dampen" the heat flux response to a sinusoidal temperature. Since the magnitude |
of admittance is the ratio of heat flux to temperature, a decreasing magnitude will give a

decreased heat flux (Aq) for a given temperature difference (AT).

At the real axis, the frequency is zero and the X value is equal to the Y value. This is

the expected steady state result since for heat flux at the inside surface
q = XTj-YTo 4.11)
where heat flux is defined positive into the inside surface. Then at zero frequency
X=Y=0U (4.12)
and Equation 4.11 becomes

q = U(T;j - To) (4.13)
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Where U is the overall conductance based on steady state calculations. This demonstrates

that thermal admittance is a more general form of the steady state U value.

4.4 SUPERPOSITION

X, Y, and Z admittances can be applied to building heat transfer problems using the
principle of superposition. Superposition allows a complex linear function to be
represented by the sum of simpler functions. Consider the wall shown in Figure 4.10.
The inside temperature can be represented by the sum of the steady state temperature

(Tg;) and a diurnal temperature sine wave (T 3;)

T

L= T + Ty (4.14)

Likewise, the outside temperature is

T, = VTSO +Tgo _ (4.15)

By superposition, heat flux at the wall surface can be found from the sum of three
separate solutions. The first is the steady state or zero frequency solution
qg = U(Tg; - Tgo) (4.16)
Next at the inside surface the diurnal heat flux is given by
q4i = XTg;- YTy, @.17)
Likewise, the diurnal heat flux at the outside surface is

d4o = YTgi-ZTg4e (4.18)

Since the heat flux is as positive into the inside surface, the total heat flux at the inside
surface is then

Qi = 95 +94i (4.19)
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Inside Wall Outside
. T 0
Tsi
Tso
Tgi & - \— - - - — 1Tdo

Figure 4.10 Superposition

Heat flux out of the outside surface is also positive so the total heat flux at the outside
surface is

9o = 9do - 9s (4.20)
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4.5 ADMITTANCE CALCULATIONS

There is no commonly accepted notation for admittance. The notation used here is a

compilation of the symbols used by [6, 7, & 9].

Thermal admittance is derived by solving the heat conduction Equation (4.21) for a
wall driven by a sinusoidal surface temperature. A derivation of thermal admittance is

given by [6].

Y
'-]

&N

(4.21)

N

&c
a Tk

The result is a transfer matrix (M) which relates heat flux and temperature at surface 1 to
heat flux and temperature at surface 2.

q a2
EIRSES
where
cosh(yL) kysinh(yL)
M= smh(yL) cosh(tL) (4.23)

(1+1)'\/T,E =2 11t/4‘\/"p°

L = thickness of the wall
k = thermal conductivity

The X, Y, and Z admittances of the wall in Figure 4.11 are

q

X1 = ;I—.l- (4.24)

VG v)

=T, =T (4.25)
q

Zy==% (4.26)



Inside Wall QOutside

Surface: 1 2
Y — 4,
T ¢ oT>
I<—>L I

Figure 4.11 Surface 1&2

Rearranging (4.22) and solving for X (4.24) gives

_ 9/T2 +agtanh(yL)
N h
L+ g )

2mpck
a= \/ P

g=%(l+i)=ci“’4

X1

Where

Likewise Zy (4.26) is

_ 91/T1 +agtanh(yl)

tanh
1+ q/Ty a(ng)

Zy

The X and Z admittance equations are identical for a single homogeneous layer.
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(4.27)

(4.28)
(4.29) |

(4.30)
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4.5.1 Boundary Conditions
Each equation for thermal admittance has two unknowns - temperature (T) and heat flux

(@). To solve the thermal equations either one of two boundary conditions are needed; a

zero temperature boundary (T = 0), or an adiabatic boundary (q = 0).

Zero Temperature A zero temperature boundary does not actually mean that the
boundary surface temperature is zero. Using the superposition principle, a periodic
boundary temperature (Tp) can be expressed as the sum of the average outside
temperature (Tg) and the sinusoid (Tqp)- The sinusoid has a mean value of zero so the
boundary can be given as the sum of the zero temperature boundary (T,), the average

outside temperature (Ty,), and the sinusoid (Tap
Ty = Tpp+ Tsp + Tap 4.31)
where
T =0 (4.32)
Setting T, in Equation (4.22) equal to zero and solving for X1 (4.24) gives

—38 (4.33)

X1 =
tanh(yL)

Let the elements of the transfer matrix (M) be denoted by m so that

mp; mp2 ]
e "
m21 m2 34

Then solving for Y (4.23) with T in Equation (4.22) equal to zero gives

=L (4.35)

Y =
ma1

=S
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Adiabatic Boundary An adiabatic boundary is a good approximation when one side
of the wall is well-insulated. An adiabatic boundary is also used for symmetric interior
walls. A symmetric interior wall subject to the same ambient temperature on both sides
will have no heat flux across the wall center-line [10]. This occurs because the
temperature profile in the wall is also symmetric. At the center-line of the wall the slope
of the temperature profile (dT/dx) will be zero. Since conduction in a wall is equal to

-k dT/dx, the heat flux at the center-line is zero.

Wall

Figure 4.12 Symmetric Wall

Setting g5 in Equation (4.27) equal to zero and solving for X gives
X1 = agtanh(jL) (4.36)

Since qs is zero the Y admittance is zero.

Y = (4.37)

=S
I
o
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Thickness The parameter (T) describes the non-dimensional thermal thickness of a

wall. Thermal thickness (T) is the ratio of wall storage capacity (pcLw) to wall

- w/n_pc _ A /_Pch
T=L Pk = KL (4.38) |

where 7T is related to other wall parameters by

conductance (k/L).

YL = (1H)T =V2g71 (4.39)
ky=ag=+2kTg (4.40)

For a wall with an adiabatic boundary, Equation (4.36) can be expressed as
X = agtanh(yL) = a gtanh(v2 g T) (4.41)
Dividing by (a) gives a non dimensional admittance (S)

X_ gtanh(\2 g T) (4.42)

s=%

Figure 4.13 shows the effect of thickness on the wall. The magnitude of the
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Figure 4.13 Admittance vs. Thickness

admittance increases to a maximum and then decreases slightly as the thickness of the

wall increases. The wall thickness at the maximum admittance is given by [9]

L =118+ /2K (4.43)

Tpc

4.5.2 Lumped Capacitance

The assumption of lumped capacitance is valid if the temperature of the wall (Ty) is
uniform. In transient heat transfer problems the Biot number is used to test this
assumption. This assumption will also be true if the the temperature of the wall is
uniform and close to the ambient temperature (To,). For periodic heat transfer, the
product of the Biot and Fourier number can be used to check the validity of a lumped

capacitance approximation.

Let
Teo = Ty = %sin(wt) (4.44)

Then
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dT.
T = 28T o (a) (4.45)
An energy balance at both (2) wall surfaces results in
dT
h2A (T, -Ty) = pc Vg (4.46)
Substituting (4.45) into (4.46) and rearranging yields
pcLw AT
Too-Tw = — cos(mt 4.47
w h 2 (@t (4.47)
where
V = the volume of the wall
A = the surface area on one side of the wall
L = the thickness of the wall = %’
The assumption that
Tw = To (4.48)

will hold if the right hand side of Equation (4.47) is nearly zero. This will be true if

pcLo_, (4.49)
2h

This term is equal to the inverse product of the Biot number and Fourier number

1k ch20)_ pcLw
Bifo -~ hL 2k - g (4.50)

The Bi Fo number is the ratio of wall storage capacity to surface convective heat flux.
Walls that have low storage capacity (light weight, thin walls) are often reasonably

approximated as a lumped capacitance. Large values of the Bi Fo number indicate that

lumped capacitance is a good approximation [11].

The admittance of a lumped capacitance is
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=w
X= Tw 4.51)
From (4.45) and (4.46)
qw = pcL mA—2’~r cos(wt) = pcL m%r sin(ot + 1/2) 4.52)
and from (4.44) and (4.48)
Ty = %1‘ sin(ot) (4.53)
Substituting 4.52 and 4.53 into 4.51 gives
i i(ot + 7/2)
X=chm:c.m(wt+1c/2)=chmc .
sin(wt) elot

The result (4.54) indicates that the heat flux leads the temperature by’ w/2 radians or
90 degrees. This is analogous to an electric capacitor where current leads voltage by 90
degrees. This result can also be seen in Figure 4.13. For thin walls (T — 0) the phase
approaches 90 degrees. As the phase approaches 90 degrees the wall behaves more like a

lumped capacitance.

4.6 ADMITTANCE OF LAYERED WALLS

The equations for thermal admittance can be applied to layered walls. To demonstrate
this procedure, admittance values will be calculated for the interior walls of the
Independent Life Insurance Building (ILIB). Since the ILIB has a glass curtain wall, the

thermal mass of the exterior will be neglected.

4.6.1 Resistive Layer
To calculate admittances based on room temperature, the surface of the wall must be

coupled to the room air. The room air adds a layer of resistance (R1), where R is the
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combined surface convective and radiative resistance found in ASHRAE [12] tables.

Consider the two layer wall in Figure 4.14, the equations for the resistive layer are:

(T1-Typ
q1 =42 = ———IRI 2 (4.55)
Ty =quR1+Ty (4.56)
In matrix form
q1 q2
where
1 0
Surface: 1 2 3
|
|
Layer Layer
' 1 2
|
|

Figure 4.14 Resistive Layer
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Wall + Resistance These equations can also be applied to a layer that has negligible
thermal capacity such as an airspace inside a wall or a layer of insulation. Since the
admittance of a purely resistive layer has no 1mag1nary component its phase angle will be
zero. Calculation of X admittance for a wall with a resistive layer is given in Equation
(4.32). Note that the inverse of admittance is impedance. The inverse of Equation (4.59)

is equivalent to the addition of resistance and impedance in electric circuits.

X = —1 (4.59)

Rl +X—2

where
X1 = admittance of layer 1

X9 = admittance of layer 2

Xll = impedance of layer 1

21-2- = impedance of layer 2

Boundary Conditions The matrix equation for a resistive layer with a zero

temperature (T, = 0) boundary is

[(11‘11] N [ 1111 (1) ][%2] (4.60)

X1 =T~ = jo (4.61)

For an adiabatic boundary (g, = 0), the admittance of a resistive layer is

[%11] =[ fltl (1) ][%] (4.62)

and the admittance (X1) becomes
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_0 _, (4.63)

4.6.2 X AND Z ADMITTANCE

Thermal admittance equations for a single layer can be applied sequentially to calculate
the admittance of walls with multiple layers. To demonstrate this procedure the
admittance of the floor on the 9th story of the ILIB will be calculated. Admittance values
are calculated for the diurnal frequency (P = 24 hours). A diagram of the floor is shown

in Figure 4.15.

The carpet and fireproofing are assumed to have no thermal capacitance. The

resistance of the carpet (R¢) and inside surface (R;) can be combined into an inside
resistance (R1). The resistance of the fireproofing (pr) and outside surface (Ry) can

also be combined into an outside resistance (R3).
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T room air
9th story
R inside surface
Surface 1
Layer 1 R carpet
Surface 2
Surface 3
Layer 3 R fire proof
Surface 4

R outside surface

T room air
8th story

Figure 4.15 9th Floor Admittance

2

Ry = Rg+Rj = 0.77+ 0.77 = 1.54 [“Tftu—l’] (4.64)
_ _ _ hr_ftZ_F]

R3 = Rgp+Ro = 250+0.77 = 3.27 [ o (4.65)

Values for the resistance of the carpet are taken from table 3.4. Resistances for the
fireproofing, inside surface, and outside surface are given in Section 3.2. The properties

of the concrete layer are derived in Section 3.2. The values for the concrete are

L = 4.75 inches = 0.396 ft (4.66)
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p = 110 Elt%] (4.67)
¢ = 022 %“ﬁ] (4.68)
k = 045 _hf—f‘:’F] (4.69)
Ry = = 114 l‘—fﬁf%-lf] (4.70)

The overall resistance of the floor is then

- 2 -
R = Ry +Ry +R3 = 5.95 %: @.71)
and
_1 [ _Btu_ ]
U =g =017 |- 4.72)

X Admittance The X admittance is calculated starting at the outside surface. Using
the result given in Equation (4.62) for a zero temperature boundary with a resistive layer,

the admittance at surface 3 is
X3=T,=R; (4.73)
Proceeding to the concrete layer Equation (4.9) gives the admittance at surface 2

_ qy/T3+agunhl) _ X3+agtanh(l)

tanh - tanh
1+ qﬂ% 1+ Xr{(gﬁ

X2

(4.74)

The admittance at the inside surface and the final result for X is given by Equation (4.59)

for a resistive layer

X1 = 1 1 (4.75)

Rl +Y§
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Z Admittance The Z admittance is calculated in the same manner starting from the
inside surface. Using the result given in Equation (4.62) for a zero temperature boundary

with a resistive layer, the admittance at surface 2 is

=L _ 1
Zy = T, “ R} (4.76)
Proceeding to the next layer Equation (4.10) gives the admittance at surface 3
+agtanh Z» +a gtanh
73 = Y02 agtanthL)) _ L agtanh((':LL)) @477)
1+ q2/T 2—a-g—— 1+ Zz—ag—-

The admittance at the outside surface and the final result for Z is given by Equation (4.59)

for a resistive layer

Z4 = —1 (4.78)

R3 +z§

Numerical results for the X and Z calculations are given in Table 4.3. The resulting X

and Z values for the wall are

X = 0522 [fﬁ%‘—l:] £ 14.0° (4.79)

Z = 0273 [%:“F] £7.50 - (480)

Values of tanh(yL) can be tabulated for values of T [9]. Calculations for X and Z may

be computed with a hand calculator capable of handling vectors.
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X Admittance Z Admittance
Layer Mag Phase Mag Phase a T R
1 0.522 £140 | 0.649 £0.0 1.54
2 1.776 £ 55.5 1.679 £53.4 1.69 1.05
3 0.306 £00 0.273 £7.5 3.27
Table 4.3 X and Z Admittance Values
4.6.3 Y ADMITTANCE

Calculation of the Y admittance involves the multiplication of the transfer matrices. Each

layer is represented by its transfer matrix so that
q1 q4
[Tl] =M [T4]

M =M MyM3

(4.81)

where

(4.82)

Starting from the inside, the transfer matrix for layer 1 is given by Equation (4.58):

1 0
M = [ Ri 1 ] (4.83)
Equation (4.3) for the the concrete (layer 2) gives
cosh(yL) kysinh(yL)
M= sinh(WL) (L) (4.84)
The transfer matrix for Layer 3 has the same form as the first layer
1 0
Mj = [ Rs 1 :l (4.85)
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The result is given by Equation (4.14)

/ 9 O 4,

The small magnitude of Y is a result of the high resistance to heat flux across the floor.

Matrix multiplication is more difficult to perform by hand than the X and Z
calculations. To assist with these calculations a FORTRAN program for calculating X, Y
and Z admittance is given in the Appendix

4.6.4 Symmetric Interior Wall
Admittance calculations are easier when the interior wall is symmetric. Figure 4.16
illustrates a symmetric interior wall in the ILIB. The center of the wall is adiabatic since

the wall is symmetric and is exposed to the same temperature on both sides.

N\
Lafer QLayer\ Lag'er

7

7
7/

:
|
?.

7///?///’

Gypsum Air Space Gypsum

Figure 4.16 Symmetric Internal Wall
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The Y admittance is zero since no heat is transferred across the center of the wall
(Equation 4.16). The resistance of the airspace (Rpg) and the surface resistance (Ry) are

found in ASHRAE [12] tables.

R; = 0.68 [’“Bﬁti F] (4.87)
Ryg = 1.01 h’Bﬁj F] (4.88)
R3 = 52 = 0.505 [hrgfl F] (4.89)
Material properties for the gypsum are also found in ASHRAE [12] tables
p =50 flt%] (4.90)
c = 026 _g—‘g] 4.91)
k = 0.09 u—u’%‘.—F] (4.50)

Beginning at the center of the wall the X admittance for an air layer with an adiabatic
boundary is given by Equation (4.37)
Xz3=m=7-=0 4.51)

Proceeding to the gypsum layer the admittance at surface 2 is given by Equation (4.27)

+a gtanh X tanh
_ /T3 agm(s;vLL)) _ 3+ath((va)) - agtmh(l)  (4.52)
1+ q3/T3—ag— 1+ X3—a_g—

X2

where

L = 1/2inch = 0.042 feet

Finally the admittance at surface 1 of the resistive layer is given by Equation (4.59)

Xq = — (4.53)

Rl +X—2
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The total admittance for both surfaces of the interior wall is twice the admittance for one

surface
Xw =2X) (4.54)

Numerical values for the X admittance calculation are given in Table (4.4). The resulting

X admittance value is
Btu
= £ 83.30 ,
Xy = 0.282 [hr—ﬁﬁ} 833 4.55)
X Admittance
Layer Mag Phase a T R
1 0141 | <4833 0.680
2 0142 | «888| o0s61 | 0.179
3 0.0 £0.0 0.505

Table 4.4 X Admittance Values

Table 4.5 lists the and calculated admittances for the 9th story of the ILIB. The paper
and furniture are assumed to be lumped capacitances. Material properties of the

components are listed in the Appendix.
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Z
Component (Btu/hr)-(ftlF) (Btu/h:-{ftlF) Bru/hr-fi2-F)
Floor 0.522 £ 14.0° 0.057 £ -90.0° 0.273 £ 7.5°
Ceiling 0.276 £ 7.6° 0.058 £ -90.0° 0.530 £ 14.20
Walls 0.282 £ 83.3°
Partitions 0.212 £ 85.2°
Core Concrete 0.383 £ 10.6° 0.114 £ -86.9° 0.870 £ 23.3°
Steel Supports 0.414 £ 47.1°
Steel Risers 0.458 £9.1°
Metal Furniture 0.080 £ 90°
Paper 0.405 £ 90°

Table 4.5 ILIB Admittance Values

4.7 CALCULATED ADMITTANCE VS MEASURED FLOOR HEAT FLUX.

Comparisons were made between calculated admittances and measured values of the
floor heat flux. For a given sinusoidal temperature the heat flux can be predicted from
admittance calculations. These comparisons will show how the heat flux can be

approximated using only the diurnal and zero frequencies.
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4.7.1 Discrete Fourier Transform

A discrete Fourier transform (DFT) was applied to the 9th floor temperature and heat flux
data from the second experiment. The DFT transforms discrete experimental values in
the time domain to the frequency domain. From the transform significant frequencies in
the data can be identified. The DFT was performed using a IMSL [13] subroutine. The
FORTRAN program which calls the IMSL subroutine is listed in the Appendix.

Figure 4.17 lists the results of the DFT in plots of magnitude versus frequency.
Values are shown for the measured 9th floor heat flux (qs), 8th story temperature (Tg),
and 9th story temperature (Tg). In each plot the magnitude at the diurnal frequency (24
hour period) is prominent. The contribution of other frequencies to the Fourier series is
negligible since their magnitude is small compared to the diurnal and zero frequency

terms. The values of the steady state and diurnal components from the DFT are

Btu
- 0. 05 £ 94.6° :
qf = -0.558 +2.05 £ 94.6 [—Zhrﬁ ] (4.56)
Tg = Tgg +Tgq = 717+ 1.86 £ 47.2° [F] (4.57)
Tg = Tgg+Toq = 67.8 +3.40 £ 74.8° [F] (4.58)

qr is the heat flux measured by the computer monitoring station. Tg is the average of the
north and south zone temperatures on the 8th story. Tg is the air temperature measured

by the computer monitoring station.

4.7.2 Heat Flux

The use of only two prominent frequencies (diurnal and steady state) simplifies the
admittance calculations significantly. If more frequencies were added the admittance
calculations would become to cumbersome to perform by hand. The merit of admittance

calculations is their ability to describe the main effects with a few fundamental
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Figure 4.17 DFT Temperature and Heat Flux
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frequencies. In this example heat flux will be calculated from admittance calculations

and compared to the DFT values (4.56) above. The admittance equation for the 9th floor
heat flux is

gs = U(Tg-Tg) + XTg - YTg
= 0.17[67.8 - 71.7]
+ [0.522 Z 14.00] [3.40 Z 74.80] - [0.057 Z -90.00] [1.86 £ 47.20]

= -0.663 +[1.78 £ 88.80] - [0.11 £ -42.80]

= -0.663 +[1.85 Z 91.30] (4.59)

Figure 4.18 shows that the calculated heat flux is close to the Fourier transform of the

measured heat flux.

== Calculated — DFT

Heat Flux
(Btu/hr-ft3,

September

Figure 4.18 Calculated Heat Flux vs. the DFT of the Heat Flux
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Figure 4.17 displays the next largest component of the fourier transform at a period of
8 hours. Equation (4.59) can be expanded to include the frequency with an 8 hour
period. The heat flux is then calculated from the admittance equation including the 8
hour period
g¢ = U(T9-Tg) +[XTy-YTg]  + [XTo-YTg]
= 0.1767.8 - 71.7]
+ [0.559 £ 7.30] [1.0 £ -136.40] - [0.017 £ -137.50] [0.529 £ -17 1.6°:|

P=24

+ [0.522 £ 14.00] [3.40 V4 74.80] - [0.057 £ -90.00] [1.86 £ 47.2°:|

= -(0.663 +[O.57 £ -129.10] + [1.85 £ 91.30] (4.60)
P=8 P=24

Figure 4.19 compares the sum the steady state, 24 hour, and 8 hour components of the

== Calculated =— DFT ~ Sensor

Heat Flux
(Btu/hr-ft2)

September

Figure 4.19 Calculated Heat Flux vs. the DFT of the Heat Flux
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DFT to the calculated heat flux (4.60), and measured heat flux (Section 3.2.1).
Additional frequencies make the calculated values closer to the measured values but also
add to the complexity of the calculations.

4.8 DIURNAL HEAT CAPACITY

The diurnal heat capacity [9] of a wall is the amount of thermal energy stored (AQ) over
half of a 24 hour cycle. Diurnal heat capacity (dhc) is the amount of energy stored and
then released over a 24 hour cycle per unit temperature difference (AT). The amount of

energy stored, due to heat flux into the thermal mass, will reduce the amount of energy

required for cooling.
Heat Flux
A
Temperature
/ \ A

Figure 4.20 Diurnal Heat Capacity
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Diurnal heat capacity is derived by integrating the heat flux (q) over a half cycle.
Consider an interior wall exposed to a sinusoidal temperature (T) on both sides

q=X-VT (4.61)

where

T®) = ATT sin(wt) (4.62)
Then the thermal energy stored (AQ) is

12 12 AT 22
AQ = [qdt = [(X-V)Tdt = (X-Y)>- [ sin(et) dt
0 0 0
AT AT
= (X-Y)Eofsin(mt)mdt = X-Y) 2= [eos(an] .
-x-nE21-x-nit | (4.63)
20 ®

And the diurnal heat capacity of wall n (dhcy) is

dhcn=%=(x—'Y—)=2£(X-Y)=3.82(X-Y) (4.64)
()] 2n

The dhc is the diurnal admittance divided by the diurnal frequency. The diurnal heat
capacity (DHC) of a building or zone is

DHC = §An dhcy, (4.65)
n=1
where
N = total number of walls
Ap = area of wall surface n
dhc, = diurnal heat capacity of wall n

The method for calculating DHC values is similar to the way UA values are calculated for
a building. Table 4.6 lists the dhc and DHC for the 9th story of the ILIB.



dhcy, DHC,
Component (B/f2-F) Bw/F)
Floor 206 £19.9° 29,870 £ 19.9°
Ceiling 1.09 «£18.9° 15,805 £ 18.9°
Walls 1.08 «83.3° 5,380 £ 83.3°
Partitions 0.81 «852° 8,098 « 85.2°
Core Concrete 1.58 £26.4° 356 £ 264°
Steel Supports 1.58 «£47.7° 751 £ 47.7°
Steel Risers 175 £9.1° 194 £9.1°
Metal Furniture 0.31 Z£90° 3,646 £ 90°
Paper 1.55 £90° 15,731 £ 90°

e ———————————————— e

Total 66,641 £ 47.1°

Table 4.6 Diurnal Heat Capacity

86

Figure 4.21 shows the percent DHC for each component. The total value of DHC in
Table 4.6 is the amount of energy than can be stored and then released over a 24 hour

period per unit temperature difference (AT). Heat flux into the the thermal mass will
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Floor 33%

Ceiling 18%

Core 0.4% N )

Walls 6%
Paper 17%

Partitions 9%

Structural Steel 12%

Figure 4.21 Diurnal Heat Capacity

increase the energy stored in the thermal mass and decrease the cooling load. The

amount of thermal storage is

AQ = ATDHC (4.66)

The total measured reduction in cooling load (AE) is the amount of energy supplied to
the 15th story (E15) less the amount of energy (Eg) supplied to the 9th story (Eg) during

the daytime where

Eg-E15>0 (4.67)
An energy balance on a building story gives

E =Qcpig + Qsurf + Qconv + Qinf + Qsens (4.68)
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where
Qcplg = gains due to coupling with adjacent stories
Qsurf = convective gains from surfaces
Qconv = internal convective gains
Qinf = gains from infiltration

Qsens = net sensible gain

During the daytime occupied period both the 9th story and 15th story are controlled to
maintain a temperature of approximately 73 degrees. Qcplg: Qconv: Qinf> and Qgens are
assumed to be approximately the same during the day for the 9th and 15th stories. Since
the 9th story was cooled at night (pre-cooling) while the 15th story was not, the total
reduction in cooling load (AE) should equal the amount of energy removed from the

thermal mass.
AE = [(E15-Eg)* = AQ (4.69)
Table 4.7 compares the calculated thermal storage capacity (AQ) to the measured
reduction in cooling (AE) from the second experiment. The thermal storage is calculated

using the total DHC value in Table 4.5. AT is the difference between the maximum and

minimum zone temperature on the 9th story for each day.

AT = [T9max - T9min]24 hours (4.70)

The average values of AE and AQ are within 4%. Daily values of AE and AQ vary
somewhat more than their average values. Some variation may be attributable to
interactions between stories and systematic differences between the 9th and 15th story.
Comparisons of daily values may have been improved if the peak to peak temperature
difference was more periodic (less variation from one day to the next). Still, the DHC

method provides a good prediction of the average reduction in cooling for the week.
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AT AQ AE
(F) (Btu) (Btu)
Monday 13.7 912,981 1,020,956
Tuesday 13.6 906,317 502,250
Wednesday 7.4 493,143 442,850
Thursday 7.4 493,143 665,371
_Friday L 86 | 573113 _882,572
Average 10.14 675,739 702,800

Table 4.8 Temperature Difference and Thermal Storage

DHC calculations were not compared to the first experiment since the opening of the
perimeter supply air dampers allowed an additional amount of unmeasured cooling onto
the 9th story. This unmeasured cooling makes the value of AE from the first experiment

unreliable.

4.9 EFFECTIVENESS
Total heat capacity (thc) is the amount of thermal energy stored or released for a uniform

change in temperature of the material.

thc = pcL 4.71)

The the is the maximum capacity of a material for thermal storage. A material with a
high Biot number (thick walls) subject to a change in surface temperature [14] will not

have a uniform temperature and its capacity for thermal storage will be reduced. It is
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useful to introduce a thermal effectiveness parameter () which relates the diurnal heat

capacity to the maximum thermal capacity.

My = s 4.72)

Also
n= THC 4.73)
where
N

THC = ZAn thep, 4.74)
n=1
total number of surfaces
area of surface n

z
1

An
thc, = total heat capacity of surface n

If the material is modeled as a lumped capacitance then the the is equal to the dhc

dhe = P2 _ ool = the (4.75)
(O))
and
n = - 100% (4.76)

The effectiveness of components in the 9 story of the ILIB are given in Table 4.9.
Note that the partition wall has an effectiveness of nearly 100% and its phase angle is
almost 90 degrees. This means that the partition wall could be modeled as a lumped
capacitance.

Components such as the concrete block and structural steel are isolated from the room
air reducing their effectiveness for thermal storage. The steel is encased in fire proofing
above a suspended ceiling and behind gypsum walls. The concrete block in the core of

the building is located behind gypsum walls.
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Component THC DHC Effectiveness
Bw/F) Bw/F) DHC/THC
137,504 29,870 21.7%
Floor
Ceiling 137,504 15,805 11.5%
Walls 5,417 5,380 99.3%
Partitions 8,125 8,098 99.7%
Core Concrete 2,475 356 14.4%
Steel Supports 12,180 751 6.1%
Steel Risers 14,716 194 1.3%
Metal Fumiture 3,646 3,646 100.0%
15,731 15,731 100.0%
Pager I E——
Total 337,298 66,641 19.8%

Table 4.9 Thermal Effectiveness

The effectiveness of the floor is low due to a high resistance between the concrete
surface and the room air. If the diurnal heat capacity of the floor is recalculated without

the carpet resistance then

dhc = 3.33 £289° 4.77)
DHC = 48,285 £ 28.9° (4.78)
n=351% (4.79)

Removing the carpet increased the effectiveness of the floor by 13 percent. This example

demonstrates that diurnal heat capacity is sensitive to changes in surface resistance [11].
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4.10 CHAPTER SUMMARY

Admittance and diurnal heat capacity calculations are similar in form to the familiar U
value calculations. The U value is equivalent to the steady state (zero frequency)

admittance value.

Admittance and diurnal heat capacity methods provide an instructive and intuitive
way to assess the contribution of each building component to the buildings thermal mass.
These methods can be used to predict the reduction in cooling load due to thermal energy
storage in a building. Comparisons with the experiments show good agreement between

calculated and measured values of heat flux and energy storage.
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CHAPTER 5

VENTILATION COOLING

Ventilation cooling is the use of cool outdoor air to supplement or replace conventional
vapor compression refrigeration. In commercial buildings, internal gains may cause a
need for cooling even though outdoor air temperatures are relatively cool. Ventilation
cooling could provide a way to pre-cool the building at a lower cost than by mechanical
refrigeration. Savings will occur if the cost to operate a ventilation fan is less than the

cost of conventional refrigeration to provide the same amount of cooling.

The economizer cycle and pre-cooling are two types of ventilation cooling commonly
referred to in the literature. The economizer cycle [1] uses cool outdoor air during
occupied day-time periods to assist or replace conventional refrigeration. A controller
compares either outdoor air temperature or enthalpy to a set value. When the outdoor air
temperature or enthalpy is below the set value the outdoor air damper is opened allowing
more outdoor air into the building. Pre-cooling is the use of cool outdoor air to pre-cool a
building during unoccupied night-time or weekend periods. Pre-cooling reduces the
temperature of the thermal mass in the building. This cool thermal mass then reduces the

amount of cooling required during the day-time.

5.1 SIMULATION

Simulations in TRNSYS [2] were performed to investigate the potential for using outdoor
air to cool the ILIB. TRNSYS contains a library of modules which model HVAC
components. The flexible nature of TRNSYS allows these modules to be arranged or
modified to simulate an HVAC system. Modules are linked together in a "simulation

deck”. The TRNSYS simulation deck is listed in the Appendix.
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The TRNSYS Type 56 multi-zone model was used to compute cooling loads for a
typical ILIB zone. TYPE 56 uses the transfer function method to compute heat transfer
through building components. Cooling loads were calculated using energy rate control.
Under energy rate control auxiliary cooling loads are equal to the net gains from the
building zone. Cooling loads from the building zone were used to make the analysis

independent of HVAC equipment selection.

To represent the ILIB a single story was modeled. One story of a multi-story building
is sufficient if there is no net heat transfer between stories, and each story has similar
construction, use, and internal loads. The load of a typical story can then be extrapolated
to all stories. Since each story of a commercial office building is approximately the
same, a typical story can be used to represent the building. Figure 5.1 is a schematic of
the building zone model.

A separate module was written to provide either temperature or enthalpy control.
TRNSYS allows new modules written in FORTRAN to be added to the simulation
model. The controller compares either outdoor temperature or enthalpy to a set value.
The controller then turns the ventilation on if the outdoor value is below the set value.

The controller module is listed in the Appendix.

Since weather data for Jacksonville were not available, Typical Meteorological Year
(TMY) [3] weather data for Miami were used in the simulations. The combination of
warm temperatures and high humidity make this climate less desirable for ventilation
cooling. Nevertheless, during the winter, cooler outdoor temperatures could provide
some potential for ventilation cooling. Figure 5.2 shows the number of hours below a
given temperature during a month in Miami. For example, in January there are 386 hours

where the outside temperature is below 700F.
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Figure 5.1 Building Zone Model

5.2 BUILDING DESCRIPTION

Several schedules were set up to simulate internal loads. These schedules are listed in
Table 5.1. The TRNSYS building input description (BID) is listed in the appendix. The
zone air temperature was controlled to maintain a temperature of < 72°F and 50% relative
humidity during the day-time occupied period (Monday to Friday 6am to 6pm). This
corresponds to an enthalpy of 26.4 Btu/lb and is within the comfort region defined by
ASHRAE [4]. During the weekend and night-time unoccupied periods the zone

temperature and humidity are allowed to "float".
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Figure 5.2 Hours Below Temperature

The TYPE 56 zone model uses an effective air mass multiplier [2] to simulate
moisture capacitance. This multiplier was set to a value of 1 which includes the moisture
of the room air only. Simulations with higher values of the multiplier increased latent

loads but did not change the overall results.

The ventilation controller set points were 70°F for temperature control and 26 Btu/lb
for enthalpy control. The ventilation controller can also be scheduled so that ventilation
would occur during a set time period. Ventilation flow rates varied from of 3 to 5 air
changes per hour during the experiments. The ventilation flow rate was set to 4 air
changes per hour in the simulations. The infiltration flow rate was set to 0.5 air changes

per hour.



97

Total Load Week Weekend
Time % Load Time  %Load
Occupancy 13,260 (Btu/hr) | 7am-5pm 100% | 7am- 5pm 10%
Lighting 22,080 (Watts) 6am -9pm 100% | 7am-5pm 20%
Equipment 10,762 (Watts) j 7am-S5pm 100% 60%
Table 5.1 Internal Loads & Schedules
5.3 SIMULATION RESULTS

Simulations were performed with and without ventilation cooling. Simulations with

ventilation cooling allowed outdoor ventilation to occur any time the outdoor air

temperature or enthalpy was below a set value. This allowed ventilation to occur during

both day-time occupied periods, and night-time unoccupied periods. During the day-time

the ventilation cooling could overlap with the auxiliary cooling.

Simulations with ventilation cooling were compared to simulations with no

ventilation cooling (base cooling load). Figure 5.3 compares the total sensible and latent

loads for ventilation cooling under temperature and enthalpy control to the base sensible

and latent loads. The results show cooling load reductions during the winter season.

The percent reduction in cooling load is

Cooling Reduction (%) =

Base Cooling Load - Ventilation Cooling Load

Base Cooling Load

*100%

(5.1)

The percent cooling reduction under temperature control was 4.75% . The percent

cooling reduction under enthalpy control was 4.90% .
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Total Sensible & Latent Loads
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Figure 5.3 Total Sensible and Latent Loads

Figure 5.4 shows the latent component of the cooling load. Under enthalpy control
the latent load is less than the latent load under temperature control. This illustrates how
ventilation under temperature control may increase latent cooling loads. However,

temperature control is less difficult to instrument and maintain than enthalpy control .

To simulate pre-cooling, a time schedule was added to allow ventilation cooling from
7pm to Sam. The addition of a schedule eliminates any ventilation during the occupied
period, and the ventilation cooling does not overlap with the auxiliary cooling. With a
scheduled pre-cooling period, the cooling load reduction under temperature control was
1.27%. Reduction in cooling load under enthalpy control was 0.77%. Scheduling

decreased the net reduction in cooling load under both temperature and enthalpy control.
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Latent Loads
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Figure 5.4 Latent Loads

To compare the different ventilation cooling strategies, two additional ratios (cooling
effectiveness, and electrical effectiveness) will be defined. Cooling effectiveness is the
cooling load reduction divided by the ventilation cooling input

Base Cooling Load - Ventilation Cooling Load
Ventilation Cooling Input

Cooling Effectiveness =

5.2)
where

Ventilation Cooling Input = tncp, (Tr - Ta) (5.3)

m = mass flow-rate of air
Cp = specific heat of air
Tr = room air temperature

Ta = outside air temperature
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This ratio compares the total amount of ventilation cooling delivered to the building to

the resulting reduction in the auxiliary cooling load.

Electrical effectiveness is the reduction in the electrical energy required for cooling
divided by the electrical energy required for the ventilation fan. The reduction in the

electrical energy required for cooling is

Auxiliary Cooling Reduction (KWH)

_ (Base Cooling Load - Ventilation Cooling Load)
- COP*3413

(5.4)

where the average coefficient of performance (COP) is assumed to be 3.0. The electrical
power required to drive the fan is approximated [6] by
Air Change Rate * Volume * Total Pressure * Fan Hours

Fan Input (KWH) = Fan Efficiency * 511370 (5.3)
where
Air Change Rate = 4.0 (air changes/hour)
Volume = 119,000 Ft3 (building volume)
Total Pressure = 2 inches of water ("Wg.)

Fan Efficiency 60% (combined fan & motor efficiency)

Fan Hours total number of ventilation hours

The electrical effectiveness ratio is then

Auxillary Cooling Reduction (KWH) 56
Fan Input (KWH) (5.6)

Electrical Effectiveness =

This ratio relates the reduction in the electrical energy required for cooling, to the
increase in electrical energy required to operate the ventilation fan. For electrical rates
that do not vary by time of day, this is the ratio of savings to costs. Table 5.2 shows the
calculated percent cooling reduction, cooling effectiveness, and electrical effectiveness

for each simulation.
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Annual Cooling Load Reduction (%)

Control No Schedule Scheduled

Temperature 4.75% 1.27%

Enthalpy 4.90% 0.77%
Cooling Effectiveness

Control No Schedule Scheduled

Temperature 0.40 0.52

Enthalpy 0.62 0.52
Electrical Effectiveness

Control No Schedule Scheduled

Temperature 0.72 0.38

Enthalpy 1.36 0.47

Table 5.2 Simulation Summary

The simulations without a ventilation schedule yielded the greatest reduction in

annual cooling loads. Enthalpy control appears to be more effective than temperature

control according to the higher values of cooling and electrical effectiveness.
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5.4 SUMMARY

Some potential for ventilation cooling of the ILIB exists even in the warm humid climate
of Miami. Results from the simulations show reductions in cooling load due to
ventilation cooling. Enthalpy control was shown to be a more effective strategy than

temperature control for ventilation cooling.
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CHAPTER 6

CONCLUSIONS

The objective of this research project was to investigate the effect of building thermal
mass on cooling loads. The interaction of the HVAC system with the building's thermal
mass was studied through the analysis of data from experiments performed at the ILIB.
Results from these experiments show the effect of pre-cooling on thermal comfort, heat
flux, and energy use. Diurnal heat capacity calculations were shown to give a reasonable
estimate of the thermal storage capabilities of the ILIB. Simulations based on the ILIB

investigate the use of outdoor air ventilation as a source of pre-cooling.

6.1 RESULTS
Experimental data from two experiments at the ILIB show actual measured effects of pre-
cooling. Few experimental studies are available that show the effect of pre-cooling on

peak cooling loads.

Thermal Comfort
Pre-cooling can have a detrimental effect on thermal comfort. Strategies for pre-cooling
need to allow a sufficient warm-up period for the building occupants. Warm up time was

calculated using an estimated temperature rate

. _ (Target Temperature - Zone Temperature)
Warm Up Time (Hours) = Temperature Rate

6.1)

The temperature rate appears to have a linear relation to indoor temperature and a

quadratic relationship with outdoor temperature.

104
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Heat Flux

Measurements of heat flux at the floor surface were taken to determine the response of
the building thermal mass to pre-cooling. The results show the effect of pre-cooling on
the charging and discharging of the thermal mass. From the floor heat flux the carpet

resistance and the surface convective resistance could be calculated.

Resistance
-ft2- First Experiment Second Experiment
B |
Carpet 1.02 0.77

Table 6.1 Carpet and Surface Resistance

Energy Use

The effect of pre-cooling on energy use was measured by taking.the difference between
energy supplied to the 9th and 15th stories. Reductions in cooling load were shown to
occur shortly after the end of the pre-cooling period. The amount of weekend pre-cooling
was reduced in the second experiment. Additional pre-cooling over the weekend was

shown to be ineffective in reducing cooling loads. The results are shown in Table 6.2.
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First Experiment Week - 5 Days Experiment - 7 Days
Monday to Friday Friday to Friday

9 Energy / 15 Energy 1.36 2.04

Discharge / Charge 42% 19%

Second Experiment Week - 5 Days Experiment - 7 Days
Monday to Friday Friday to Friday

9 Energy / 15 Energy 1.34 1.61

Discharge / Charge 40% 26%

Table 6.2 Energy Parameters - First & Second Experiment

Diurnal Heat Capacity

Diurnal heat capacity calculations provide a way to predict the effective thermal storage
capabilities of a building. For a given diurnal temperature difference, the amount of
energy that can be stored and released in a building can be predicted. A thermal
effectiveness parameter shows how much of the total heat capacity is available for diurnal

energy storage. The overall effectiveness for a typical story of the ILIB is 20%.

DHC is a simplified and intuitive method that can evaluate the transient effects of
thermal storage. More complex calculations such as finite difference methods and
transfer function methods are better suited for computer simulations. Diurnal heat
capacity calculations can also be used as a design method to optimize the amount and

location of the thermal mass.
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Ventilation Cooling
Simulation results indicate that some potential exists for ventilation cooling of the ILIB.
Annual cooling load reductions of 4.9% were achieved with enthalpy control. Enthalpy

control was shown to be more effective than temperature control in reducing latent loads.

Pre-Cooling Guidelines

Based on the experimental results the following pre-cooling strategy is recommended:

o Include a warm-up period before the beginning of occupancy. Warm-up time can
be calculated from estimates of the temperature rate.

o Avoid long term (weekend) charging periods. Charging and discharging periods
should occur within a 24 hour cycle.

o During occupancy, keep zone temperatures at the lower limit of the comfort range
until the beginning of the peak period.
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APPENDIX A

SENSORS - PRODUCT INFORMATION

ITEM MODEL LOCATION
Energy Management & Barber Colman ECON VI | ILIB Control Room
Control System (EMCS)
Velocity Sensor Staefa FKA-V1 ILIB Supply and Return
Air Ducts
Temperature Sensor Staefa TS-5931 ILIB Supply and Return
Air Ducts
Computer Monitoring Apple IIE with Strawberry | ILIB 9th Story
Station Tree Analog Connection II
Heat Flux Sensor International Thermal ILIB 9th Floor
Measurement, Model A-1
Meter Solomat MPM 500e with { Hand Held
355 RH and 129MS
Probe 355 RH Temperature and { Hand Held
Humidity
Probe 129 MS Velocity, Hot Hand Held
Wire Anemometer
Meter Fluke Model 21 Hand Held
Multimeter with 00T
Probe 00T-807 1502 Temperature{ Hand Held
Sensor
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APPENDIX B

FINITE DIFFERENCE PROGRAM
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This finite difference program computes boundary heat flux from measured temperatures.
The temperatures are read from a file TEMP.DAT. Boundary resistances are calculated
using the computed heat flux. This program is adapted from a program written by G.E.
Meyers, ME764, 1988.
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PROGRAM FDMFLOOR

* Convection at Node 1,
* Specified Temperature at Node N

COMMON C(50,10),5(50,10),R(50),T(50),Y(50)
COMMON N,IBW,TIME,DTIME,NUMAX

DATA IOUT/11/,NROW/50/,NCOL/10/

OPEN (UNIT=IOUT,FILE=FLROUT,STATUS=NEW')

* Add Input For Surface Temperature

*1 Experiment 1
*1  OPEN (UNIT=TIN,FILE=TEMP1.DAT,STATUS='OLD")
*2 Experiment 2
OPEN (UNIT=TIN,FILE="TEMP2.DAT ,STATUS='OLD")
REWIND TIN
READ (TIN,700)
CALL INPUT
* Save Boundary Conductance

CONDUCT = S(N,1)
* Set Tolerance For R & H Value Calculation

WRITE(6,*) TOLERANCE'
READ(S,*) TOL

QBOUND = 0.0
* Set Initial Values
RVALUE = 0.0



RAVG =00
RSUM =00
IAVG =0
HVALUE = 0.0
HAVG = 0.0
HSUM = 0.0
JAVG =0
DAY = 0.0

* Set Initial Fluid Temp (TOLD)
TOLD =70.0

*1 Experiment 1

*1 NUSTART =25

*1 NUEND =312

*2 Experiment 2

*2 Week&Weekend: 7 Days Sat - Fri
NUSTART = 4
NUEND = 168

*2 Experiment 2

*2 Week: Mon 12 to Fri 12

* NUSTART = 64

* NUEND = 160
ZERO =00
QPLUS = 0.0
QMINUS = 0.0
WRITE (I0UT,601)
DT2 = DTIME/2.0

* Multiply R * T(N) = Boundary Temp

* Initial R Vector

* Modify R For Specified Temp
DO 20I=1,N

10

R(I) =RI)*DTIME*T(N)

SAVE =C(l,1)

DO 10 J=1,IBW

C(IJ) =S(1))*DT2

S(LJ) =-C(LJ)
CONTINUE

C(,1) = SAVE + C(,1)
S(I,1) =SAVE + S(I,1)

114
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20 CONTINUE

CALL DBAND(NROW,NCOL,N,IBW,C,NOGO)
IF (NOGO.EQ.1) GO TO 99
WRITE (I0UT,602)
- WRITE (IOUT,603)
WRITE (I0UT,604) (1, I=1,N)

* Modify R For Convection
R(1) = R(1)*TOLD/T(N)
* Specified Temperature at Node N
* Convection At Node 1
* Read Floor, Carpet, Room, and Return Air Temperatures
DO 40 NU=1,NUMAX
READ (TIN,701) TSURF, TCARP, TAIR, TRAIR
* Modify R For Specified Surface Temp
DO30I=1,N
R =R() * (TSURF / T(N))
30 CONTINUE
* Modify R For Convection
R(1) =R(1) * (TRAIR*T(N)) / (TSURF*TOLD)

CALL YAXPB(NROW,NCOL,N,IBW,S,R,T,Y)
CALL SBAND(NROW,NCOL,N,IBW,C,Y,T)

T(N) = TSURF
TOLD =TRAIR

* Compute Boundary Heat Flux and R Value
* Specific Example Q (Btu/Hr-ft2), R (Hr-Ft-F/Btu)
* NUSTART Set To Remove Initial Transient

IF (NU .GE. NUSTART .AND. NU .LE. NUEND) THEN
QBOUND = CONDUCT*(T(N) - T(N-1))

* Data BTU/ft2-Dtime
* Integrate BTU/ft2

QTOT =QBOUND*DTIME + QTOT

IF (QBOUND .GT. ZERO) THEN

ELS%PLUS = QBOUND*DTIME + QPLUS
QMINUS = QBOUND*DTIME + QMINUS
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ENDIF

IF (ABS(QBOUND) .GE. TOL) THEN
IF(ABS(TCARP-TSURF) .GE. TOL) THEN
RCarp = ABS((TCARP - TSURF)/QBOUND )
RAVG =RCarp + RAVG
RSUM =RCarp**2 + RSUM
IAVG =IAVG +1
ENDIF

IF (ABS(TAIR-TCARP) .GE. TOL) THEN
Rsurf = ABS( (TAIR - TCARP)/QBOUND )
HAVG =Rsurf + HAVG
HSUM = Rsurf**2 + HSUM
JAVG =JAVG+1

ENDIF

ENDIF

' WRITE (IOUT,605) NU, DAY, TIME, QBOUND, RCarp, RSurf,
& (T, I=1,N)

ENDIF

TIME = TIME + DTIME
IF (TIME .GE. 24.0) THEN
TIME =0.0
DAY =DAY +1.0
ENDIF

40 CONTINUE

* Compute average and standard deviation

RAVG = RAVG/REAL(IAVG)
HAVG = HAVG/REAL(JAVG)

RSUM = (RSUM/REAL(IAVG) - RAVG**2.0)**0.5
HSUM = (HSUM/REAL(JAVG) - HAVG**2.0)**0.5

WRITE (IOUT,606) RAVG, HAVG

WRITE (IOUT,607) IAVG, JAVG

WRITE (IOUT,608) RSUM, HSUM

WRITE (IOUT,609) QTOT, QMINUS, QPLUS, TOL

GO TO 999
99 CONTINUE
WRITE (I0UT,610)
601 FORMAT (/,' CRANK-NICOLSON APPROXIMATION")
602 FORMAT (/,' TRANSIENT TEMPERATURES')
603 FORMAT (/,2X,'NU',3X,'DAY",3X, TIME',3X,'QBOUND",2X, RCarp/,
& 2X,RSurf',2X, TEMPERATURE)
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604 FORMAT (35X,1017)

605 FORMAT (14, 10F7.2)

606 FORMAT (/,16X,RCarp="F8.2,5X,RSurf="F8.2)

607 FORMAT (5X,'OBSERVATIONS:'4X,18,12X,I8)

608 FORMAT (5X,'STD DEVIATION:'4X,F8.2,12X F8.2)

609 FORMAT (5X,'QTOT='"F8.2,2X,'QMINUS='"F8.2,2X,'QPLUS=TF8.2,
& 2X, TOLERANCE ='F8.2)

610 FORMAT (' 'DBAND FAILED. LOOK FOR INPUT ERRORS.")

700 FORMAT (1()))

*1 Format For TEMP1 Data File Experiment 1

*1 701 FORMAT (30X, F5.2, 4X, F5.2, 4X, F5.2, 4X, F5.2)
*2 Format For TEMP2 Data File Experiment 2

701 FORMAT (16X, F5.2, 3X, F5.2, 3X, F5.2, 3X, F5.2)

999 CONTINUE
STOP
END
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SUBROUTINE INPUT

COMMON C(50,10),5(50,10),R(50),T(50),Y(50)
COMMON N,IBW,TIME,DTIME,NUMAX
CHARACTER TITLE*80

REAL HVALUE

DATA IIN/10/,JOUT/11/
*1 Experiment 1
*1 OPEN (UNIT=IIN,FILE=FLRIN1',STATUS='OLD")
*2 Experiment 2

OPEN (UNIT=IIN,FILE=FLRIN2',STATUS='OLD")

* Input Value For Convection in Return Air Plenum

WRITE(6,*) 'H Value For Return Air'
READ (5,*) HYALUE

READ (IIN,501) TITLE

WRITE (I0UT,601) TITLE

READ (IIN,*) N,IBW

WRITE (I0UT,602) N,IBW
C**Read main-diagonal entries in C matrix

WRITE (I0UT,603)

READ (IIN,*) (C(L,1),I=1,N)

WRITE (I0UT,604) (C(L,1),I=1,N)
C**Read entries in S matrix, economy-banded form

WRITE (IOUT,605)

DO 10I=1,N
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READ (IIN,*) (S(L,J).J=1,IBW)
10 CONTINUE

* Modify For Convection At Return Air Plenum
$(1,1) =S(1,1) + HYALUE

DO 201=1,N
WRITE (IOUT,604) (S(1,)),J=1,IBW)
20 CONTINUE
C**Read entries in r vector
WRITE (IOUT,606)

READ (IIN,*) (R(I),I=1,N)
* Modify R For Convection At Return Air Plenum
R(1) =R(1) + HVALUE
WRITE (I0UT,604) (R(I),I=1,N)
WRITE (IOUT,609) R(1)

C**Read time-stepping parameters
READ (IIN,*) TIME,DTIME,NUMAX
WRITE (I0UT,607) TIME,DTIME,NUMAX
C**Read initial temperature distribution
WRITE (IOUT,608)
READ (IIN,*) (T(I),I=1,N)
WRITE (IOUT,604) (T(I),I=1,N)

501 FORMAT (A80)

601 FORMAT (/,A80)

602 FORMAT (/,' N =\I3,5X,IBW ='I3)

603 FORMAT (/,' MAIN-DIAGONAL ENTRIES IN C MATRIX',)

604 FORMAT (10E12.4)

605 FORMAT (/, ENTRIES IN S MATRIX, ECONOMY-BANDED STORAGE',)
606 FORMAT (/,'ENTRIES IN R VECTOR',))

607 FORMAT (/,' TIME ='E11.4,5X,DTIME ='E11.4,5X,NUMAX ='14)

608 FORMAT (/,' INITIAL TEMPERATURE DISTRIBUTION")

609 FORMAT (/, BOUNDARY H VALUE ='F6.2)

RETURN
END
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APPENDIX C

ADMITTANCE PROGRAM
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This program calculates the X, Y, and Z admittance for a multi-layered wall. The wall
has (NL) number of layers and (NL+1) Surfaces. If the wall is convectively coupled to an
air temperature then the inside surface (layer 1) will have resistance R(1). The boundary
condition can be adiabatic, convective, or fixed temperature. Convective boundary layers
are given a outside surface resistance R(NL+1). X Admittance is calculated at the inside
surface. Y Admittance is calculated from the inside to outside surface. Z Admittance is
calculated at the outside surface.
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PROGRAM ADMITTANCE

PARAMETER (N =20, N1 = N+1, ND = N*4)
PARAMETER (NIN = 5, NOUT = 6, NDAT = 15)

COMPLEX M(N1,2,2), MULT(2,2), TM(2,2), X(N1), Y, Z(N), G,
& ARG, HYPTAN(N), HYPCOS, HYPSIN, SUM

REAL A(N), R(N1), T(N), Ri, Ro, P, L, RHO, SPHT, COND,
& smallX, smallY, DHC, PHASE, MAG, ZERO, PI

CHARACTER YN*1
*x*kk* Subroutine Vector Converts Rectangular to Polar Coordinates
EXTERNAL VECTOR

**kkk* Tnitialize To Zero. If Boundary Condition Adiabatic,
**xk** R(NL+1) Remains = 0, and Matrix M(NL+1) Elements = 0.

DATA ((M(,J.K), K=1,2), J=1,2), I=1,N)/ND*0.0/
DATA (R(I), I=1,N1)/N1*0.0/

*¥dkkx* Output Data File

OPEN (UNIT=NDAT, FILE ="'ADMIT", STATUS=NEW")
sl e 2k ke 2k ok Constants

G =(1.0/SQRT(2.0)) * (1.0, 1.0)

PI =ACOS(-1.0)
ZERO = 1.0E-4



*¥kkkxk Set Period (Diurnal = 24 Hours)

WRITE(NOUT,*) 'PERIOD (HOURS)'
READ (NIN,*) P

*dkikkk* Number of Layers

WRITE(NOUT,*) 'Number of Layers'
READ (NIN,2003) NL

*¥kkxx* Outside Surface Boundary Condition: Adiabatic or Convective

WRITE(NOUT,*) Enter Layer Properties From Outside to Inside’
WRITE(NOUT,*) 'Outside Surface Adiabatic? y/n’
100 READ (NIN,2005) YN

*kdokkkk If Adiabatic Then Add A Boundary Layer X(NL+1)=0.0
*kkidkokk | eave Matrix Elements = 0.0
didkkkk Y = Z = 0.0 for Adiabatic Boundary.

IF (YN .EQ. 'y' .OR. YN .EQ. 'Y") THEN
NL =NL+1
X(NL) = (0.0,0.0)
GOTO 200

ELSEIF (YN .NE. 'n' . AND. YN .NE. 'N') THEN
WRITE(NOUT,*) 'Enter yes or no'
GOTO 100

ENDIF

***kkx* If Boundary Not Adiabatic Then Resistance or Material

WRITE(NOUT,*) 'Outside Layer Resistance Only? y/n'
130 READ (NIN,2005) YN

IF (YN .EQ.'y' .OR. YN .EQ. 'Y") THEN
WRITE(NOUT,*) 'Resistance (Hr-Ft2-F/BTU)'
150 READ (NIN,*) R(NL)
IF (R(NL) .LE. ZERO) THEN
WRITE(NOUT,*) 'Enter a R Value Greater Than Zero'
GOTO 150
ENDIF

kakkxdkk Resistance Boundary with Fixed Temperature = 0 at Surface NL+1

*xkkkd* Set Values For Resistive Boundary
*kskkx* X Admittance Vector: X(Surface)
*kxikkx M Transfer Matrix: M(Surface, Row, Column)

X(NL) = 1/R(NL)
M(NL,2,1) = R(NL)
M(NL,1,1) = (1.0,0.0)
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M(NL,2,2) = (1.0,0.0)
M(NL,1,2) = (0.0,0.0)

WRITE(NDAT,3007) NL
WRITE(NDAT,*) M(NL,1,1), M(NL,1,2)
WRITE(NDAT,*) M(NL,2,1), M(NL,2,2)

GOTO 200

ELSEIF (YN .NE. 'n' .AND. YN .NE. 'N') THEN
WRITE(NOUT,*) Enter yes or no'
GOTO 130

ENDIF

**kkkk* Read Material Properties For Material Layer

ddkkxx* Material Boundary with Fixed Temperature = 0 at Surface NL+1

WRITE(NOUT,*) Thickness (Inches)'
READ (NIN,*) L
L=1/12.0

WRITE(NOUT,*) Density (LBm/FT3)’
READ (NIN,*) RHO

WRITE(NOUT,*) ‘Specific Heat (BTU/LBm-F)'
READ (NIN,*) SPHT

WRITE(NOUT,*) 'Conductivity (BTU/Ft-F-Hr)'
READ (NIN,*) COND

**ikkk* Calculate Parameters

A(NL) = (2.0*PI*COND*RHO*SPHT/P)**0.5
T(NL) = L*(PI*RHO*SPHT/(P*COND))**0.5
ARG =T(NL)*G*(2.0%*0.5)

*¥ikxkk Hyperbolic Tangent (small Z) of the Argument (ARG).
**kkix* Hyperbolic Tangent, Cosine, and Sine Evaluated Using
*¥&k%xx* Euler Identities.

HYPTAN(NL) = (EXP(2*ARG)-1.0)/(EXP(2*ARG)+1.0)
HYPCOS =0.5*(EXP(ARG) + EXP(-1.0*ARG))
HYPSIN =0.5*(EXP(ARG) - EXP(-1.0*ARG))

ddckk* Admittance and Transfer Matrix for Material Boundary
X(NL) = A(NL)*G/HYPTAN(NL)
M(NL,1,1) = HYPCOS

M(NL,2,1) = HYPSIN/(A(NL)*G)
M(NL,1,2) = HYPSIN*(A(NL)*G)
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M(NL,2,2) = HYPCOS

WRITE(NDAT,3007) NL
WRITE(NDAT,*) M(NL,1,1), M(NL,1,2)
WRITE(NDAT,*) M(NL,2,1), M(NL,2,2)

**kxkk* Print Boundary Layer Admittance
200 CONTINUE

CALL VECTOR(X(NL), XMAG, XPHASE)

WRITE(NDAT,3003)
WRITE(NDAT,3004)
WRITE(NDAT,3005) NL, XMAG,XPHASE,A(NL),T(NL),R(NL)

*#4ik+* Main Program Loop: Calculate X and Y Admittance
*kxdkkk Start at Surface NL (Outside)
**xkxk¥ Proceed to Surface 1 (Inside)

DO 500I=NL-1,1,-1

WRITE(NOUT,*) LAYER', 1

kkdkdokkdkkk* Resistive Layer Calculation

300

350

WRITE(NOUT,*) 'Resistance Only? y/n'
READ (NIN,2005) YN

IF (YN .EQ.'y' .OR. YN .EQ. 'Y") THEN
WRITE(NOUT,*) 'Resistance (Hr-Ft2-F/BTU)'
READ (NIN,*) R(I)

IF (R(I) .LE. ZERO) THEN
WRITE(NOUT,*) Enter a R Value Greater Than Zero'
GOTO 350

ENDIF

Fokskdekokkokkxok*k*x Admittance and Transfer Matrix For Resistive Layer

XD = XA+1)/(1.0 + RD*X(I+1))

M(,2,1) =R(D)

M(,1,1) = (1.0,0.0)
M(1,2,2) = (1.0,0.0)
M(1,1,2) = (0.0,0.0)

WRITE(NDAT,3007) I
WRITE(NDAT,*) M(I,1,1), M(1,1,2)
WRITE(NDAT,*) M(I,2,1), M(1,2,2)

CALL VECTOR(X(I), XMAG, XPHASE)
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XDHC = XMAG*P/(PI*2.0)

WRITE(NDAT,3003)
WRITE(NDAT,3004)
WRITE(NDAT,3005) L, XMAG,XPHASE,ZERO,ZERO,R(I)

GOTO 500

ELSEIF (YN .NE. 'n' .AND. YN .NE. 'N') THEN
WRITE(NOUT,*) Enter yes or no'
GOTO 300

ENDIF

kkkkkxxx%* Read Material Properties For Non Resistive Layer

WRITE(NOUT,*) Thickness (Inches)'
READ (NIN,*) L
L=1/12.0

WRITE(NOUT,*) Density (LBm/FT3)'
READ (NIN,*) RHO

WRITE(NOUT,*) 'Specific Heat (BTU/LBm-F)’
READ (NIN,*) SPHT

WRITE(NOUT,*) 'Conductivity (BTU/Ft-F-Hr)'
READ (NIN,*) COND

Fkkkkkkkkk Calculate Parameters

A(D) = (2.0*PI*COND*RHO*SPHT/P)**0.5
T() = L*(PI*RHO*SPHT/(P*COND))**0.5
ARG =T@)*G*(2.0**0.5)

*kxkkkikix Hyperbolic Tangent (small Z) of the Argument (ARG).
*kdddkxkddkx Hyperbolic Tangent, Cosine, and Sine Evaluated Using
*¥dkkkkkdk* Euler Identities.

HYPTAN() = (EXP(2*ARG)-1.0)/(EXP(2*ARG)+1.0)
HYPCOS = 0.5*(EXP(ARG) + EXP(-1.0*ARQG))
HYPSIN =0.5*EXP(ARG) - EXP(-1.0*ARG))

*dokddkkdkkkk Admittance and Transfer Matrix for Material Layers

XD = (XI+1) + A*HYPTAN(D*G) /
& (1 + X(I+1)*HYPTAN(D/(AI)*G))

M(,1,1) = HYPCOS
M(1,2,1) = HYPSIN/(A(D*G)
M(1,1,2) = HYPSIN*(A(D*G)
M(L,2,2) = HYPCOS
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WRITE(NDAT,3007) 1
WRITE(NDAT,*) M(1,1,1), M(1,1,2)
WRITE(NDAT,*) M(1,2,1), M(1,2,2)

CALL VECTORX(), XMAG, XPHASE)
XDHC = XMAG*P/(PI*2.0)

WRITE(NDAT,3003)
WRITE(NDAT,3004)
WRITE(NDAT,3005) L XMAG,XPHASE,A(I),T(I),ZERO

500 CONTINUE

**xxxdkk Multiply NL Transfer Matrices
*¥kkkk* Initialize Transfer Matrix For First Multiplication
Hadokkiok M1*M2 Set TM = M1

DO 5501=1,2
DO 530J=1,2
TM(LJ) = M(1,LJ)
530 CONTINUE
550 CONTINUE

DO90L =2NL
#ikkikk Myltiply Transfer Matrices M(I)*TM

DO 800 I=1,2
DO 700 J=1,2
MULT(,J) = (0.0,0.0)
DO 600 K=1,2
SUM = TM(L.K)*M(L.K,J)
MULT(1,J) = MULT(,J) + SUM
600 CONTINUE
700 CONTINUE
800 CONTINUE

*xxkkk* Next Transfer Matrix = MULT
DO 8501=1,2
DO 830J=1,2
T™M(L,J) = MULT(,))
830 CONTINUE
850 CONTINUE
900 CONTINUE

dkkkkkk If Boundary Adiabatic ThenZ=Y =0
*¥¥**x* Check Boundary Layer
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IF (R(NL) .LT. ZERO) THEN
IF (REAL(X(NL)).LT.ZERO.AND.AIMAG(X(NL)).LT.ZERO) THEN

Z(NL) = (0.0,0.0)

Y =(0.0,0.0)
GOTO 990
ENDIF
ENDIF

*kkkkkk X and Y Admittance From Transfer Matrix
*kkkkkk ¥ Admittance = TM(1,1)/TM(2,1)
*kkkkkk Y Admittance = 1.0/TM(2,1)

**kixk*x Print Transfer Matrix

WRITE(NDAT,4001)
WRITE(NDAT,*) TM(1,1), TM(1,2)
WRITE(NDAT,*) TM(2,1), TM(2,2)
WRITE(NDAT,4003)

F¥3dkodkkk Print Y Admittance

Y =1.0/TM(2,1)

CALL VECTOR(Y, YMAG, YPHASE)
YDHC = YMAG*P/(2.0*PI)
"WRITE(NDAT,4005) YMAG, YPHASE

dokiokkiok Calculate Z Admittance From Stored Property Values
**xxxk*k Check First Layer = Boundary For Z Admittance
**¥x¥x* Boundary Layer Resistance or Material?

IF (R(1) .GT. ZERO) THEN
Z(1)=1/R(1)
ELSE

Z(1) = A(1)*G/HYPTAN(1)
NDIF

k¥kkkskdkdkk* Print Z Admittance For Boundary Layer

CALL VECTOR(Z(1), ZMAG, ZPHASE)

ZDHC = ZMAG*P/(2.0*PI)

WRITE(NDAT,5001)

WRITE(NDAT,3004)

WRITE(NDAT,3005) 1,ZMAG,ZPHASE,A(1),T(1),R(1)

DO 990 I=1,NL-1
*didkx* Check For Material Or Resistive Layer

IF (R(I+1) .GT. ZERO) THEN
%gé) =Z(D/(1.0 + RI+1)*Z(D)
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Z(I+1) = (Z@D) + AJ+1)*G*HYPTAN(I+1) )/
& ENI()IIFO + Z(I) * HYPTAN(I+1)/(A(I+1)*G) )

*kkikokokk* Print Z Admittance For Each Layer

CALL VECTOR(Z(1+1), ZMAG, ZPHASE)

ZDHC = ZMAG*P/(2.0*PI)

WRITE(NDAT,5001)

WRITE(NDAT,3004)

WRITE(NDAT,3005) I+1,ZMAG,ZPHASE,
& A(+1),T(I+1),R(I+1)

990 CONTINUE
dkdokdkk Print Finial Results

WRITE(NOUT,6001)
WRITE(NOUT,6003)
WRITE(NOUT,6005)
WRITE(NOUT,6007) XMAG, XPHASE, YMAG, YPHASE, ZMAG, ZPHASE

WRITE(NDAT,6001)
WRITE(NDAT,6003)
WRITE(NDAT,6005)
WRITE(NDAT,6007) XMAG, XPHASE, YMAG, YPHASE, ZMAG, ZPHASE

dkickxkk Formatted Output

2003 FORMAT (14)
2005 FORMAT (A1)
3003 FORMAT (/,4X,Layer',5X,’X Admittance',
& 8X,'A",6X,'T',6X,R")
3004 FORMAT (12X,2X,'MAG',4X,PHASE")
3005 FORMAT (4X,I3,4X,F7.3,1X,F7.2,8X,
& F5.3,2X,F5.3,2X,F5.3)
3007 FORMAT (/,4X, Matrix',I3)
4001 FORMAT (/,4X, Transfer Matrix')
4003 FORMAT (/,6X,"Y Admittance’,
& 1,4X,2X'MAG',4X,'PHASE))
4005 FORMAT (4X,F7.3,1X,F17.2)
5001 FORMAT (/,4X,Layer',5X,'Z Admittance’,
& 8X,'A',6X,T',6X,R")
6001 FORMAT (/,8X,’ADMITTANCE)
6003 FORMAT (14X,X',17X,'Y',17X,'Z")
6005 FORMAT (8X,3(MAG',6X,PHASE' 4X))
6007 FORMAT (1X,’ADMT:'",3(F7.3,2X,F7.2,2X))
STOP
END
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COMPONENT MATERIAL PROPERTIES

—_STORAGE | Quantity] Weight | Density | SpHt | Conduct | Area Thick | Volume 1 Capacity | Capacity
(b) abm3) ¢ Buybh) I BuwhhB)} _(07) &) @) 3 Bwh : BuF)
[FLOGR 1§ 6316208 110 022 04511 14500.00 0.3961  5225.00] 137,504  137,504]
'..._.._.. N - . - . _——
CEILING 1] 631620} 110 02 04311 14500.00 0.396F  5225.003 137,504} 137,504
(WALLS 122 2 10418 026 0.0931. 3000004, 00%%.... 20833 3417 3411
Em ) 15625 30 026 00971 10000.00 00318, 23438F 8135 8,125
Concrete Block 1 11250 023 0.600¢ 23500 0.667 2475 7475
|STRUCTURAL STEEL
Floor Supponts 701 101496§ 489 012 5651.51 0037
W18x40 2 920 439 0.12 0.026 1325
T Wi8x35 363 700 489 012 0.025 3094
W36x194 18 3492 489 012 0 7,543
W36x150 4 600 489 0.12 0.052 288% 12,180
Steel Risers 6] 122634 489 0.12 1329.79 0.189
Wi4x665 10§ 5985 459 0.12 0.336 7,182
Widx Z 3445 289 012 0216 3614
W14x287 4 2583 439 0.12 0.108 1,240
Wi4x426 8 3834 489 0.12 0.136 3,681 14716
METAL 1192834 N
Desk 6 190 489 0121 26200 740 0,005 039 1459
Table 50 80 489 0121 26200 31.41 0.005 0.16 480
File 2 Dr 7l 60 489 0123 26200 23.56 0.005 0.12 554
qDr_, 50 130 459 0123 26.200 1712 0,005 025 1152 3,646
[PAPER 8.3x11 ~ __ ~ ~ "
Desk & 131 L] 032 0.080 065 2,000 193 3088
‘abie 50 75 S8 032 0.080 0.65 2,000 1.30; 1,206
File 207 i 151 58 032 0,080 065 2,000 260 3716
4Dr 80 302 58] 032 0080 0.65 8,000 5.19 7721F 15731
H TOTAL: 3372971 331,297
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APPENDIX E

DISCRETE FOURIER TRANSFORM

ke ke 3k 3k e 2 b e 2 e 3 3k e e s e e o e sk e e e s b e s e e s e e e 3 e e e e 3 3 e e sk o e e b e sk e e s e e e e e e ke e sk ke e e e 3k ke ke ok ke ek

This program computes the discrete fourier transform of a data file. The data file is read
into a sequence (SEQ). The forward and inverse transform are then computed using an
IMSL subroutine.

she 3k abe 2 abe s ale o e 3 e s 3 e e e e e e e s e e 3 s e e e e e sk e e 3 e e e e e e e e e e e e e e e e e e e ke e 2k e ke e ke ke ke ke ke ke ke ok ke sk ke ke k

&

PROGRAM FFT

INTEGER IDIM
PARAMETER (IDIM=300)

INTEGER N, M, NINP, NOUT
REAL COEF(IDIM), C(IDIM), SEQ(IDIM), FREQ, X(IDIM),
R(IDIM), PHI, TOL

* IMSL LIBRARY FFT ROUTINES

EXTERNAL FFTRF, FFTRB

OPEN (UNIT = 10, FILE = 'SEQ.DAT', STATUS='OLD")
OPEN (UNIT = 15, FILE = FREQ.FWD', STATUS=NEW")
OPEN (UNIT = 20, FILE = FREQ.INV', STATUS=NEW')
REWIND 10

REWIND 15

REWIND 20

PI = ACOS(-1.0)
TWOPI =2.0*PI

* Set Input & Output Unit Numbers)

CALL UMACH (1,NINP)
CALL UMACH (2,NOUT)

* Number of Data Points To Read
100 WRITE(NOUT,*) 'Number of Data Points?'

READ (NINP,*) N

IF (N+1 .GT. IDIM) THEN
WRITE (NOUT,*) Too Large Try Again'
GOTO 100

ENDIF



WRITE(NOUT,*) Time Step of Data Points?'
READ (NINP,*) dT

*iikkx¥ Setup Dummy Variables To Match Data File
DO 200 I=1,N
READ (10,*) DATE, TIME, UC, OC, SEQ()
X(@) = SEQM
200 CONTINUE
CALL FFTRF (N,SEQ,COEF)
* Even or Odd Number of Data Points?

IREMAIN = JMOD(N,2)
IF IREMAIN .EQ. 0) THEN

ok o ok o ke ok ok Even

M=N/2+1
COEF(N+1)=0.0
ELSE

o kskskdkekkk Odd

M=(N+1)/2
NDIF

WRITE (15,1000)
WRITE (NOUT,1000)

WRITE (15,1003)
WRITE (NOUT,1003)

C(1) = COEF(1)/REAL(N)
R(1) = C(1)

PHI =0.0

FREQ=0.0

WRITE (15,1005) (1, R(1))
WRITE (NOUT,1005) (1, R(1))

DO 400 I=2,M

*J =2 (EVEN) =A COS
*J=1(ODD) =B SIN

DO300J=1,2
C(2*1-J) = COEF(2*I-J)*2.0/REAL(N)
300 CONTINUE
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A =C(2*I-2)
B =C(2*I-1)*(-1.0)

* Find quadrant (sign) and check for division by zero
* before calculating phase angle (PHI)

ZERO =0.001
R(I) =(A**2.0+B**2.0)**0.5

dkokdkokkdokkkk* Check for division by zero

IF (ABS(B) .LE. ZERO) THEN
IF (A .GT. ZERO) THEN
PHI = 90.0
ELSEIF (A .LE. -1.0*ZERO) THEN
PHI =-90.0
ELSE
PHI = 0.0
ENDIF
ELSE
PHI = (180/PI)*ATAN(A/B)
ENDIF

dedkdeskdekdekodkdkokkk Check Quadrant

IF (A .GT. ZERO) THEN
IF (B .LT. -1.0¥ZERO) THEN
PHI = PHI + 180
ENDIF
ELSEIF (A .LT. -1.0*ZERO) THEN
IF (B .LT. -1.0*ZERO) THEN
PHI = PHI - 180
ENDIF
ENDIF

FREQ =TWOPI*REAL(I-1)/REAL(N)
PERIOD = (1.0/FREQ)*TWOPI*dT

WRITE (15,1005) (I, R(I), PHL, FREQ, PERIOD)
WRITE (NOUT,1005) (I, R(I), PHI, FREQ, PERIOD)

400 CONTINUE

1000 FORMAT (1X,FORWARD TRANSFORM)

1003 FORMAT (3X,’M INDEX',5X,'MAG',11X,’PHI',11X,FREQ',10X,' PERIOD")
1005 FORMAT (1X, IS, 2X, F12.3, 2X, F12.3, 2X, F12.3, 2X, F12.3)

* Set Filter Tolerance

WRITE (NOUT,*) 'Set Tolerance'
READ (NINP,*) TOL
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500

700
1007
1010

1015
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IF (ABS(R(1)) .LT. TOL) THEN

c1) =00
COEF(1) =0.0
ENDIF
DO 500 I=2,M
IF( ABS(R(I)) .LT. TOL )THEN
C(2*I-2) =00
C(2*I-1) =00

COEF(2*I-2) = 0.0
COEF(2*I-1) = 0.0
ENDIF
CONTINUE

CALL FFTRB (N, COEF, SEQ)

WRITE (20,1007) (TOL)
WRITE (20,1010)
WRITE (20,1015) (1, 1, C(1), SEQ(1)/REAL(N), X(1))

DO7001=2M
DO600J=2,1,-1

K=2*[-J

WRITE (20,1015) (K, I, C(K), SEQ(K)/REAL(N), X(K))
CONTINUE
CONTINUE
FORMAT (1X,INVERSE TRANSFORM',5X, TOLERANCE =',1X,F10.3)
FORMAT (5X,N INDEX',1X,'M INDEX',6X,'COEF',10X,

‘SEQ/, 11X,’XVAL")

FORMAT (3X, I5, 3X, IS, 2X, F12.3, 2X, F12.3, 2X, F12.3)

STOP
END
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APPENDIX F

TRNSYS SIMULATION DECK

el she e e e e e e e e sk e s ke 3k e e e e e e e e e e e sfe e e s e e e e e e e e e e e e e ok e 3k e ke

* *
* INDEPENDENT INSURANCE BUILDING N
* FLOOR MODEL *
* January 10, 1990 *
%k *
34 3 2 3 s sk 2k e ke s Sk 3fe s 3 ke ke e ke ke 3k s ok sk s ke e e e She ke ke e s e ke e e ke e s e ke e e ke e e ok e

SIM 1 8760 0.5
WIDTH 132
*

ke s e e 36 s e 3 e e e e e 3k e e e e e e e e e e e e e K

UNIT 9 TYPE 9 DATA READER

ook skl ok ookl ok ok ok s ko ok

* Convert to English Units

* 1- DN Solar, 2 - Horz Solar, 3 - Dry Bulb, 4 - Humidity, 5 - Wind
PAR 19
51-10.088160-20.08816030.1832.040.0001053.2810201
g9X,F4.0,1X,F4.0,1X,F4.0,1X,F6.0,1X,F2.0)

Aok ek ok ok s ek ok ok ok sk sk e ok
UNIT 16 TYPE 16 RADIATION PROCESSOR
stk okl ek kel Rkl e ook s ek kol ke ek ok
*

PAR 7
* Erb Fix Day Lat  Solc Shft IE
3 1 182 25.78428.00 -1
INP 12
*Th T- T+ rhoN S E w
9,29,199,200,00,0 0,0 0,0 0,00,0 0,00,00,0
. 0.00.0 0.0 0.290.-165.90. 15. 90.-75. 90. 105.

sestesateoe bl ke ol el e ek e kel ekl el ek s kol ek ke e ks ke ek e o
UNIT 20 TYPE 33 PSYCHROMETRICS OUTSIDE AIR
st ke ek kel ke ek e s ok s ke sk ke kol ks ks ok ok sk s e o
*

PAR 2

* Dry Bulb & Humidity Ratio
4 2

INP2

* Tosa Wosa
9,3 9,4
80.0 0.01



*
ek koo ook koo ok koo koo kol ko ook
UNIT 22 TYPE 33 PSYCHROMETRICS ROOM AIR
ekl etk sk ook ek ook e e ik ek ook ok
*

PAR 2

* Dry Bulb & Humidity Ratio
42

INP 2

* Tr Wr
46,1 46,8
72.0 0.008

*

sestokoksk koo ik okl ek ol ek ok
UNIT 24 TYPE 14 FORCING FUNCTION
etk estokok ok ook skl ek ekl s ek ook sk e
*

PAR 12

* NIGHT VENTILATION 8PM TO 6AM
018180180181 241

*

e 3 e 3 sk s e e 3k s k¢ 3 e 3k ok e e ok ke e e ke e e 3k

UNIT 40 TYPE 40 CONTROL

etk sk sk sk etk ek sk ook

*

PAR 1

* Mode 1 = Temp 2 = Enthalpy
1

INP 5

* Tosa Tra Hosa Hra TimeVent
9,3 0,0 20,30,0 24,1
70.0 70.040.026.0 1.0

*

Aekeskdeok sk koo ok ok ok
UNIT 46 TYPE 56 OFFICE
etk ek ok ok ek ok deokok ek
*

PAR 2
* LULU
2122
INP 8
*Tmpw Th N S E W  Flow
9,3 94164 16,6 16,11 16,14 16,17 40,1
. 0.0 000000 00 00 00 00

3k b 3k fe sk e sk e she s e s e s e sk b s e s e sk e e e e e sk e sk e sk e e she e ke e e e e ke e

UNIT 26 TYPE 28 OUTPUT FOR TEMPERATURE
skt ekl el ekl ek ekl ek ek sk ke ok ek ek e ko
PAR 15

196144102

0-4040-40-40-4
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INP 5

9,3 46,1 46,18 46,17 46,16
LABELS 5

TOSA TPERM TFLR TROOF TWALL
*

e e e 2 o 2 e sk e e 3¢ she e e e e s e s e e e s e s e sk e e e e e e e de e ok 3k

UNIT 28 TYPE 28 OUTPUT FOR CONTROL
ke 3k 2k 2k e e e e ke e e e e e ke bk e ke ke ¢ ke e e e e e e ke b ok ke ke e e e ok ok ok
PAR 17

196144122

0-40-40-40-40-40-4
INP 6

40,1 46,5 9,3 20,3 46,1 22,3
LABELS 6
. CTL Qvent Tosa Hosa Troom Hroom

3k sk e ofe e ok ke 3 ke e ke 3k 3 ke e 3k ok e 3k s s 24 sk e e ke sk e e 3 e ke e ke ke 3 e ok ke e ke e sk ke ke e ok

UNIT 29 TYPE 28 OUTPUT FOR ENERGY BALANCE
2k 3k 3l 3k e 3k 3k e sk e e e de ke ok k¢ 3k e 3¢ 3 e e 2k 2k ke ke ke b e e e 3k e ke ke 2k ke k¢ e e e e e ke ke dke Sk
PAR 17
* Monthly Totals
-118760142
0-40-40-40-40-40-4
INP 6
* Qsens Qsurf Qvent QConv Qinf Qlat
46,2 46,3 46,5 46,7 46,4 46,10
LABELS 6
QSENS QSURF QVENT QCONY QINF QLAT
*

el e e she o b sk e 3k e sk e e e o e e e e s ke s e s e sk e e e sk e e e e e e e e e e e e ok e e ok

UNIT 30 TYPE 28 OUTPUT FOR ENERGY BALANCE
ke 3k 3 3 e s ke sk e e ke sfe sk b afe sk e ke e s ke b s e 3 e ke ok e s ke e e ke e e 2k sk e ok e e ok e e ke 3k
PAR 17
* Monthly Totals
-118760142
* Qsens Qs+ Qs-  Qlat Fan Hours
0-38-4078-40-404
INP 4
* Qsens QHeat QCool Qlat Fan Hours
46,2 46,2 46,10 40,1
LABELS 5
s QSENS Q+ Q- QLat Fan

END
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e s e s e she e e 3k 3k sk ske sk e ke ke 3 e sk 3 3 e s e s e 3 e s e sk e s ke e e s e s e s e s e s e s e 3 e e e S e sk 3 e 3 e sfe e e e She ke she e ke ske ek

THIS ROUTINE MODELS A ENTHALPY CONTROLLER FOR NIGHT COOLING.
ke 3k 3k sk e ke 3 ke e 2 e e sk e ke ke ke 3¢ ok 3k e 3¢ e e e e e ke le k¢ e e e 2 e e e ke e 20e e e e sk e sk 2k e ke ke ke ¢ e ke e e e 3 ke e 3k e e e e e e k¢ e ke e e
SUBROUTINE TYPE4()(TIME,XIN,OUT,T,DTDT,PAR,INFO)
* Dimension Arrays To # Inputs, Outputs & Parameters
DIMENSION XIN(5),0UT(1),PAR(1),INFO(10)
REAL TR, TOSA, HR, TVENT, HOSA, FLOW
INTEGER MODE
EXTERNAL TYPECK
*¥* FIRST CALL OF THE SIMULATION

IF(INFO(7).EQ.-1)THEN
NI=35

! Number of Inputs
NP=1 ! Number of Parameters
ND =0 ! Number of Derivatives
INFO(6) =1 ! Number of Outputs
INFO@9) =1 ! Initialize

CALL TYPECK(1,INFO,NI,NP,ND)
OUT(1) =0.0 ! Initialize
ENDIF

*** SET PARAMETERS
**%* 1 = Temperature Control, 2 = Enthalpy Control

MODE =PAR(1)

*** SET INPUTS
TOSA = XIN(1) ! Qutside Air Temperature
TR =XIN(2) ! Room Air Temperature
HOSA = XIN(3) ! Qutside Air Enthalpy
HR =XIN(4) ! Room Air Enthalpy

TVENT= XIN(5) ! Ventilation Time Schedule

C*** SET OUTPUTS
OUT(1)=0.0

*** MODE 1: Set Flow = 0 Unless Outside Temp Lower Than Room Temp
IF (MODE .EQ. 1) THEN

IF (TOSA .GE. TR) RETURN
OUT(1) = 1.0¥TVENT
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*** MODE 2: Set Flow = 0 Unless Outside Enthalpy Lower Than Room Enthalpy
ELSEIF (MODE .EQ. 2) THEN
IF (HOSA .GE. HR) RETURN
OUT(1) = 1.0*TVENT
ENDIF

RETURN
END
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-APPENDIX G

TRNSYS BUILDING INPUT DESCRIPTION

*INPUT DATA FOR INDEPENDENT INSURANCE
*QFFICE 9th FLOOR MODEL

*ENGLISH UNITS

%k

*December 28, 1989
%k

sk eoke e ke ke el ke ek e o
PROPERTIES

Aokt ok Aok ek ok ke e ek ok
*

DENSITY =0.075 :CAPACITY =0.241 : HVAPOR =1055.0
SIGMA =1.7122E-09 : RTEMP =527.67
*

e e sk e e e ke e e e dfe s e e ke e ke s e e ok

TYPES

e e e ke sk e e 3k s e ok 2k e e ke e ke ke dke e ok

*

* LAYERS

%

* THICKNESS __(FT)

* CONDUCTIVITY (BTU/HR-FT-F)
* CAPACITY  (BTU/LBm-F)
*DENSITY _ (LBmy/FT**3)
*RESISTANCE ~ (HR-FT**2-F/BTU)
sk

* Values From ASHRAE Fundamentals 1981
*

LAYER CONCRETE
* Interpolated Values, Average Thickness 4.75 Inch
*

THICKNESS = 0.396 : CONDUCTIVITY = 0.45
CAPACITY =0.22 :DENSITY =110.0

LAYER FIREPROOF
* Modeled as resistance

*
RESISTANCE =2.5
LAYER CARPET

* Table 3.1A Carpet and Rubber Pad
* Experiment 2 R=0.77
*

*

*

RESISTANCE =0.77
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%

LAYER CORNERS
* Model as 4 Inch Concrete
*

THICKNESS =0.33 : CONDUCTIVITY = 0.45
CAPACITY =0.22 :DENSITY =110.0

LAYER GYPWALL
* Interior Walls - 1/2 Inch Thick Gypsum

%k
THICKNESS = 0.0417 : CONDUCTIVITY = 0.093
CAPACITY =0.26 :DENSITY = 50.0

LAYER GYPART
* Interior Partition - 3/8 Inch Thick Gypsum

*
THICKNESS = 0.0312 : CONDUCTIVITY = 0.097
CAPACITY =0.26 :DENSITY = 50.0

LAYER HOLLOW

* Interior Walls - Non Reflective Airspace 2.5 Inch
*

%

*

*

RESISTANCE = 1.02

* K ¥ X ¥ *

INPUTS
Input Ventilation Flow Rate From Controller
. INPUTS FLOW
* WALLS

*

* CONVECTION (H) (BTU/HR-FT**2-F)
* ASHRAE HFRONT = 1.46 Inside Still Air
* HBACK = 4.00 Outside 7 MPH Wind

*

WALL OUTSIDE
LAYERS =GYPWALL, HOLLOW, CORNERS
ABS-FRONT =0.8 : ABS-BACK =0.8
HFRONT =146:HBACK =4.00

WALL INSIDE
LAYERS =GYPWALL, HOLLOW, GYPWALL
ABS-FRONT =0.8 : ABS-BACK =0.8
HFRONT =146:HBACK =146

WALL PARTITION
LAYERS =GYPART, HOLLOW, GYPART
ABS-FRONT =0.8 : ABS-BACK =0.8
HFRONT =146:HBACK =146

WALL FLOOR
LAYERS = CARPET, CONCRETE, FIREPROOF
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ABS-FRONT =0.8 : ABS-BACK = 0.8
HFRONT =135:HBACK =135
WALL ROOF
LAYERS =FIREPROOF, CONCRETE, CARPET
ABS-FRONT =0.8 : ABS-BACK =0.8
HFRONT =135:HBACK =1.35
*k

* WINDOWS

%k

* Curtain Wall Modeled As Glass Adjusted For Framing
* ASHRAE HOUTSIDE = 1.46 Inside Still Air

*  HINSIDE = 4.00 Outside 7.5 MPH Wind

WINDOW DOUBLE
UGLASS =0.972: HINSIDE =1.46 : HOUTSIDE = 4.00
ABSORBTANCE = 0.580 : REFLECTANCE = 0.356
*

* GAINS

*

* Add Gains and Schedules
* Computer Equipment PC's
* BTU/Hr

*

GAIN PEOPLE
* Table 4.5, 26.24 - 255 BTU/Hr Sensible, 255 BTU/Hr Latent
* Gain / Person Convective 68% Radiative 32%
CONVECTIVE = 173.0 : RADIATIVE = 82.0 : HUMIDITY = 0.0024

GAIN LIGHTS
* Estimated at 92 Watts/Fixture * 3.413 = 314.0 Btu/Hr-Fixture
* Convective 15% Radiative 85%
CONVECTIVE =47.0 : RADIATIVE =267.0 : HUMIDITY = 0.0

GAIN EQUIPMENT
* Typewriters, Computers, Printers, Copiers
* Total Load 10,762 Watts * 3.413 = 36,730 Bw/Hr
* Convective 20% Radiative 80%
CONVECTIVE = 7246.0 : RADIATIVE = 29384.0 : HUMIDITY = 0.0
*

* SCHEDULES

*

* Weekday & Weekend Schedules

%

£ 3

* Occupancy

SCHEDULE OCCWKD
HOURS =0, 7, 17
VALUES =0.0, 1.0, 0.0

SCHEDULE OCCWKE
HOURS =0, 7, 17
VALUES =0.0 0.1 0.0

SCHEDULE OCCUPY



DAYS =16
HOURLY = OCCWKD,0CCWKE

* Lighting

SCHEDULE LITEWKD

HOURS =0, 6, 21

VALUES =0.1, 1.0, 0.1
SCHEDULE LITEWKE

HOURS =0, 6, 21

VALUES =0.1 0.2 0.1
SCHEDULE LIGHT

DAYS =1,6

HOURLY =LITEWKD, LITEWKE

* Day Cooling & Heating

SCHEDULE COOLWKD
HOURS =0, 6, 18
VALUES =0.01.00.0

SCHEDULE COOLWKE
HOURS =0, 6, 18
VALUES =0.00.00.0

SCHEDULE AMCOOQOL
DAYS =1,6 _
HOURLY = COOLWKD, COOLWKE

* Humidity Limit

SCHEDULE LATWKD

HOURS =0, 6, 18

VALUES = 1.0 0.0085 1.0
SCHEDULE LATWKE

HOURS =0, 6, 18

VALUES =1.01.0 1.0
SCHEDULE LATENT

DAYS =1,6

HOURLY = LATWKD, LATWKE

* Equipment

SCHEDULE EQPWKD

HOURS =0, 7, 17

VALUES =0.6, 1.0, 0.6
SCHEDULE EQPWKE

HOURS =0, 7, 17

VALUES =0.6 0.6 0.6
SCHEDULE EQUIP

DAYS =1,6

HOURLY = EQPWKD, EQPWKE

INFILTRATION

INFILTRATION LEAK
AIRCHANGE =0.5

*
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VENTILATION

VENTILATION PMVENT
TEMPERATURE= OUTSIDE
AIRCHANGE =INPUT FLOW
HUMIDITY =OUTSIDE

HEATING & COOLING

COOLING CHILL
ON =720
POWER = SCHEDULE 800000.0*AMCOOL
HUMIDITY = SCHEDULE 1.0*LATENT
HEATING HOT
ON =68.0
POWER = SCHEDULE 800000.0*AMCOOL
HUMIDITY = SCHEDULE 0.0*LATENT

ORIENTATIONS

ORIENTATIONS HORIZONTAL NORTH SOUTH EAST WEST
ZONES

*

ZONES FLOOR9

34 3k 3 3fe 3 3 e e 3 e sk e 3k s e e ke vk e 3k 3k e e sk 3 ke 3k 3k ke 3k s e e sk e e sk e ol e e e e e ke e e ke e ek

BUILDING

ke ke e ke ke sk e s e sl e e e ke e ke e e s e sk e e ke e e s e e e s e e e e 3 e she e e e e e sfe e e e e e e sk

*

* ASSUMPTIONS:
* Identical boundary floor and ceiling

%

ZONE FLOOR9

WINDOW = DOUBLE

AREA =1440.0 : ORIENTATION = NORTH : TRANSMITTANCE = 0.064
WINDOW = DOUBLE

AREA =810.0 : ORIENTATION = EAST : TRANSMITTANCE = 0.064
WINDOW = DOUBLE

AREA =1440.0 : ORIENTATION = SOUTH : TRANSMITTANCE = 0.064
WINDOW = DOUBLE

AREA =810.0 : ORIENTATION = WEST : TRANSMITTANCE = 0.064

WALL = OUTSIDE

AREA = 108.0 : EXTERNAL : ORIENTATION = NORTH
WALL = OUTSIDE
AREA = 108.0 : EXTERNAL : ORIENTATION = EAST

WALL = OUTSIDE
AREA = 108.0 : EXTERNAL : ORIENTATION = SOUTH



*

WALL = OUTSIDE
AREA = 108.0 : EXTERNAL : ORIENTATION = WEST

WALL = INSIDE

AREA = 5000.0 :INTERNAL
WALL = PARTITION

AREA =10000.0 : INTERNAL

WALL =ROOF
AREA = 14500.0 : INTERNAL
WALL =FLOOR
AREA = 14500.0 : INTERNAL
REGIME
GAIN = PEOPLE : SCALE = SCHEDULE 52.0*OCCUPY
GAIN = LIGHTS : SCALE = SCHEDULE 240.0*LIGHT

GAIN = EQUIPMENT : SCALE = SCHEDULE EQUIP
INFILTRATION =LEAK

VENTILATION =PMVENT

COOLING = CHILL

HEATING =HOT

CAPACITANCE =1.0 : VOLUME =119000.0
TINITIAL =70.0: WINITIAL=  0.008

WCAPR =1.0

3k e ke ke ke e 2k e e ok 3k ke s ok e e ke ok ke ok ok

OUTPUTS

ke sk dle s e e 3he dle dle e e e e e ke Ske e e e e e

*

TRANSFER : TIMEBASE = 0.5
ZONES =FLOOR9
NTYPES =1,2,3,4,5,6,7,9, 10, 11,17, 19, 21

END
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