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SUMMARY

This paper investigates the sensitivity of the long-term performance simulations of solar energy systems to the degree of
stratification in both liquid and packed-bed storage units. The degree of stratification is controlled by the number of
nodes used in a finite-difference approximation of the storage system temperature distribution. Short- and long-term
simulations of typical water heating and solar thermal power plant systems are conducted. The results indicate that the
long-term performance of these systems is far less sensitive to the number of nodes used to represent the degree of
stratification than expected based on short-term simulations or experimental data. An explanation is offered for this

non-intuitive result. Copyright © 2007 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Thermal energy storage is an important considera-
tion in solar energy systems since solar energy
availability and thermal energy demand are
usually not coincident. Thermal energy can be
stored as sensible energy in liquid storage tanks
and in tanks that are filled with a porous media
such as pebbles. In either case, the performance of
the system is usually affected by the degree of
thermal stratification that can be maintained in the
storage unit. Mixing of stored energy at different
temperatures has an adverse affect on system

performance. Consequently, storage units are
designed to maximize stratification. In a water
storage tank, for example, stratification occurs
naturally since warm fluid has a lower density than
colder fluid. The system is usually designed so that
hot fluid is provided at the top of the tank and cold
fluid is provided at the bottom so as to enhance
stratification. A similar situation occurs in packed
beds although in this case, stratification does not
directly depend on the density of the fluid but
rather on the direction of flow of the fluid during
the charging and discharging operations. Perfect
stratification is not obtainable since mixing, axial
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conduction and thermal losses always occur to
some degree. However, with care, a high degree of
stratification can be maintained in a storage unit
by designing tanks with low inlet and outlet
velocities as demonstrated by Gari and Loehrke
[1] and Van Koppen et al. [2].

The performance of all solar energy systems is
dependent upon the weather. The weather may be
viewed as time-dependent boundary conditions
that are neither completely random nor determi-
nistic. The weather is best described as irregular
functions of time on both short (e.g. seconds,
minutes) and long (e.g. months and years) time
scales. It is this irregular behaviour of the weather
that complicates the analyses of solar energy
systems. Since the weather cannot be controlled,
repeatable experiments are difficult over long-term
conditions. It is for this reason that simulations are
most useful for the design of solar energy systems.
However, simulations of solar energy systems can
be computationally expensive because of the need
for simulating the system performance at short
intervals over long periods of time.

Models of both liquid and packed-bed storage
units have been developed and validated with
comparisons to experimental data. The governing
equations for the storage units are partial differ-
ential equations that require numerical finite-
difference solutions. The ability of these models
to represent the stratification observed in experi-
ments depends on the number of discrete sections
or nodes used in the simulation model. Increasing
the number of nodes provides greater stratification
and better agreement with short-term experimental
data, such as that provided by Zurigat et al. [3]
Mavros et al. [4] Driick et al. [5] and others.
Hundreds of nodes are usually needed to closely
represent the stratification that is observed in
experimental data. However, the computation
expense of a storage model used for long-term
performance studies increases with the number of
nodes employed.

This paper investigates the sensitivity of the
long-term performance simulations of solar energy
systems to the number of nodes used in both liquid
and packed-bed storage units. Short- and long-
term simulations of typical water heating and solar
thermal power plant systems are conducted. The
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results indicate that the long-term performance of
these systems is far less sensitive to the number of
nodes used to represent the degree of stratification
than expected based on short-term simulations
and experimental data. An explanation is offered
for this non-intuitive result.

2. WATER STORAGE SYSTEMS

The hot water storage tank is one of the key
elements of a solar heating system. The tank has to
fulfil several tasks, such as delivering sufficient
energy to the load in the form of mass flow rate
and temperature, decoupling the heat source and
load mass flow rates, providing energy to or from
unsteady heat sources during times when there is
either too little or excess resource available, and
allowing a reduction in the required heating
capacity of auxiliary heating devices [6]. This
section presents a one-dimensional model of liquid
storage tanks, which is used in a simulation of a
complete solar domestic water heating system. The
sensitivity of the integrated results over a long
period of time is determined with respect to the
number of nodes in the tank and the length of the
simulation.

2.1. Water storage tank model

The thermal performance of a liquid storage tank
subject to thermal stratification can be modelled by
assuming that the tank consists of N fully mixed
volume elements as described by Kleinback et al. [7]
and Duffie and Beckman [8]. Figure 1 shows the
internal flows associated with node i. This model
assumes that #1; is added to #»i in an adiabatic
mixing operation resulting in a net flow up or down.
Similarly, m, is added to #3. An energy balance
written on the ith tank node is given by
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Figure 1. Internal flows into node i. Adapted from
Kleinback et al. [7].

where T; is the temperature of the node, T, is the
temperature of the fluid from the heat source,
Tmains 18 the mains water temperature, Topy is the
temperature of the environment, M; is the mass of
fluid in the node, Cy is the heat capacity of the
fluid, #ipear and #yoaq are the fluid flow rates from
the heat source and to the load, respectively, Qaux,i
is the rate of auxiliary energy input into node i,
UA; is the heat loss coefficient of the tank
corresponding to node i, o; = 1, if fluid from heat
source enters node i, 0 otherwise, f; = 1, if fluid
returning from load enters node i, 0 otherwise,

i—1 N
Vi = Wihear E o — Mljoad Z ﬁj
J=1

5 1 if ;>0
"o if y<0

and ¢ = 1, if auxiliary heater is on, 0 otherwise.

Copyright © 2007 John Wiley & Sons, Ltd.

Several studies have found the need for a large
number of nodes in order to fully capture the effect
of stratification in the tank (e.g. Mavros et al. [4],
Obendorfer et al. [9]). For example, using experi-
mental data provided by Driick at University of
Stuttgart, Obendorfer et al. found that 100 or
more nodes are required to reproduce the degree
of stratification observed during short-term ex-
periments. However, fewer nodes may be sufficient
to capture the long-term performance of the
system. The following sections present the results
of long-term simulations, in which several para-
meters are changed in order to compare the
performance of the system predicted with a tank
model with 1, 2, 6, 15 and 50 nodes.

2.2. Validation of the storage tank model

Newton [10] compared the results of the one-
dimensional model with the experimental results
obtained by Zurigat et al. [3]. The experimental
set-up of Zurigat et al. consisted of an insulated
steel test tank (2.5mm thick wall with 7.62cm of
fibreglass insulation) in which hot water at a
constant temperature of 89°C entered at the top of
the tank at a flow rate of 0.1251s™! (1.98 gpm).
The tank was initially at a constant temperature of
19°C. The test was a single charge cycle in which
water was drawn into the tank until the entire tank
reached a constant temperature. Figure 2(a) shows
the dimensions of the tank and the location of the
thermocouples for comparison with the computer
model. Figure 2(b) compares the experimental
temperature profiles with the results of the one-
dimensional model at the different thermocouple
heights. The one-dimensional model was solved
with different number of nodes, and it was found
that 100 or more nodes were required in order to
closely represent the observed stratification in the
tank, consistent with the results of Obendorfer
et al. [9]. In order to ensure the stability of the
solution, a time step equal to 6min was used to
simulate the tank with 100 nodes. The solution of
the model with fewer nodes resulted in a skewed
temperature profile showing reduced stratification
when compared with the experiments. A logical
conclusion of this study is that many (100 or more)
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Figure 2. Experimental validation of one-dimensional

tank model: (a) dimensions of water tank (in meters) and

(b) non-dimensional temperature distribution inside

tank with different number or nodes and experimental
results. Adapted from Newton [10].

nodes are needed to accurately represent the
stratification in a water storage tank.

2.3. Long-term simulation results for water storage
Systems

In order to study the effect of the number of nodes
in the one-dimensional tank model, a solar
domestic water heating system as shown in Figure
3(a) was simulated in TRNSYS [11]. The main
energy source was a single-cover solar collector
having an area of 4m?, and efficiency curve
characterized by an intercept of 0.8 and slope of
3.61 Wm~2K~!. Water was pumped through the
collector loop at a flow rate of 2001h~" when the

Copyright © 2007 John Wiley & Sons, Ltd.
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Figure 3. (a) Solar domestic water heating system
simulated in TRNSYS and (b) normalized water
consumption schedule.

solar radiation was high enough to increase the
water temperature in the tank. The hot water
storage tank had a volume of 0.3m?, which
corresponds to a standard storage capacity of
751 of stored water per square meter of collector
area [8]. Water was drawn from the water mains at
15°C. The average daily water consumption was
3001day™!, simulated with the normalized sche-
dule shown in Figure 3(b). If the solar resource
was not sufficient to heat the water to the set point
of 45°C, an instantaneous heater placed after the
mixer was activated as needed to meet the load. A
tempering valve controlled the water temperature
to the load to ensure that is was not above the set
temperature.

The performance of the system is described in
terms of the solar fraction F, defined by

F _ 1 _ ‘/‘:0 Qaux dz (2)
f,:] P0ad Ce(Tser — Tnains) d2
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where Tg is the hot water set temperature which
was fixed at 45°C. A solar fraction equal to one
indicates that all the energy required by the load is
provided with the solar collector. On the other
extreme, it is possible to have the auxiliary heater
provide more energy than needed to meet the load
in order to make up for the environmental losses;
in this case, Equation (2) may yield a negative
number for F.

Two sets of simulations were performed: first,
hourly weather data corresponding to a typical
meteorological year were used to simulate the
effect of the variability of the environmental
conditions during a year-long simulation. Second,
several system parameters (such as collector size,
tank size, daily water consumption and collector
flow rate) were modified in order to verify that the
sensitivity of the results to the number of nodes
was consistent over a wide range of values. The
system was simulated with a storage tank with
different number of nodes, from 1 to 50. In order
to ensure that the node size produced a stable
solution, a time step of 15 min was used, which in
all cases resulted in a Courant number below the
critical value of 1 [12]. The results obtained with
this time step were less sensitive to the use of
smaller time steps than with respect to the number
of nodes and other variables. Additional informa-
tion relating to the time step and the Courant
number is provided in Section 2.6.

2.3.1. Typical meteorological year simulations. Si-
mulations were conducted using the weather
conditions corresponding to a typical meteorolo-
gical year for the city of Zurich (Switzerland). The
use of actual weather data takes into account the
variability of the boundary conditions, which
prevents the system from reaching a dynamic
steady state. Figure 4 shows the solar fraction as a
function of time and number of nodes used to
represent the tank. The storage tank was assumed
to be at a uniform temperature at the start of the
simulations. Initial tank temperatures of 20 and
50°C were assumed. However, the effect of the
initial conditions becomes insignificant after ~ 60
days. The difference in solar fraction between the
50-node and the 1-node tank is less than 0.07 after
60 days of simulation, while the difference in solar

Copyright © 2007 John Wiley & Sons, Ltd.
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Figure 4. Effect of number of nodes on integrated solar
fraction with initial uniform temperatures of 20 and 50°C.
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Figure 5. Difference in integrated annual solar fraction

between a system with a finite node size and the
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size. The extrapolated results were calculated with
Richardson extrapolation.

fraction between the 50-node and the 6-node tank
is about 0.01.

Richardson extrapolation was used to calculate
the annual solar fraction that would be obtained
with an infinitesimally small node size [13]. This
extrapolated value was used to determine the
difference in annual solar fraction between the
extrapolated value and that determined with a
finite node size as shown in Figure 5. It was found
that only a few nodes were required to reduce the
calculated error in annual solar fraction to less
than 0.05: these results are non-intuitive given that
the single-day simulation results indicated that as
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many as 100 nodes were needed to replicate the
experimentally observed stratification.

2.4. Effect of system parameters

Several system parameters were varied in the
simulation in order to investigate the sensitivity
of the annual system performance to the number
of nodes. The annual solar fraction was calculated
with the weather data for the city of Zurich for
different values of collector area, tank volume,
daily water consumption and collector flow rate
(see Figures 6 and 7). In all of the cases it was
found that the differences between the results for
the 1-node and the 50-node tank were less than
0.08. Furthermore, the results of solar fraction
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Figure 6. Effect of daily average water consumption,
collector area and tank volume on annual solar fraction.
Simulations performed with typical meteorological year
for Zurich (Switzerland): (a) 3001 tank and (b) 4001 tank.
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with a 6-node tank were within 0.01 of the results
with a 50-node tank. In all the cases, these
differences were almost constant, demonstrating
that simulations conducted with storage repre-
sented with a few nodes yield a similar annual
estimates to those obtained with a tank model that
uses many nodes.

2.5. Effect of time step

The effect of time step was assessed by calculating
the annual solar fraction with weather data for the
city of Zurich for tanks with different number of
nodes and time steps, as shown in Figure 8. The
Courant number for the tank was below 1 in all
cases (see Section 2.6). Richardson extrapolation
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Figure 7. Effect of collector loop flow rate on annual

solar fraction. Simulations performed with typical
meteorological year for Zurich (Switzerland).
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Figure 8. Effect of time step on annual solar fraction.
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was used to calculate the annual solar fraction for
an infinitesimally small time step. The annual solar
fraction was found to be more sensitive to number
of nodes than to the time step for these simula-
tions, e.g. the 50-node tank exhibited a difference
in solar fraction of 0.01 between the 15-min time
step and the extrapolated value for an infinitesi-
mally small time step, while the difference between
the annual solar fraction (for an infinitesimally
small time step) between a 50-node and a 1-node
tank was about 0.05.

2.6. Effect of number of nodes and time step on the
total simulation time

The total simulation time is affected by the number
of nodes in the tank in two ways: first, a greater
number of nodes in the tank require the solution of
a greater number of equations. Second, an
increased number of nodes may require a shorter
time step in order to ensure the stability and
convergence of the solution. This condition is met
if the Courant number is less than one. The
Courant number is defined by

v At
= Ax @)

where Ar is the time step, Ax is the distance
between nodes and v is the mean velocity inside the
tank. This expression can be rewritten in terms of
the maximum mass flow rate into the tank, m, the
fluid density, p, and the cross-sectional area of the
tank A.:

Co

_m At
T pAcAx
This expression, based on the maximum mass flow
rate into the tank, sets the most extreme condition
for the Courant number. Any other combination
of mass flow rates into and out of the tank will
result in a smaller Courant number.

Simulations were performed with a constant
time step of 0.25 h, which ensured that the Courant
number was below 1. Figure 9 shows the total
simulation time, normalized by the total simula-
tion time of the solar system with a 1-node tank.
When the simulations were performed with a
constant time step of 0.25h, the simulation time
required by the 50-node tank was 2.3 times the

Co

Q)
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Figure 9. Effect of number of nodes and time step on
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simulation time of a 1-node tank. However, when
the simulations were run with the time step
required to maintain the same Courant number,
the time required by the 50-node tank was 34 times
the simulation time of a 1-node tank.

2.7. Discussion of the solar water heating system
results

The results indicate that the solar fraction becomes
less sensitive to the number of nodes used to
represent the stratification in the storage tanks as
the length of time of the simulation increases. The
performance calculated with six nodes is very close
to that found for 50 nodes for a one-year
simulation, yielding a difference in solar fraction
of about 0.01. The results of this study show that,
although many nodes may be needed to duplicate
the behaviour observed in a short-term experi-
ment, a model with many fewer nodes (and thus
less computational expense) is sufficient for deter-
mining long-term system performance. This find-
ing indicates that in long-term simulations, the
level of detail in which the temperature inside
the tank is represented is less important than the
overall energy balance on the system.

3. THERMAL POWER PLANT SYSTEMS

Solar thermal power plants, like domestic hot-
water systems, are typically simulated over long
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periods of time using models calibrated against
short-term data. In this section a model is
presented for the simulation of high-temperature
packed-bed thermal storage tanks. The sensitivity
of relevant simulation results to numerical preci-
sion is considered over varying time scales to
investigate the connection between model calibra-
tion based on short-term data and long-term
simulation results.

3.1. Packed-bed thermal storage model

The Schumann [14] model is a one-dimensional
heat transfer model of fluid flow through a packed
bed. It neglects axial conduction, viscous dissipa-
tion, temperature gradients within the solid
particles and convective shell losses. These simpli-
fications are appropriate for well-designed thermo-

cline storage systems [15,16]. The Schumann
model takes the form of two coupled governing
differential equations:

., 4T dT
iCrg =+ predeCr—g = ~h AT = T) - (5)
dT,
p(1-9CG—=h(T1~T) (6

where #; is the fluid flow rate, C; is the specific heat
capacity of the fluid, p; and p, are the densities of the
fluid and solid material, respectively, ¢ is the void
fraction, Ay is the volumetric fluid-solid heat transfer
coefficient, 4. is the cross-sectional of the storage
system, 77y and T; are the temperatures of the fluid
and solid, respectively, x is the spatial coordinate in
the flow direction and ¢ is time.

Storage systems intended for use in power plants
use high-temperature oils or molten salts as the
fluid storage medium along with rocks and sand as
the solid material. Such a configuration results in
substantial fluid—solid heat transfer surface area as
well as much higher fluid-solid heat transfer
coefficients than those observed in the more
commonly modelled gas—solid systems. McMahan
[15] showed that, based on this observation, it is
appropriate to assume an infinite fluid-solid
volumetric heat transfer coefficient in these sys-
tems. With this assumption, the fluid and solid are
in thermal equilibrium (T¢(x, ) = T(x, £)) at all

Copyright © 2007 John Wiley & Sons, Litd.

positions at any time. Applying the infinite heat
transfer assumption to the Schumann model
simplifies Equations (5) and (6) to a single
homogeneous governing equation:

Cr o+ (preCr - pyll = YCHT =0 ()
Note that both the fluid and solid thermal
capacitances are included in the time-derivative
term. Fluid capacitance is often neglected when
modelling gas-solid systems where the fluid
thermal capacitance is small. However, the ther-
mal capacitance of the liquid is significant relative
to that for the solid in the liquid-solid systems
used for power plant storage [15,17]. Combining
the two capacitance terms, as in Equation (7),
accounts for the thermal capacitance effects in the
fluid assuming thermal equilibrium between the
solid and the fluid.

Equation (7) was solved using a single-step
explicit numerical technique wherein the equation
for each node during each time step is

1y Cr( (Tt + Tan\  (Tan + Tesin
Ax 2 2

€Cr + p(1 —9C,)4
Gt p 0= 1y ®)

At
where
_H _ prAcAx(1 —¢€)
Ax = i At = i )]

In Equation (8), H is the height of the storage unit
and N is the number of discretized sections used in
the finite-difference approximation. At is defined
such that the amount of fluid passing through a
node in one time step is equal to the fluid capacity
of a single node. Tying the time step to the node
size allows overall numerical precision to scale in a
uniform manner as the node size is varied.
Figure 10 shows the solution of Equations (8)
and (9) for a case in which an initially isothermal
storage tank is charged with a constant tempera-
ture flow for a fixed period of time. The system
parameters are chosen to be representative of a
power plant storage system. The fluid capacitance
rate is 1.7 MW K~! and the combined fluid-solid
capacitance is 560 MJm~™' K~!. The numerical
solution clearly converges as the number of nodes
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Figure 10. The numerical solution to Equation (7)
converging on its analytical solution as the number of
computational nodes increases.

increases. It appears from Figure 10 that at least
100 nodes are required to obtain a reasonable
approximation of the converged temperature
profile, and substantially more nodes are required
to match it precisely.

3.2. Simulation results for thermal power systems

The model developed in the previous section was
used to run a series of simulations. The objective
of these numerical experiments is to determine
whether the conclusions regarding the number of
nodes needed for accurate results obtained for a
single charge-discharge cycle apply to long-term
performance calculations.

To describe the performance of the model over
varying time scales it is necessary to define a metric
that is relevant to the balance-of-system operation
and applicable over short and long simulation
periods. The model developed here is specific to
storage systems designed for power generation. In
power generation applications a convenient and
appropriate measure of storage system perfor-
mance is the second-law efficiency of the storage
unit defined in the following manner:

;o .
fto (lpout,discharge - ‘pin,discharge) dz
T -
ft (‘x[/in,charge - lAbout,charge) dt
0

(10)

Nond law =

Copyright © 2007 John Wiley & Sons, Ltd.

where v is the availability (exergy) rate of an
incompressible fluid defined as:

Y = iy | Ce(Tr — To) — T()Cfln(ﬁ>:, €3))
Ty

Availability is the theoretical upper limit on the
amount of work that can be extracted from a
thermal resource. The second-law efficiency of the
storage unit represents the percentage of potential
work, delivered to the storage system during
charging, that is recovered during discharging.
Availability is destroyed when fluids of different
temperatures are mixed. This mixing causes the
temperature of the fluid discharged from the
storage system to be lower than it was during
charging.

As seen in Figure 10, the infinite heat transfer
model converges to a perfectly stratified storage
system since internal mixing and axial conduction
effects are assumed to not occur. A perfectly
stratified storage system would attain a 100%
second-law efliciency, since the absence of mixing
and conduction effects results in no availability
being destroyed.

3.3. Discussion of the thermal power system simu-
lation results

Figure 11 shows the results of three sets of
simulations for which the error in the predicted
second-law efficiency is calculated as a function of
the number of computational nodes. The error is
defined as:

error = ——————mref — 1 12)

Nrer
where # is the second-law efficiency for a system
with finite number of nodes, and 7, is the second-
law efficiency of a system with infinite number of
nodes.

The first set of simulations (solid circles) is a
single charge-discharge cycle, where an isothermal
storage tank is charged at constant flow rate and
temperature long enough to replace ~ 75% of the
initial fluid capacity. The tank is then discharged
for an equal period of time at the same flow rate.
The second set of simulations (open circles) uses
the same charge~discharge cycle, but instead
reports the second-law efficiency integrated over
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Figure 11. Error in the computation of second-law
efficiency as a function of the number of numerical
nodes for three cases: a single charge—discharge cycle; 10
identical charge-discharge cycles; and the calculation of
dynamic steady-state storage system efficiency.

10 cycles. The final set of simulations (triangles)
shows the error in calculating the dynamic steady-
state efficiency of the storage system. The dynamic
steady state can be viewed as the result of an
infinite number of charge-discharge cycles, since
the system performance eventually arrives at a
dynamic equilibrium condition where predicted
storage system efficiency does not change from one
cycle to the next.

The single-cycle second-law efficiency shows an
error of about 15% in Figure 11 for the 10-node
simulation and a single charge-discharge cycle.
The 15% error in second-law efficiency seems
extremely modest considering how poorly the 10-
node temperature profile compares to the con-
verged solution in Figure 10. Tank temperature
profiles are a convenient way to match models
with experimental data or analytical solutions, but
the error in these profiles may not be indicative of
the error in the calculated long-term performance.

In Figure 11, the single-cycle case shows
substantially more error than either the 10-cycle
or the dynamic steady-state simulations. This
observation demonstrates that, although a numer-
ical solution with a given number of nodes may do
a poor job of predicting the single-cycle perfor-
mance of the storage system, over time the error
associated with this initial prediction is mitigated.

Copyright © 2007 John Wiley & Sons, Ltd.

It is apparent, then, that the number of nodes
required to achieve a desired degree of accuracy
over longer simulation periods is smaller than
would be expected based on the temperature
profile or single-cycle results. For example, if 4%
second-law efficiency error were the accuracy
target, more than 400 nodes would be required
for a single-cycle simulation. However, only 50
nodes would be needed for 10 cycles and 20 for
dynamic steady-state operation.

In order to understand why the error is reduced
over time, the temperature profiles for two
simulations are considered: one with 600 nodes
and one with 20 nodes. Figure 12(a) shows the
results for the 600-node simulation. After the
initial charge (from isothermal conditions) there is
nearly perfect stratification since the large number
of nodes provides a close approximation of the
analytical solution. As a result, the 600-node
simulation generates little error over both a single
cycle and the long term. Note that the temperature
profiles change very slightly from cycle to cycle,
rapidly converging on the dynamic steady-state
solution. Note also that the minimum discharge
temperature (the temperature at which the dis-
charged temperature profile intersects with the top
of the tank) increases as the number of cycles
increases. This increase in minimum discharge
temperature results in an increase in second-law
efficiency, and a better approximation of the
analytical solution (100%).

Figure 12(b) shows similar results for the 20-
node simulation. The 20-node simulation also
approaches steady-state temperature profiles, but
it does so through much larger variation in the first
several cycles. The large variation in temperature
profiles results in a larger increase in the minimum
discharge temperature, and a subsequently larger
change in long-term error observed in Figure 11.

The large variation in minimum exit tempera-
ture in the 20-node model is a result of the energy
that is ‘stranded’ at the top of the tank during the
first discharge cycle. This energy would have been
discharged in the converged model. The ‘stranded’
energy serves as the initial condition for the
following cycles which triggers the increase in
minimum outlet temperature, and the subsequent
decrease in second-law efficiency error.
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Figure 12. The development of temperature profiles

within the thermocline tank over the course of four

charge—discharge cycles for: (a) 600 nodes and (b) 20
nodes.

The tendency of the small node-count simula-
tions of packed-bed thermocline storage systems
to substantially reduce error over time demon-
strates a mechanism through which errors incurred
in predicting the performance of individual cycles
can be self-corrective by augmenting the predicted
performance of the cycles that follow. These
long-term model dynamics demonstrate that the
numerical precision required to predict the perfor-
mance of a single storage system cycle is not a
sufficient criterion to require the same level of
numerical precision for a long-term simulation.

Copyright © 2007 John Wiley & Sons, Ltd.
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Figure 13. Error in the computation of second-law
efficiency as a function of the number of numerical
nodes for two cases: dynamic steady-state storage
system second-law efficiency and second-law efficiency
calculated during an annual power plant simulation.

The case considered thus far, a storage unit
charged and discharged with constant periodic
forcing functions, is a useful exercise but does not
capture all of the variation and complexity
inherent in any realistic system simulation. To
reinforce the observations already made about the
differences between single-cycle and long-term
storage simulations, a year-long simulation of a
solar thermal power plant with thermocline
storage was run. This simulation uses the storage
system model described in this section along with a
parabolic trough solar field model and steam
power cycle model developed by Patnode [18].
Based on weather data from Daggett, CA, the
solar field produces heat transfer oil at constant
temperature (400°C). The storage system is con-
trolled to operate as a load-levelling device. That
is, charging and discharging the storage system in
order to maintain a constant flow rate of heat
transfer oil to the power cycle. Figure 13 shows the
results of this annual simulation compared to the
dynamic steady-state data from Figure 11. For all
levels of numerical precision considered, the
annual simulation produced less error in second-
law efficiency error than the dynamic steady-state
values obtained with periodic forcing functions.
This result implies that the highly varying storage
system inputs that are part of a weather-driven
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simulation have an additional self-corrective effect
that, compounded over a year-long simulation,
further reduces second-law efficiency error.

4. DISCUSSION

These simulations of water heating and thermal
power systems represent two very different sys-
tems. In both cases, the behaviour of long-term
simulations is insensitive to number of nodes
although significant sensitivity is observed in
short-term (e.g. 1 day) simulations. This effect
may be explained by the following phenomena:

@ The stratification of the tank implies the
existence of three very distinct zones within
the tank: a hot-temperature zone, a cold-
temperature zone and the zone where the
temperature gradient is present, as shown in
Figure 14. Although the number of nodes
affects the size of the zones within the tank,
Figures 2 and 5 show that the size of the hot
zones for tanks with different number of nodes
is very similar. The similar size of the hot-
temperature zones combined with the fact that
the metrics used for assessing the performance
of the system only consider as useful the hot
region of the tank (i.e. it is detrimental to the
behaviour of the system to use the fluid from
the tank that is below a set temperature) result
in a similar long-term performance of the tank
with different number of nodes.

e The detailed governing equations for the one-
dimensional representations of the tanks are
derived from an energy balance on the tank.
The fact that the results with a 1-node tank are
very similar to the results with a tank with many
nodes indicates that the basic principles are
captured, even if the stratification is not well
defined. For long-term simulations, the energy
balance is the most important factor that
governs the behaviour of the system. This
behaviour is reinforced when typical weather
data are used; variations in the boundary
conditions apparently allow greater use of the
energy that was left in the tank due to imperfect
stratification during a previous cycle.

Copyright © 2007 John Wiley & Sons, Ltd.
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Figure 15. Temperature profile after discharge cycle.
The shaded zone indicates the region of the tank whose

temperature is above the low-temperature zone.

® Figure 12 shows that the temperature profiles

obtained after several cycles are insensitive to
the number of nodes that are used. This
difference in temperature profiles may signifi-
cantly affect the temperature near the top of the
tank if the tank is almost fully discharged. This
effect is shown in Figure 15, where the shaded
zone indicates the zone of the tank that contains
fluid above the low-temperature zone and that
was not delivered during the present cycle.
During the next charging cycle, the tank already
has some energy stored and will be able to store
additional energy. The net effect is that
although during some cycles the coarse-grid
tank does not discharge as much energy as the
detailed-grid tank model, most of this energy is
available for the next cycle. The final result is an
effect through which errors incurred in predict-
ing the performance of individual cycles can be
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self-corrected by augmenting the predicted
performance of the cycles that follow.

The major conclusion of this study is that only a
relatively smaller number (e.g. five for a water
storage tank) are needed to accurately simulate the
annual performance of a solar system although
this result is not evident from short-term simula-
tions or experiments.
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