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Abstract

Solar radiation data are available for many locations on an hourly basis. Simulation studies of solar energy systems

have generally used these hourly values to estimate long-term annual performance, although solar radiation can exhibit

wide variations during an hour. Variations in solar radiation during at hour, such as on a minute basis, could result in
inaccurate performance estimates for systems that respond quickly and non-linearly to solar radiation. In addition, dif-
fuse fraction regressions and cumulative frequency distribution curves have been developed using hourly data and the

a@uracy of these regressions when applied to short-term radiation has not been established. The purpose of this

research is to investigate the inaccuracies caused by using hourly rather than short-term (i.e., minute and 3 min) radi-

ation data on the estimated performance of solar energy systems. The inaccuracies are determined by examination of
the frequency distribution and difluse fraction relationships for short-term solar radiation data as compared to existing

regressions and by comparing calculated radiation on tilted surfaces and utilizability based on hourly and short-term

radiation data.
@ 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Analyses to predict long-term performances of solar
energy systems rely on the availability of solar radiation
data. These data generally include measurements of glo-

bal horizontal radiation, diffuse radiation, and direct
(beam normal) radiation. Hourly data are most com-
monly used in these analyses and are readily available.
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For example, hourly data for 239 US locations for
30 years are available through the National Solar Radi-
ation Data Base (NSRDB, 1992), although much of the

data in this database is based on estimated rather than
measured information. Although solar radiation can

vary significantly on times scales less than one hour,
there are little available data for short time periods.

Analyses of short-term radiation data have been pub-
lished by Smietana et al. (1984), Saluja and Muneer
(1986), Suehrcke and McCormick (1988), Skartveit
and Olseth (1992) and Gansler (1993, 1995).

Fig. I provides a plot of solar radiation measured at
l-min intervals for one partially cloudy day. Also shown
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Fig. l. l-min versus hourly Beam normal and diffuse horizontal
radiation for July 5 in Madison, WI.

in this figure is the corresponding hourly radiation that
would normally be input to simulation programs. A
comparison of the two short-term and hourly curves
illustrates the information that is lost by using hourly
data rather than minute data. This paper investigates
how important that information is in analyses of solar
energy conversion systems.

The data used in this paper were obtained from the
Integrated Surface Irradiance Study network (ISIS,
2004), which is operated by the Surface Radiation Re-

search Branch of the National Oceanic and Atmospheric
Administration (NOAA/SRBB). The ISIS network pro-
vides measurements of solar radiation data on a 3-min
basis for Albuquerque, NM, Bismarck, ND, Hanford,
CA, Madison, WI, Oak Ridge, TN, Seattle, WA, Salt
Lake City, UT, and Sterling, VA. Furthermore, l-min
data are also available for Madison, WI and Sterling,
VA. In this study, 12 months were selected in the avail-
able data (January 2002-October 2004) for each loca-
tion. The months were selected to avoid missing or
bad data and to minimize the difference between the

monthly average values (beam and global radiation)
and the long-term averages. A description of the instru-
ments used to measure solar radiation and the uncer-

tainties associated with the measured data is provided
on the ISIS website (ISIS,2004) and in Table 1.

Table I
Instruments used in the ISIS data network

One- and three-minute radiation data were analyzed
to determine diffuse fraction as a function of clearness

index and to determine frequency distributions. The
influence of air mass on these relationships was also
investigated. The concept of solar radiation utilizability
was used to assess the data in performance analyses of
solar energy systems. Utilizability analyses are general,

system-independent, and can be easily used to quantify
the maximum differences in system performance result-
ing from using short-term and hourly solar radiation
data, without the need to do specific system simulations
(Klein and Beckman, 1984).

2. Data analysis

Short-term variations in solar radiation data have
not been extensively investigated. In many cases, diffuse
radiation dala are not available and they must be esti-

mated knowing only the total radiation. Previous studies
of monthly-average, daily, hourly and to a lesser extent,
minute data have shown that the diffuse fraction de-
pends on the clearness index, defined as the ratio of
the measured horizontal radiation to the horizontal
extraterrestrial radiation for the same time period. The

regression equation for daily diffuse fraction to daily
clearness index is generally different from that for hourly
diffuse radiation, as shown in Duffie and Beckman
(1991). It is not known to what extent diffuse fraction
regressions developed for hourly time intervals are appli-
cable on shorter time scales. In addition, the variability
of short-term radiation data and its effect on solar sys-

tem performance have not been thoroughly investigated.

One way to demonstrate the variability in short-term so-

lar radiation data is through frequency distributions as

has been done by Suehrcke and McCormick (1988)

and Gansler et al. (1995). The distributions, and the

solar radiation utilizability that depends on them, are

investigated in this study.

2.1. Diffuse fraction

Solar energy systems generally utilize beam and dif-
fuse radiation differently, so it is necessary to know the

individual contributions in addition to their total. The

2015

Irradiancecomponent Instrument Waveband (nm) Mounting arrangement

Global horizontal

Diffuse horizontal

Direct beam normal

Black Surface Detector Precision

Spectral Pyranometer (PSP)

Black and White Detector Pyranometer (B&WD)

Normal Incidence Pyrheliometer (MP)

280-3000

280-3000

280-3000

Unshaded, ventilated

Shaded by ball or disc mounted
on sun tracker, ventilated
Mounted on sun tracker

All instruments are re-calibrated on a yearly basis at the National Renewable Energy Laboratory.
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estimation of radiation on a tilted surface also requires

knowledge of the beam and diffuse components. If only
total radiation is known, the diffuse and beam

components can be estimated using diffuse fraction
regressions.

Fig. 2 is a plot of the measured diffuse fraction as a
function of clearness index based on 3-min data in Mad-
ison, WI for December 2002. (Note thatdata points very
close to sunrise/set have been removed when the mea-

sured diffuse radiation is lower than l5 Wm2.) This plot
is typical of the difluse fraction plots observed for other
months and locations. In Fig. 2(a), the diffuse fractions
were determined by dividing the measured diffuse
horizontal irradiance by the measured global horizontal
irradiance. This method is denoted "G, Gd" in the fol-
lowing discussion. Values larger than I are mainly
caused by an erroneous offset that affects Solid Black
Detector Precision Spectral Pyranometers (PSP), which
are used to measure global radiation in the ISIS net-

work. The offset can be attributed to infrared cooling
of the glass hemispheres, which in turn cools the detec-
tor and causes a negative offset in the response produced
by this instrument (Gulbrandsen, 1978). Correction
methods have been developed for difluse radiation mea-

surements (Dutton et al., 2001) but they are not directly
applicable to global radiation measurements. PSP's mea-

suring global radiation are also affected by errors in the
directional response, which can also lead to underesti-
mated measurements.

Fig. 2(b) shows data for the same month as Fig. 2(a)

using difluse fractions calculated with the measured dif-
fuse horizontal radiation and the measured beam nor-
mal radiation. This procedure is recommended by the

World Climate Research Program's Baseline Surface

Radiation Network (McArthur, 1998; cited in Dutton
et al., 2001). It is denoted "Gbn, Gd" in the f,ollowing

kr t-l

Fig. 2. l-min Diffuse fraction as a function of clearness index

for December 2002, ln Madison, WI.

discussion. The global horizontal radiation is deter-
mined by summing the calculated beam radiation on
the horizontal surface (which is the product ofthe beam

normal radiation and the cosine of the zenith angle) and

the measured diffuse radiation. Difluse fractions calcu-

lated in this manner are always between 0 and l.
A third method of determining the diffuse irradiance

from the available data is to use the measured direct
beam normal to calculate the beam radiation on a hor-
izontal surface and subtract the beam component from
the measured horizontal irradiance. The effect of using
diffuse radiation in these three ways on the calculated

radiation for tilted surfaces is presented in the next
section.

Fig. 2 also shows the diffuse fraction regression pro-
posed by Erbs et al. (1982) based on hourly radiation
measurements. Other diffuse fraction regtessions are

available, e.g., Reindl et al. (1990), Perez et al. (1988,

1992). However, Fig. 2 shows that any diffuse fraction
model that is based solely on the clearness index will
be subject to a significant scatter as other variables aflect
the short-term difluse fraction. The scatter in the diffuse
fraction regression equation becomes smaller for longer
time periods, as noted by Saluja and Muneer (1986).

Fig. 3 shows the relationship of diffuse fraction to
clearness index using for a single clear day in April in
Oak Ridge, representative of clear days in other loca-
tions. The diffuse fraction regression developed by Erbs

et al. (1982) is also shown. Fig. 3 indicates that, for a

clear day, the difluse radiation is overestimated when

applying Erbs' regression for hourly data to the 3-min
data. Note that all of the data points in Fig. 3 corre-
spond to clear sky conditions. The variation in clearness

index in this case is due to the change in air mass with
time of day. This same behavior was observed for
1-min clear sky data in Madison, WI.

o ISIS Data

- 
Erbs (1982)

Clearness Index

Fig. 3. Diffuse fraction as a function of clearness index for a

clear April day in Oak Ridge, TN.
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Gansler (1993) suggested that the difluse fraction
depends on other factors such as relative humidity,
ambient temperature, and air mass. Air mass, rz, is
approximated here as

where 0" is the solar zenith angle. Fig. 4 shows the air
mass dependence of diffuse fraction for 3-min radiation
data for June 2002 in Hanford, CA. The dependence on
air mass is apparent on clear days, and less so on cloudy
and partly cloudy days.

Another way to demonstrate the influence of air mass

on diffuse fraction for clear days is shown in Fig. 5. Fig.
5 shows diffuse fraction as a function of air mass for one

clear winter day and one clear sunmer day, for Albu-
querque, Seattle, and Madison. These stations were se-

lected for their diflerent climate types. It appears that
the diffuse fraction is affected by the moisture content
of the air as well as the ambient temperature as sug-

gested by Iqbal (1983), Reindl et al. (1990) and Gansler
(1993). Drier climates and cold winter months that have

lower humidity values exhibit lower diffuse fractions
than wetter climates and warmer months, due to in-
creased scattering from water molecules in the air. The
observed variations in diffuse fraction are much larger
than what can be explained by uncertainty in the

measurements.
Fig. 6 shows diffuse fraction as a function of air mass

for one clear day in September for all eight ISIS stations.
Figs. 4 and 5 support the claims that short-term difluse

fraction is dependent on factors other than clearness

index. Again, drier locations, such as Albuquerque and

Salt Lake City, appear to be less aflected by air mass

than locations like Seattle that have higher relative
humidity.

c m=l.0-1.5
o m=2.0-2.5
o m=3.0-3.5

^ m=4.0-4.5

- 
Erbs (1982)
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Clearness Index

Fig. 4. The dependence of diffuse fraction on air mass lor June

2002, Hanford, CA.

o Jan, ABQ
o July, ABQ
r Jan, MSN
^ July, MSN
::: J41, $B[

Julv, SEA
oo'

Air mass

Fig. 5. Diffuse fraction as a lunction of air mass for clear

January and July days in Seattle, Albuquerque, and Madison.
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Fig. 6. Diffuse fraction as a function of air mass for clear

September days in eight ISIS stations.

2.2. Frequency distribution of solar radiation

The frequency distribution, i.e., the relative number
ofcloudy, average and sunny time periods that together
form the average, is important in determining the per-
formance of solar energy systems. The distribution can

be represented in a non-dimensional manner in terms

of the fractional time of occurrence of the daily clearness

index, K1, the ratio of the total radiation to the extrater-
restrial radiation for a particular day. Liu and Jordan
(1960) showed that cumulative distributions represent-

ing the long-term average distribution ofdaily clearness

index values are a unique function of K1, the monthly
daily average clearness index. Generalized distribution
curves were developed by Liu and Jordan, and equations
representing these curves were developed by Bendt et al.
(1981), based on 20 years of data from 90 locations.

o
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Suehrcke and McCormick (1988) showed that the
frequency distribution of l-min data in Perth, Australia,
showed a distribution that signiflcantly differed from the
Bendt distributions. In a similar analysis of l-min data
in San Antonio, Albany, and Atlanta, Gansler (1993,

1995) also showed significant diflerences from the Bendt
et al. distributions. Fig. 7 shows the cumulative fre-
quency distribution of 3-min clearness indices for Ster-
ling, VA, for a one year time period. Clearness indices

were grouped according to their hourly clearness index
for comparison to the Bendt et al. regression.

Suehrcke noted that, at short time intervals, the solar
energy takes on an "on--off' behavior depending on
whether the sun is obscured by clouds at the time of
the measurement. This "on off' behavior was not ob-
served in the eight locations used in this study; however
the distributions did significantly differ from those re-
ported by Bendt et al. Although the Bendt regressions

were developed for daily clearness indices, it had been

shown previously by Whillier (1953) that the frequency

distributions of hourly clearness indices in a day were

a unique function of the daily clearness index, similar
to the daily clearness indices being a unique function
of the monthly average daily clearness index. Fig. 7

shows that that the distributions based on daily and

hourly data do not well represent the distributions pre-
pared using 3-min data.

The air mass dependence of the short-term distribu-
tion of solar radiation was investigated. Fig. 8 shows

the frequency distribution of 3-min clearness indices

for Albuquerque, grouped by hourly clearness index
and by air mass. The strong air mass dependence, parti-
cularly at high air mass values, was observed in all eight
locations and supports Gansler's conclusion that fre-
quency distribution regressions for short-term radiation
data should be developed as functions of air mass and

o 0.2 0.4 0.6 0.8 1

Fractional time

Fig. 7. Frequency distribution of 3-min clearness indices in
Sterling VA, grouped by hourly average.

0 0.2 0.4 0.6 0.8 I
Fractional time

Fig. 8. Frequency distribution of 3-min clearness indices in
Albuquerque, NM, grouped by air mass, lz and hourly average.

hourly clearness index. The development ofsuch regres-

sions would allow locations, where short-term data is

unavailable, to use available hourly averages to predict
the distribution of short-term clearness indices. If a dif-
fuse fraction regression were also developed for short-
term data, the diffuse and beam components ofthe total
radiation could also be estimated. If it were not compu-
tationally prohibitive, these short-term data could then
be used in calculations and performance analyses. At-
tempts at such regressions have been made by Gansler
(1993), Skartveit and Olseth (1992) and Tovar et al.
(1998). The meteorological data (i.e., ambient tempera-
ture, relative humidity, turbidity) needed to develop

short-term diffuse fraction regressions and frequency
distribution curves are not measured at the ISIS
stations.

3. Radiation on a tilted surface

Calculation of the hourly radiation on a tilted sur-

face, Ia, allows for a quantitative estimate of the impact
of using short-term data rather than hourly data. Radi-
ation data on a tilted surface were calculated using the
Perez regression (Perez et al., 1990) in three different
ways for short-term data and hourly data.

The first method, denoted "Gbn, Gd", uses the beam

normal and diffuse components of solar radiation from
the data set to calculate the other components (i.e., the

beam horizontal radiation is obtained by projection of
the beam normal radiation, and the global horizontal
radiation is the sum of beam and diffuse horizontal.
The second method, denoted "G, Gd", uses the global
horizontal and difluse horizontal radlation from the

data set. The beam horizontal is obtained by subtraction
and projected to recalculate the beam normal radiation.

6 0.8
€

3 0.6

C)

o 0.4
0)

2 o.z
aa

0

6 0.8

3 0.6

o
U O.+o:
2 o.z
c.)

r'=2.0_2.5 m=1.0-1.5

,{V -." \l
l:'rr" Bendt et al. ( l98l)



G. Vijayakrunar et al. I Solar Energy 79 (2005) 495-504

The third method, denoted "Erbs", applies the Erbs

et al. (1982) hourly diffuse fraction regression to the glo-

bal horizontal radiation data to calculate the difluse hori-
zontalradiation and then proceed as in second method.
In all cases, the tilted surface radiation is calculated

from the beam and diffirse component using Perez

et al. (1990) regression. It is also possible to calculate

the required radiation components from the global hori-
zontal and the beam normal radiation, but this combi-
nation has been found to give results very similar to
those obtained using second method and its results are

not presented.
The three methods used to calculate radiation com-

ponents and tilted surface radiation are applied directly
to short-term data and to hourly data that was obtained
by summing the short-term values. The tilted radiation
(short-term or hourly) is then summed to calculate the

monthly average daily irradiation on a tilted surface.
'lable 2 presents the results obtained for Madison, WI
using l-min and hourly data.

For short-term (l-min) data, the results obtained
with the three methods of calculating radiation compo-
nents are within 3% of each other, but there is a trend
that both the "G, Gd" and Erbs correlation yield lower
tilted radiation values than the "Gbn, Gd" method in
winter and higher values in summer. Both methods use

the measured global horizontal radiation, which is
known to be slightly underestimated due to re-radiation
from the PSP to the sky (that can be as large as 30 W
m2) and to the cosine error (underestimated values at
high incidence angle). The fact that tilted radiation is

mostly underestimated in winter can be attributed to
three different causes: higher cosine error on the global

horizontal measurements, higher infrared cooling of
the instrument in more frequent clear sky conditions,
and higher relative importance of similar offset errors
given the lower radiation levels. On the other hand, dur-
ing clear summer days the beam radiation calculated

from the measured global and diffuse radiation values

Table 2

is very often higher than the projected value of the beam

normal radiation recorded by the normal incidence

pyrheliometer. The Erbs regression does not have a

significant impact on the tilted radiation values when
compared to the ("G, Gd") method, which also uses

the measured global horizontal radiation.
The use of hourly data instead of l-min data does not

have a significant impact on monthly average daily tilted
radiation values in the selected data set for Madison,
WI. All results using hourly data are within l% of their
corresponding results using l-min data, except for some

winter months where the difference is 2% when the Erbs
regression is used to estimate diffuse radiation.

Table 3 presents the results obtained for Seattle, WA
using 3-min and hourly results. The diflerent methods to
calculate the radiation components and tilted surface for
Seattle produce results similar to those observed for
Madison, but the trends are stronger. The use of mea-

sured global horizontal radiation leads to underesti-

mates of the tilted radiation by about l07o in winter
months, compared with the method which uses beam

normal and diffuse horizontal radiation. In summer,

tilted radiation is overestimated by less than 3%. The
use of Erbs regression to calculate diffuse radiation rein-
forces these trends, with differences tp to -20Yo in win-
ter and +5Yo in summer. Here again, the use of hourly
values instead of short-term data does not change the re-

sults by more than l% except for the third method in
which the Erbs regression is applied in winter months.
In this case, the use of smoother hourly-averaged data
results in a larger underestimate of tilted radiation com-
pared with the first method in which actual diffuse data
are used.

A conclusion from this study is that the monthly
average radiation on a tilted surface is not significantly
different when calculated from hourly or short-term
horizontal data despite the observed short-term variabil-
ity in the diffuse fraction and its dependence on the air
mass and moisture level. The effects of this variability

Monthly-average daily radiation (MJ/m2) on a surlace tilted at the latitude angle for Madison, WI

l-min Data l-h Data

Gbn, Gd G, Gd Erbs G, Gd ErbsGbn, Gd

January
February
March
April
May
June
July
August
September
October
November
December

12.9

t'l.1
16.2

17.4

18.2

19.0

19.4

20.8
l8.s
12.7

I 1.3

I r.3

t2.7
16.9

16.2

17.6

18.6

19.4

20.1

21.4
18.8

12.5

I l.l
I l.l

12.8

17.0

t6.2
17.5

r8.5
19.3

19.9

21.2

18.7

12.5

I 1.1

11.2

12.9

t7.t
16.2

17.4

18.1

19.I
19.3

20.7

18.5

12.'7

I 1.3

I 1.3

12.5

17.0

16.2

t7.6
18.6

19.4

20.0
2r.2
r 8.8

12.5

1l.l
11.1

12.7

17.0

16.2

17.5

18.5

19.3

19.8

2t.t
18.7

12.5

fi.2
tt.2
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Table 3

Monthly-average daily radiation (MJ/rnJ on a surface tilted at the latitude angle for Seattle, wA
3-min Data l-h Data
Gbn, Gd G, Gd Erbs Gbn, Gd G, Gd Erbs

January
February
March
April
May
June
July
August
September
October
November
December

6.9
8.7

12.1

13.5

17.5

I 8.1

20.1

22.0
18.3

10.1

8.1

3.9

6.2
8.2

I 1.9

13.6

17.8

18.5

20.5
22.2
18.0

9.6
7.4
3.5

6.4
8.3

I 1.9

13.5

17.7

18.3

20.2
22.0
18.0

9.7
7.6
3.6

7.0
8.8

12.t
13.6

t7.6
18.0

20.1

22.0
18.3

10.2

8.2
3.9

6.1

8.2

1 1.8

13.1

17.9

18.4

20.5

22.2
18.0

9.6
7.4
3.4

6.4
8.3

I 1.9

13.6

17.7

18.3

20.3

22.1

18.0

9.8

7.6
3.6

apparently cancel when calculations are integrated over
monthly periods. On a hourly basis, differences up to
30 Wm2 were noticed between the value calculated by
applying the Perez regression to hourly data instead of
using minute data and summing l-min tilted radiation
values. The standard deviation of the difference over
the selected months is about 5 Wm2. The next section
will show that the sub-hourly variations play a more
important role in solar radiation utilizabiliiy.

The same tilted radiation values were calculated
using the method proposed by Liu and Jordan (1962),
which does not consider the anisotropic behavior of dif_
fuse radiation in the calculation ofradiation on a tilted
surface. Results show close agreement between the
monthly-average daily radiation calculated by integra_
tion of hourly and short-term data using the same radi_
ation model.

4. Utitizabilify

Utilizability is defined as the fraction of the solar
radiation incident on a surface that exceeds a specified
threshold or critical level, Is. The utilizability concept
can be used to evaluate the performance of many types
of solar energy systems, including active, passive and
photovoltaic systems (Klein and Beckman, l9g4).
Monthly average daily utilizability is the fraction of
the total solar radiation incident on a surface during a
month that exceeds the critical level. The monthly aver_
age daily utilizability, @, has been calculated assuming
the critical level is constant. Using hourly data, the
monthly-average daily utilizability can be calculated
using Eq. (2). With short-term data, an additional sum_
mation is needed for the minutes within the hour.

Utilizability was determined for a range of critical
levels by applying critical levels to short-term and hourly
beam normal radiation values. Short-term beam normal
utilizability was calculated from both measurements of
beam normal and from the difference between measured
global and diffuse radiation. In this latter case, both dif_
fuse radiation measurements and the Erbs regression
were used to determine the diffuse fraction. Utilizability
analyses for these short-term beam normal data were
compared to the ISIS 3-min beam normal data, as
shown in Fig. 9.

. 
Plots a and b in Fig. 9 show the discrepancy between

using actual measurements of beam normal ind using
values calculated from other available data for January
in Seattle. This difference results from the measurements
having been taken with independent instruments. The
magnitude of this difference varies by location, and

0 200 400 600 800

Critical l-ev el, lW I mzl

Fig. 9. Comparison of average daily beam normal utilizability
for January in Seattle using four different ways of obtaining the
beam normal radiation.
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b. (Meas. global- Meas. diff.) 3-miri

c. (Meas. global - Erbs diff.) 3-min

d. (Meas. global - Erbs diff.) Hourly
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months where the total minus diffuse data resulted in
greater utilizability were also observed.

Currently, performance analyses in locations where

limited data are available use hourly diffuse fraction
regressions to determine diffuse and beam radiation
from the available total. Comparison of the results in
Fig. 9 (plots a and c) shows that such analyses can
greatly underestimate the true performance of a system.

Applying the Erbs diffuse regression to 3-min data for
this month and location significantly underestimates

utilizability.
Plot d in Fig. 9 is obtained by applying the Erbs

regression to hourly data, as is more commonly done.

This option also usually resulted in an underestimate
of utilizability but there were months and locations
where the Erbs regression resulted in an overestimate
of the utilizability. This result occurs because the Erbs

regression can both underestimate and overestimate

the amount of beam radiation, depending on the type
of day, as seen in Fig. 2. The distribution of days, there-
fore, greatly influences the results of the utilizability
analyses.

The argument for using short-term radiation data
rather than hourly data is apparent in Fig. 10, where

utilizability curves versus the critical level are compared

for five different time steps for Madison, WI in July.
Variations in beam normal radiation during an hour
can lead to greater utilizability than would be indicated
in an analysis using hourly data. The utilizability for
beam radiation based on hourly data is lower than that
based on short-term data because of the increased vari-
ability is evident in the short-term data. For the same

total radiation, utilizability is higher when solar radiation
is more variable, as first noted by Whillier (1953). This
result was found consistently among all months and all
locations, although the magnitude of the underestima-

tion varied. The inset in Fig. l0 shows how the data time
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step affects the utilizability for a given critical level. The

results show that half of the variability that is present in
l-min data is already lost if a l5-min time step is used.

Fig. 11 shows beam normal utilizability curves ob-
tained for different months at different locations, for
short-term and hourly data. Differences between utiliz-
ability values calculated with short-term and 1-h data
are usually less than 0.1 for all critical levels. Maximum
differences often occur at a critical level between 200 and
400Wm2 and represent 10-30% of the utilizability
obtained with short-term data (higher differences are

obtained for months and locations with a lower monthly
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Fig. 11. Average daily beam normal utilizability for different
months at different locations: comparison between 3-min data

and hourly data.
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Fig. 12. Beam normal radiation and integrated utilizability for
July 5 in Madison, using hourly and l-min data (critical
level = 400 Wm2).
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utilizability). In extreme cases, differences of 50oZ were
noted between the daily average monthly utilizability
values calculated from the 3-min and from the hourly
data.

Fig. 12 illustrates the importance of radiation vari-
ability on calculated utilizability in a more graphical
way: the upper part of the plot is the measured beam
normal radiation on July 5 in Madison, WI (l-min
and hourly values). The horizontal line at 400 Wm2 rep-
resents a critical level for utilizability. The lower part of
the plot shows the integrated utilizability versus the time
of the day, both for l-min and hourly data. While the
hourly integration has virtually no impact during clear
hours (beginning of the day), values obtained in the
presence of scattered clouds (afternoon) are very differ-
ent and lead to a difference in the daily utilizability of
30o/o for that day.

5. Conclusions

The analyses presented here confirm that the varia-
tions in solar radiation within an hour cannot be consid-
ered negligible when conducting performance analyses
of solar energy systems. Although the monthly average
radiation calculated using hourly data is quite close to
the result obtained using short-term data, the utilizabil-
ity can be significantly different. The distribution of
short-term radiation within an hour results in greater
utilizability, if the short-term data varies significantly.
On a clear day when the variation within the hour is
minimal, the magnitude of the difference decreases. On
a partly cloudy day when large variations exist within
the hour, hourly analyses will consistently underestimate
the true performance of a system. As seen in Fig. 11,
monthly average beam normal utilizability cah be under-
estimated by 10-30% for critical levels between 200 and
500 Wm2. Depending on the critical level, location, and
month, utilizability analyses using hourly data rather
than short-term data can underestimate performance
anywhere between 5o/o and 50%. Further work will assess
the importance of short-term variations in solar radia-
tion when simulating the performance of solar energy
conversion systems using the hourly data that are typi-
cally available.
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estimation of radiation on a tilted surface also requires

knowledge of the beam and diffuse components. If only
total radiation is known, the diffuse and beam

components can be estimated using diffuse fraction
regressions.

Fig. 2 is a plot of the measured difluse fraction as a
function of cleamess index based on 3-min data in Mad-
ison, WI for December 2002. (Note that data points very
close to sunrise/set have been removed when the mea-

sured diffuse radiation is lower than 15 Wm2.) This plot
is typical ofthe diffuse fraction plots observed for other
months and locations. In Fig. 2(a), the diffuse fractions
were determined by dividing the measured diffuse
horizontal irradiance by the measured global horizontal
irradiance. This method is denoted "G, Gd" in the fol-
lowing discussion. Values larger than I are mainly
caused by an erroneous oflset that affects Solid Black
Detector Precision Spectral Pyranometers (PSP), which
are used to measure global radiation in the ISIS net-
work. The oflset can be attributed to infrared cooling
of the glass hemispheres, which in turn cools the detec-

tor and causes a negative offset in the response produced
by this instrument (Gulbrandsen, 1978). Correction
methods have been developed for diffuse radiation mea-

surements (Dutton et al., 2001) but they are not directly
applicable to global radiation measurements. PSP's mea-

suring global radiation are also affected by errors in the

directional response, which can also lead to underesti-
mated measurements.

Fig. 2(b) shows data for the same month as Fig. 2(a)

using diffuse fractions calculated with the measured dif-
fuse horizontal radiation and the measured beam nor-
mal radiation. This procedure is recommended by the

World Climate Research Program's Baseline Surface
Radiation Network (McArthur, 1998; cited in Dutton
et al., 2001). It is denoted "Gbn, Gd" in the following

kr t-l

Fig. 2. l-min Diffuse fraction as a function of clearness index

for December 2002, in Madison, WI.

discussion. The global horizontal radiation is deter-

mined by summing the calculated beam radiation on
the horizontal surface (which is the product ofthe beam

normal radiation and the cosine of the zenith angle) and

the measured diffuse radiation. Diffuse fractions calcu-
lated in this manner are always between 0 and l.

A third method of determining the diffuse irradiance
from the available data is to use the measured direct
beam normal to calculate the beam radiation on a hor-
rzontal surface and subtract the beam component from
the measured horizontal irradiance. The eflect of using
diffuse radiation in these three ways on the calculated
radiation for tilted surfaces is presented in the next
section.

Fig. 2 also shows the difluse fraction regression pro-
posed by Erbs et al. (1982) based on hourly radiation
measurements. Other difluse fraction regressions are

available, e.g., Reindl et al. (1990), Perez et al. (1988,

1992). However, Fig. 2 shows that any diffuse fraction
model that is based solely on the clearness index will
be subject to a significant scatter as other variables aflect

the short-term diffirse fraction. The scatter in the diffuse
fraction regression equation becomes smaller for longer
time periods, as noted by Saluja and Muneer (1986).

Fig. 3 shows the relationship of difluse fraction to
clearness index using for a single clear day in April in
Oak Ridge, representative of clear days in other loca-
tions. The diffuse fraction regression developed by Erbs
et al. (1982) is also shown. Fig. 3 indicates that, for a

clear day, the diffirse radiation is overestimated when

applying Erbs' regression for hourly data to the 3-min
data. Note that all of the data points in Fig. 3 corre-
spond to clear sky conditions. The variation in clearness

index in this case is due to the change in air mass with
time of day. This same behavior was observed for
l-min clear sky data in Madison, WI.

o ISIS Data

- 
Erbs (1982)

Clearness Index

Fig. 3. Diffuse fraction as a function of clearness index for
clear April day in Oak Ridge, TN.
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