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This work presents general methodologies useful to engineers and plant managers
for designing, retrofitting, and controlling the equipment in large central chilled water
systems. The methodologies are in the form of: 1) mathematical models for the
individual equipment, 2) optimal control algorithms, and 3) general guidelines for
design and control.

Mathematical models of varying complexity are developed for the purpose of: 1)
component design and retrofit analyses, 2) system simulation and control optimization
studies, and 3) on-line optimal control. The models developed in this study represent
improvements over those that appear in the literature. Where possible, measurements
are used to validate the models.

Two methodologies are presented for determining optimal control of systems
without thermal storage. A component-based algorithm is developed for non-linear
optimization applied to system simulations. Results of a program implementation of
this optimization algorithm are used to develop a "simple" near-optimal control »
methodology. This near-optimal methodology relies on an empirical model for the total

power consumption of the system that lends itself to rapid determination of optimal



control variables and may be fit to measurements using linear regression techniques.
For systems with stratified thermal storage in parallel with the chillers and load, two

methodologies are also presented for optimal control. A methodology is developed for
determining the optimal control of stratified thermal storage systems using Dynamic
Programming. For systems with time-of-day utility rates, a simple strategy for near-
optimal control is also identified.

The methodologies developed for evaluating the optimal control of chilled water
systems are utilized to study the effects of alternative control strategies and system
configurations. In addition, control guidelines useful to plant engineers for improved

control practices are identified.
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Nomenclature

area

exit flow area from compressor impeller
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specific enthalpy of refrigerant or heat transfer coefficient
log-mean temperature difference

mass flow rate

refrigerant pressure

power consumption of compressor drive motor
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ratio of outside (finned) tube area to inside area or impeller radius
heat transfer resistaﬂce of tube, including fouling factof
temperature

overall heat traﬁsfer conductance

velocity of tip of impeller

refrigerant specific volume

refrigerant velocity

compressor work input per unit mass of refrigerant

' polytropic work per unit mass of refrigerant, defined as the compressor

work required for a reversible polytropic process occurring between the

actual inlet and outlet states
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B - blade angle of compressor impeller

Ox - dimensionless flow coefficient, defined as the ratio of the fluid
velocity normal to the hhpeller to the impeller tip speed

M, - work coefficient, defined as the ratio of the tangential component of
the fluid velocity to the impeller tip speed

Moot = - work caefficient for a polytropic process

Moot - polytropic efficiency, defined as the ratio of the polytropic work to
the actual compressor work required

My - overall efficiency associated with the motor and gearbox

MNpet - peék compressor polytropic efficiency

0] - angular velocity of impeller

Additional Subscripts

c - condenser conditions

chw - chilled water conditions

cwW - condenser water conditions

chwr - chiller water return from the load

chws - chilled water supply to the load

cwr - leaving water temperature from the condenser

CWS - supply water to the condenser

e - evaporator conditions

i - inside

n - normal component

o - outside
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radial component

refrigerant

tangential component

conditions at tip of compressor impeller
refrigerant state at exit of evaporator
refrigerant state at exit of compressor
refrigerant state at exit of condenser

refrigerant state at inlet to evaporator

Chapters 3 and 4

A
Ay
Cpa
Com
C
Cow
Cs
C *

v

surface area

surface area of water droplets per volume of cooling tower
constant pressure specific heét of dry air

constant pressure specific heat of moist air

constant pressﬁre specific heat of water vapor

constant pressure specific heat of liquid water

derivative of saturation air enthalpy with respect to temperature
ratio of air to water capacitance rate for dry analysis
enthalpy of moist air per mass of dry air

convection heat transfer coefficient

mass transfer coefficient
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enthalpy of water vapor

enthalpy of saturated air
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e

mass flow rate

mass flow rate of dry air

ratio of air to water effective capacitance rate for wet analysis

Lewis number
overall number of transfer units
power consumption
overall heat transfer rate
air temperature
ambient air dewpoint temperature
reference temperature for zero enthalpy of liquid water
surface temperature
water temperature
ambient air wet bulb temperature

overall heat transfer conductance

- volume

pressure drop or rise

static pressure drop

air-side heat transfer effectiveness

pump speed relative to maximum design speed
air humidity ratio

humidity of saturated air
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chw

des

wet
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air stream conditions

air handler

condenser water loop
chilled water loop
design conditions

dry surface

effective

inlet or inside conditions
maximum
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pump conditions
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total

water stream conditions

wet surface
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integrated operating cost
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system power consumption
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time

storage temperature
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Chapter 1

Introduction

1.1 Background

The heating and cooling requirements of many building complexes in this country
are provided with centrally located facilities. The University of Wiscbnsin at Madison
has two such central plants that provide the bulk of the heating and cooling
requirements for the university. Total annual fuel costs for both plants are on the order
of ten million dollars. Even a small relative savings in the energy requirements of a
plant such as this can translate into significant reductions in operating costs. In large
buildings, a significant portion of the total energy requirements are associated with air
conditioning. The potentiél for reductions in(operating costs associated with improved
design and control practices for central cooling systems provides the impetus for this
project. |

A centralized cooling plant consists of one or more chillers, cooling towers, .
pumps, and air handlers controlled so as to satisfy the cooling requ‘irements of one or
more buildings. Figure 1.1 shows a simplified schematic of a typical centralized chilled
water system. Return air from the zones is mixed with an outside ventilation air stream
and is cooled and dehumidified through cooling coils. In a variable air volume system,
the air handler air flows are typically adjusted depending upon the supply air
temperatures to maintain fixed zone temperatures. The supply air temperatures are
controlled by modulating the water flows through each cooling coil with control valves.
Cool and relatively dry air is supplied to the zones where both the temperature and

humidity rise due to sensible and latent energy gains from people, lights, equipment,
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solar radiation through windows, infiltration, and conduction through the envelope.
The heat extracted from the air streams across the cooling coils warms the water
returning to the chiller. The chilled water supply temperature is maintained by control
of the chiller refrigerant flow through modulation of the compressor and expansion
device. Cooling towers with multiple cells sharing common sumps are typically used
to reject heat from the condenser of a chiller to the environment.

Design retrofits to existing systems may provide significant savings in operating
costs. Many systems were designed using old technology, with little concern foi'
energy costs. For instance, most large cooling systems utilize pumps and cooHng
tower fans that operate at fixed speeds. Modulation of flow rates in response to
changing load conditions is limited to the on/off cycling of individual equipment
operated in parallel or series. A more efficient method of operation is to continuously
vary flow rates usihg variable-speed equipment. Recently, the cost and reliability of
variable-speed electric motors has improved to the point where their use is cost effective
in many applications. Treichler [1985] concluded that variable-speed pumping is
economically attractive for both chilled water distribution and condenser water systems.

Centrifugal chillers are the largest consumers of energy in a central cooling system.
Significant operational savings can be realized with certain chiller retrofits. Many
applications utilize chillers that are operated at fixed speeds. Control of the chilled
water setpoint temperature is maintained by varying the position of pre-rotation inlet
vanes to the centrifugal compressor. An alternative method, which gives significantly
higher efficiencies at part-load conditions, utilizes variable-speed control of the
COmpressor.

Another possibility for improving the overall chiller performance is through a

change in refrigerant. The refrigerant that gives the best performance depends upon the



load requirement. As an existing plant improves its energy management practices and
applies conservation methods to reduce the building load, the load requirement of the
chiller is reduced. As aresult, the optimal refrigerant choice may change from that of
the original design. ‘

The addition of chilled water storage, if properly controlled, can significantly
reduce operating costs (ASHRAE Bulletin [1985]). For systems with electrically
driven chillers, storage can be utilized to take advantage of time-of-day charges and
limit demand charges by shifting the load requirements. In the absence of special rate
structures, storage may also reduce costs by shifting the load to times when
environmental conditions result in improved chiller performance.

In addition to design retrofits, plant operating costs can be reduced through better
control practices. A central cooling plant has many operating variables that may be
c':omrolled in a manner that minimizes the operational costs. At any given time, it is
possible to meet the cooling needs with any number of different modes of operation and
setpoints. Optimal supervisory control of the equipment involves determination of the
control that minimizes the total operating cost. The optimal control depends upon time,
through changing cooling requirements and ambient conditions. Currently, the
operators of central cooling plants determine control practices that yield "reasonable”
operating costs by experience gained through trial and error operation over a long
period of time. Little research has been performed in developing general methodologies
that would be suitable for optimal control of large centralized cooling systems. The
major independent control variables in a plant without chilled water storage are the
chilled water and supply air setpoint temperatures, number of chillers, pumps, and
cooling tower cells in operation, and cooling tower cell air flow and condenser pump
water flow rates. These variables may interact strongly and with proper control it is

possible to significantly reduce operating costs.



Much of the literature related to cooling systems pertains to sizing of the equipment.
The ASHRAE Handbook of Fundamentals [1981] gives background necessary for |
individual equipment sizing. In order f_o properly evaluate the economics associated
with design retrofits or improved control practices, it is necessary to perform annual |
simulations of the complete system using long-term average weather data and load
conditions. However, with inexpensive energy costs, there has been little incentive for
the use of detailed simulations in defining designs and control strategies that minimize
operating costs. More often than not, systems have been designed based upon
minimizing the first cost, while ensuring that the capacity of the system was sufficient
to meet the worst possible conditions. This has often resulted in systems being
oversized and operating inefficiently.

A transient system simulation program, TRNSYS [1984] was developed over 10
years ago by the University of Wisconsin Solar Energy Laboratory for analyzing the
performance of solar energy systems. TRNSYS is a modular program in which
models of system components (e.g. pipes, heat exchangers, storage) are written as
FORTRAN subroutines. The user can formulate or modify existing models and add
them to a library of components. The models are connected together to form a complex
system simulation model, analogous to the way pipes and wires connect the physical
pieces of equipment. The modular approach is advantageous in that it provides a format
in which a number of individuals can work independently and it minimizes the
programming required to investigate alternative component models and plant
configurations. This feature makes TRNSYS a good choice as a tool for studying the
design and control characteristics of cooling plants as compared with other existing
simulation programs (DOE-2 [1980], BLAST [1981], TRACE). However, since
TRNSYS has been used primarily for solar energy systems, its standard component

library does not include models for all of the equipment found in central cooling



. systems. It also does not have the ability to determine the optimal control associated
‘with simulation of va system.

Simulations involving cooling systems have primarily been used for equipment
selection and building design. Most of the control studies which have been performed
have been concerned with fhe local-loop control of an individual component or
subsystem needed to maintain a prescribed set point, rather than the global
determination of optimum set points that minimize operating costs. Global optimum
plant control has been studied by Marcev [1980], Sud [1984], Lau [1985], Hackner
[1984,1985], Johnson [1985], and Nugent[1988].

Lau studied the effect of control strategies on the overall energy costs of a large
facility located in Chaﬂotte, North Carolina through the use of anriual simulations. The
operating costs associated with the ekisting control strategy were compared with those
resulting from "near-optimal" control of the condenser flow rates, the tower fan flows,
and the number of chillers operating, along with the use of storage. The reduction in
the utility bill was about 5.2 % of the total. The 50,000 gallon storage capacity was
small relative to the 6000 ton plant capacity. In addition, no time-of-day or peak

-demand electric rates were in effect.

Hackner investigated optimal control strategies for a cooling system without storage
at a large office building in Atlanta, Georgia. Optimal control of the chiller plant
resulted in a reduction in the utility bill of about 8.7% when compared-with the existing
control strategy. If the plant had been opei‘ated with fixed setpoints, similar to
conventional practice, the optimal control would have resulted in a cost reduction of
about 19%. Similar conclusions were reached by Amold, -Slild, and Johnson. These
studies demonstrated the potential savings through the use of optimal control in a plant

without storage.



The goal of these control studies was to quantify the cost savings associated with
optimal control rather than to produce general algorithms suitable for on-line optimal
plant control. Optimal control set points were identified in Hackner's study for the
specific plant through the use of performance maps. These maps were generated by
many simulations of the plant over the range of expected operating conditions. The use
of established performance maps for on-line plant control is advocated by Johnson.
This procedure lacks generality and is not useful when storage is utilized.

Very little work has been performed in developing general methodologies that
would be suitable for on-line optimal control of large cooling systems. Nizet [1984]
applied a state-space model to a building zone in order to minimize the energy |
consumption with respect to a single control variable, the supply air flow rate to the
zone. This optimization was carried out over a single day with the known weather data
utilized for forecasts. The conjugate gradient method was applied to an integral
objective function that accounted for the cost of energy associated with the boiler,
chiller, and the supply air fans. Constant efficiencies were assumed for the boiler and
chiller. Thermal comfort constraints associated with upper and lower temperature
setpoints for the zone were considered through the introduction of penalty terms in the
cost function. Since component efficiencies were constant, the opportunity for savings
associated with optimal control of this hypothetical system resulted from operation
closer to the limits of comfort. Depending upon the comfort constraints, optimal
control of the supply air flow rate resulted in energy savings of between 12 and 30 %
when compared with the existing control. The authors concluded that there were
difficulties associated with the use of penalty functions for handling constraints. The
proper choice of the penalty coefficients is difficult and sometimes leads to a badly
conditioned problem. They also concluded that it was not practical to apply this

methodology to more complicated systems in an on-line application.



Gunewardana [1979] applied dynamic programming techniques for minimizing the
costs associated with a cooling system for power plants. The cooling System consisted .
of a cooling tower and spray pond that could be operated in series or parallel through
eight possible modes in order to reject heat from the condenser of the power plant. The
overall cost to be minimized included the cost of operating the power plant and the cost
associated with pumping water through the cooling system. The dynamics of both the
cooling sump and spray pond were considered. A sampling interval of 15 minutes and
an optimization period of 2 hours were found to be adequate for this problem.
Forecasts of the ambient coﬁdiﬁons and load were made by assuming that their rates of
change were constant. Depending upon the weather conditions, substantial cost

savings could be realized.

1.2 Research Objectives and Approach
The goal of this work is to develop general methodologies useful to engineers and
plant managers for designing, retrofitting, and controlling the equipment in large central

chilled water systems. The methodologies would be in the form of:

1) mathematical models for the individual equipment
2) optimal control algorithms
3) general guidelines for design and control

The methodologies developed are of a general nature so as to be applicable to a wide

variety of systems.



1.2.1

Model Development

Appropriate model development and selection depends strongly upon the desired

goals. There are three distinct uses for models in this study that result in three different

levels of mathematical representation.

1) Component Design and Analysis: Detailed mechanistic models are necessary in

order to evaluate design retrofits of individual equipment. They are also useful

 in identifying the important variables that affect a components' overall

performance and provide a basis for the development of simpler models. When
little or no performance data are available, mechanistic models are a means of

generating a complete performance map for a particular component.

2) System Simulation: It is possible to correlate the performance of individual

3)

components with simple mathematical relationships. In this manner, the time
required to perform a simulation of a complete system for studying the effects
of different control strategies and system configurations on overall performance -

is significantly reduced.

On-Line Optimal Control: In order to practically apply on-line optimal control
to cooling systems, it is advantageous to have a simple model of the overall
power consumption of the plant in terms of a minimum of inputs and with
which optimal control setpoints can be readily determined. If the characteristics
of the system or measuring equipment is changing with time, it may necessary
to update parameters of the model using recursive identification techniques.

This is most easily carried out for models that are linear with respect to the
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einpirical coefficients. For systems with thermal storage, it is necessary to
forecast cooling requirements and ambient conditions in order to perform

optimal control.

In this study, models are developed for all three of the above purposes. The models
developed in this study represent improvements over those that appear in the literature.
Where possible, measurements from the cooling system at the Dallas/Fort Worth
(DF/W) airport and from the literature are used to validate the models.

1.2.2 Methodologies for Optimal Control

Methodologies for determining the minimum of a given cost function are well
established. For systems without significant thermal storage, the dynamics of the
cooling equipment can be neglected (Hackner [1985]) and the plant ~optimization ‘
involves minimizing the total instantaneous energy consumption of the chillers, cooling
tower fans, pumps, and cooling coil fans in terms of the current load and ambient
conditions. In this study, two methodologies are presenfed for determining optimal
control. First of all, a component-based algorithm is developed for non-linear
optimization applied to system simulaﬁon. In this study, this methodology is used
primarily as a simulation tool for analyzing the design and control characteristics of
chilled water systems under optimal control. Theoretically, the algorithm could be used
for on-line optimization of the simulation of an operating system using "simple"
component models. The simulation would proceed in parallel with the actual system
with the possibility of updating parameters of the component models using on-line
measurements. However, in this study, results of the optimization program are used to
develop a "simple" near-optimal control methodology. An overall empirical cost

function for the total power consumption of the cooling plant is inferred from the cost
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functions associated with the components utilized in chilled water systems. This cost
function lends itself to rapid determination of optimal control variables and may be fit to
measurements using linear regression techniques.

Optimal control of a system with thermal storage involves minimizing the integral
of the instantaneous operating costs, while satisfying required constraints. In this
study, a methodology is developed based upon dynamic programming for determining
the optimal control of systems with stratified thermal storage. Optimization results are
then used to develop a "simple" near-optimal control strategy when time-of-day electric
utility rates are present.

For systems with storage, it is necessary to forecast cooling requirements and
ambient conditions in order to perform optimal control. A combined deterministic and
time series model is developed for forecasting cooling loads and is evaluated using data

from the D/FW airport.

| 1.2.3 Applications |

In order to make any general conclusions concerning design and control of central
cooling plants, it is necessary to simulate the performance of a variety of system
configurations under optimal control. The methodologies developed for evaluating the
optimal control of chilled water systems are utilized in studying the effects of alternative
control strategies and system configurations. In addition, control guidelines useful to

plant engineers for improved control practices are identified.

1.3 Description of the D/FW Airport System
The central cooling plant at the Dallas/Fort Worth (D/FW) airport is used as the

primary test facility for this study. This particular system is of general interest because
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of the large data acquisition system and the unique retrofits that the plant personnel have
undertaken.

The D/FW central facility provides heating and cooling for approximately 3 million
square feet of floor area for airport terminals, hotels, and office space. This system has
three centrifugal chillers originally rated at 8700 tons each. There are two sets of
cooling towers, each having four cells originally with two-speed 125 hp fans. Each
bank of tower cells shares a common sump and has two 500 hp condenser water
pumps in parallel that draw off the towers sumps. One set of cells has an additional
250 hp pump that is utilized at low load conditions. The chilled water pumping is |
provided with two 500 hp pumps and one 250 hp pump. An additional unique feature
of the D/FW system is that there are several hours of thermal storage available within
the chilled water distribution system that is used to increase the overall plant cooling
capacity and improve part-load operation. '

The data acquisition system records a wide range of conditions including
temperatures, pressures, flow rates, and power consumptions on magnetic tape each
minute. This information is utilized by the plant operators for the purpose of billing the
individual energy users and for energy management of the system as a whole. For this
study, this data is invaluable in developing and validating computer simulation nﬁodels
of the equipment that are used in evaluating both improved control strategies and
retrofits for the plant.

Foremost among the retrofits implemented in the D/FW plant to reduce energy
consumption waé the convel;sion of the drive for the primary centrifugal chiller. Each
of the three 8700 ton chillers as initially installed was driven with a steam turbine. As a
result of poor turbine efficiencies at low speeds, these chillers were primarily operated
at fixed compressor speeds. The capacity modulation was provided by control of inlet

pre-rotation and outlet diffuser vanes. Through good energy management practices, the
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energy consumption at the D/FW airport has been reduced to the point where a single
chiller provides the necessary cooling requirements. To further reduce energy
consumption at part-load operation, the primary chiller was retrofitted with a 5000 hp
variable-speed electric motor. At the same time, the refrigerant was changed from R-22
to R-500 and the chiller capacity was derated to 5500 tons. This cooling capacity in
conjunction with the use of thermal storage is sufficient to satisfy the systeni demand
most of the time. Additional retrofits at the D/FW system include conversion of chilled
water distribution pumps and cooling tower fans with variable-speed motors. All of

these retrofits improve the part-load performance of the cooling plant.

1.4 Organization .

The main body of the thesis is presented in Chapters 2 - 7. Both detailed and
simplified models for the individual system éQuipment are developed and compared in
Chapters 2, 3, and 4. Results of these models are also compared with measurements.
Both the component-based and system-based optimization algorithms are developed in
Chapter 5. Results of applications of these methodologies to systems without storage
are given in Chapter 6. Included in these resuits are control simplifications that are
useful as guidelines for plant operators and that simplify the methodology for near-
optimal control. Typical results for the savings associated with optimal control and
comparisons between different system configurations under optimal control are also
presented in Chapter 6. In Chapter 7, dynamic programming is applied to fully-
stratified thermal storage systems in order to identify control simplifications for near-
optimal control. In addition, a model for forecasting cooling loads is developed based
upon time-series methods. Computer ﬁrograms developed in this study are listed in a

separate document (Braun [1988]).
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Chapter 2
Models for Centrifugal Chillers

In this chapter, mathematical models are developed for centrifugal chillers. A
mechanistic model is presented for chillers operated with variable-speed control.
Results of this model are used to identify a simpler empirical model more suitable for
system simulation and optimal control studies. The empirical model correlates data for
both variable and fixed-speed chillers. |

The models described in this chapter are compared with performance data for the
5500 ton centrifugal chiller at the Dallas/Fort Worth (D/FW) airport under both
variable-speed and fixed-speed control. They are also used to study the performance
characteristics of the D/FW chiller.

21 A Mechanisvtic Model for Variable-Speed Chillers

A common method for modeling the performance of chillers for use in the
simulation of central cooling plants is to fit empirical relationships to manufacturers’
data. Stoecker [1971] and Bullock [1984] give examples of functional forms that are '
adequate for this purpose. One limitation of this approach is that the model can only be
trusted within the range of conditions for which it was fit. Often the available data are
too limited to provide a complete performance map. In addition, empirical models are |
not useful for investigating design retrofits associated with the chiller, such as changes
in refrigerant type or conversion from fixed-speed with vane control to variable-speed
capacity modulation. Such models are also limited in studying the importance of certain
control variables, such as chilled and condenser water flow rates. Althou gh

manufacturers' have developed mechanistic models of centrifugal chillers, their
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descriptions are not available in the open literature.

In this section, a mechanistic model of a centrifugal chiller with variable-speed
control is described. The model utilizes mass, momentum, and energy balances on the
compressor, evaporator, condenser, and expansion device. Given a chilled water set
temperature and entering chilled and condenser water temperatures and flow rates, the
model determines both the requiréd compressor speed and power consumption. In
addition, it may be used to estimate, for any given set of conditions, the chiller capacity
at a specific speed or power consumption or the compressor speed at which compressor
surge develops.

When little or no performance data are available, the mechanistic model described in
this section provides a tool for generating a complete chiller performance map. A '
simpler empirical model appropriate for system simulation is then fit to the generated

data.

2.1.1° Model Formulation

Figure 2.1 shows a schematic and associated pressure-enthalpy diagram of a
centrifugal chiller with single-stage compression. The refrigerant entering the
compressor at state 1 is assumed to be a saturated vapor. Both the enthalpy and
pressure rise as the refrigerant passes through the compressor to a superheated state 2.
In the condenser, the refrigerant is cooled and condensed at a relatively constant
pressui'e and is assumed to exit at state 3 as a saturated liquid. It is then expanded at
constant enthalpy to the evaporator pressure (state 4). In the development that follows,
the chilled water supply and 'return temperatures, T, and T,,p refer to supply and
returh to the load (i.e. from and to the evaporator), while the condenser water supply
and return, T, and T_,,, are to and from the condenser. Each of the components are

modeled as follows.
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Figure 2.1. Schematic and Pressure-Enthalpy Diagram for a Single-Stage Chiller
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Evaporator
The evaporator is assumed to be a flooded shell and tube type design. Refrigerant

boils at the outside of horizontal tubes and rises out the top. Heat transfer in the
evaporator is modeled using an overall conductance and log-mean temperature
difference. Three expressions for evaporator heat flow that result from this model and

from energy balances on the two fluid streams are

Q. = UA.LMID, (2.1.1)
= mg (h;-hy (2.1.2)
= Dt Com (Tatwr~ Tewd 2.1.3)
\fvhere,
Q. = rate of heat transfer to evaporator
UA. = overall evaporator conductance

LMTD, = evaporator log-mean temperature difference

mg = refrigerant mass flow rate

hy = specific enthalpy of refrigerant exiting evaporator
hy = specific enthalpy of refrigerant entering evaporator
Mgy = chilled water flow rate

Cow = specific heat of water

The log-mean temperature difference and overall conductance are determined as
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T e T s | |
LMID. = [ Tawr Te | (2.14)
Tdtws' Te
Ae,i
UA, = 1 N 1 = (2.1.5)
he,i I'ehe,o ¢
where,
T, = refrigerant evaporation temperature
A.; = total inside surface area of evaporator tubes

h.; = heat transfer coefficient for water flow through evaporator tubes

h., = boiling refrigerant heat transfer coefficient

o]
]

ratio of effective outside evaporator tube area (product of overall fin

efficiency and total surface area) to inside area

~
[
il

the resistance to heat transfer associated with the tube material, including -

the fouling factor.

Nucleate boiling is assumed to take place from the evaporator tubes to the pool of
refrigerant. Bubbles nucleate and grow from spots on the sux;face in a thin layer of
superheated liquid formed adjacent to the tubes. There-is much data available for
boiling heat transfer coefficients, but there is no universally~ accepted correlation.
Generally, the heat transfer coefficient for a particular application may be correlated in

the form
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b :
heo = a(Tes-To N (2.1.6)

where a and b are empirical constants that depend upon the properties of the refrigerant
and the nucleate characteristics of the surface and T, is the average tube outside
surface temperature. Myers (1952) gives fypical results for the heat transfer coefficient
of Refrigerant 12 with finned tubes that are used in this study. An expression for the
tube surface temperature obtained by considering the heat transfer resistance between

the water and the outside tube surface is

T, = T, + (2.1.7)

Q. [1
el 2 4R
Ae,i he.i &

where T 4, is the average of the entering and leaving chilled water temperatures.
The chilled water flow through the evaporator tubes is assumed to be turbulent such

that the heat transfer coefficient is given as (ASHRAE [1985])

k
he; = 0.023 [aﬁ] Re -t pr’*
e (2.1.8)

where k,, is the thermal conductivity of water, d, is the inside tube diameter, Re, is the
Reynolds number associated with water flow in an individual evaporator tube, and Pr is

the Prantl number for water.

Condenser
~ The condenser is also considered to be a horizontal shell and tube design.

Refrigerant condenses on the outside of the tubes and drains out the bottom.
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Q. = UAIMID, (2.1.9)
= mg (hy- h9y (2.1.10)
= Ihcwcpw(Tcwr" Tews (2.1.11)
where,
h, = specific enthalpy of refrigerant entering condenser
hs = specific enthalpy of refrigerant exiting condenser
my, = condenser water flow rate
and
LMTD Tcwr" Tcws
¢~ T-T (2.1.12)
1n C CWI
Tc" Tcws
Ac,i
UA; = — 1 (2.1.13)
hc.i * 1'chc,o *Re
T, = refrigerant condensing temperature
A.; = total inside surface area of condenser tubes
h.; = heat transfer coefficient for water flow through condenser tubes
h., = condensing refrigerant heat transfer coefficient
I, = ratio of effective outside condenser tube area (product of overall fin

efficiency and total surface area) to inside area
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R = the resistance to heat transfer associated with the tube material, including

(Y

the fouling factor.

It is not strictly correct to use the refrigerant condensing temperature, T, in
determining the log-mean temperature difference for the entire condenser. Refrigerant
entering the condénser is superheated and is cooled sensibly to the saturation
temperature at a relatively constant pressure prior to condensation. During this process,
the heat transfer coefficient is lower and the temperatufe difference higher than during
condensation. These tradeoffs justify the use of a single condenser temperature and a
single condensing heat transfer coefficient in the inodel.

Theoretical expressions for determining the heat transfer coefficients for laminar
film condensation of pure vapors on plates and tubes were first developed by Nusselt.
The average heat transfer coefficient associated with a vapor condensing on N

horizontal tubes is estimated from

0.25
3 2
ki (pg—py) 8hyy

heo =0.725| -
Ndpe(T,— T,y

(2.1.14)

ki = conductivity of the liquid refrigerant

hg, = heat of vaporization of the refrigerant
g = gravitational acceleration

ps = density of saturated liquid refrigerant
py = density of saturated vapor refrigerant

condenser tube diameter

iy
Il
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Ke = viscosity of saturated liquid refrigerant

T, s = average tube outside surface temperature

The vapor density is usually small compared to the liquid density and may be

neglected. Analogous to the evaporator analysis, the tube surface temperature is

(2.1.15)

where T, is the average condenser water temperature.
The correlation for turbulent flow in tubes, equation (2.1.8), is applicable to a
condenser tube and is used for evaluating the water side heat transfer coefficient for the

condenser, h ;.

Compressor

One approach to modeling the performance of the compressor is to use performance
curves from the manufacturer. Davis (1974) presents a method of correlating data that
reduces the family of compressor head characteristics to a single curve of dimensionless
head versus a dimensionless flow. A limitation associated with this approach is that
complete performance data is not always readily available or it is presented in such a
way as to be specific to the refrigerant employed.

The model developed in this study relies on relationships that are commonly used in
the design of centrifugal compressors. It employs fundamental mass, momentum, and
energy balances and empirical correlations that are representative of well-designed

centrifugal compressors.
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Ferguson [1963] provides a good background for much of the presentation to
follow concerning the compressor. Figure 2.2 shows a cross-section of the impeller of
a centrifugal compressor showing a single blade with pertinent dimenéions and
velocities.

The impeller rotates with an angular velocity @ having a tip speed equal to u,. The .
refrigerant vapor exits the impeller with a relative velocity V, ; and an absolute velocity
V,. The components of velocity tangential and normal to the impeller wheel are
denoted as V, ; and V, ;..

Neglecting the angular momentum of the incoming refrigerant, a momentum
balance on the impeller gives an expression for the required work input per unit mass of

refrigerant.

. 2 '
w.o= OV, T = u,V, = pu, | (2.1.16)

where the work coéfficient, M,, is defined as the ratio of the tangential component of

the fluid velocity to the impeller tip speed.

v
Py = 5

Ux (2.1.17)

If the velocity of the fluid relative to the impeller, V, , exits tangential to the blade
(i.e. no slippage), then the theoretical work coefficient determined from the vector

diagram of Figure 2.2 is
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Compressor Impeller

Velocity Vectors

Figure 2.2. Velocity Components for Refrigerant Exiting
a Compressor Impeller
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_uy- Vyacot(B)
u'x'ﬂl - ux

= 1-¢,cot(B) | (2.1.18)

The dimensionless flow coefficient, ¢,, is the ratio of the fluid velocity normal to

the impeller to the impeller tip speed.

q) = 28— MRVx
*ouy Asu

b

(2.1.19)

where A, is the exit flow area of the impeller and v, is the exiting vapor specific
volume.

In reality, slippage and non-uniform velocity profiles at the impeller exit limit the
accuracy of this formulation. Wiesner [1959, 1960] has correlated the real performance
of centrifugal compressors with vaneless diffusers. His results are presented as curves
of polytropic efficiency, Mool and polytropic work coefficient, Hpop VETsus the

dimensionless flow coefficient, ¢,, where,

w
Mpot = —o> (2.1.20)
_ Wpol
Hpot = —5 | (2.1.21)
ux

The polytropic work, Wy, is the quantity of work required for a reversible

polytropic process occurring between the actual inlet and outlet states. A polytropic
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process satisfies
Pv" = constant | (2.1.22)

The polytropic coefficient, n, is determined by the actual initial and end states.

Va Pz]
n=—In|s- : :
Vi [Pl (2.1.23)

Since there is an increase of entropy in the actual irreversible compressor, there
must be a reversible heat input to the reversible compressor for the end states to be the

same. The polytropic work is given by

n-1

P P
n 2] n
Wpol = L vdP = Plvl'n—:'i— I:-p-;] -1 (2124)

1

The stage work coefficient, L, is determined from the polytropic coefficient and

efficiency as
11
TR (2.1.25)

Wiesner's results for Hpp T @ series of stfaight lines that can be represented by

Mo = 0.69 (1 -0 cot(B)) = 0.69 1,4 (2.1.26)
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The polytropic efficiency results of Wiesner are presented as curves of relative
efficiency versus the dimensionless flow coefficient, ¢,, for different rotational Mach

. Numbers, M,,, where

Mo = ;
o (2.1.27)

and a, is the sonic velocity in the refrigerant at the impeller inlet conditions. The

following equation provides a good fit to the graphical data of Wiesner.

2
ool -1 ra(L1-Mg]|1 - exp(d, (o, + o, + D) (2.1.28)
‘ T‘wf |

The reference polytropic efficiency, 1. is the péak value associated with a
reference rotational Mach Number of 1.1. Itis typically in the range of 0.80 to 0.85.
The empirical constants (a, b, c, d) that provide a good match to Wiesner's data are
0.109, 58.5, -6.0, and -18.8, respectively. Wiesner also presents a correction factor
for polytropic efficiencies due to differences in Reynolds numbers associated with the
use of different refrigerants. This effect is relatively small and is negligible for the
refrigerants considered in this study (R-500, R-22, and R-12).

In order to evaluate the flow coefficient using equation (2.1.19), it is necessary to
determine the specific volume of the refrigerant at the exit of the impeller. Most of the
entropy rise associated with the compression process occurs within the diffuser. For
this reason, the entropy at the impeller exit is assumed to be equal to the entropy at the
inlet.
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8¢ = §; ’ < (2.1.29)
The additional property necessary to define the state at the impeller outlet is
. determined from an energy balance on the diffuser. Assuming that the kinetic energy

exiting the diffuser is small compared to that at the diffuser inlet, the incoming enthalpy

is
hy = hy - — (2.1.30)

From an energy balance on the impeller and equation (2.1.16)

h,

hy + ppo (2.1.31)

So,

2
X

2

hy=h; + ps - (2.1.32)

The absolute refrigerant velocity at the impeller exit, V,, is determined from the
normal and tangential components (Figure 2.2), such that
2
X

2
V2= V2 + Vi=uko, + 1) (2.1.33)
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Thus the exit impeller enthalpy is

2 2
h, = hy + ui[ux - %-’i - %‘] (2.1.34)

The thermal expansion device is assumed to modulate the refrigerant flow such that
a saturated vapor state is maintained at the compressor inlet. The entering and exiting

enthalpy of the expansion device are assumed to be equal.
hy = hj | (2.1.35)

. Finally, the power input to the motor driving the compressor is calculated as

mg (hy - hy)

Mn (2.1.36)

Py =

where 1, is the overall efficiency associated with the motor and gearbox if present.
The model, as defined through equations (2.1.1) - (2.1.36), requires properties of
the refrigerant at various states. A computer program developed from the equations
given by Downing (1981) was used to evaluate thermodynamic properties of the
refrigerants at any state. Additionally, curve-fits were developed for viscosity
and conducﬁvity at saturated liquid conditions for refrigerants considered in this study’.
The sonic velocity associated with the vapor refrigerant exhibits very little variation
over a. wide range of temperatures. It was assumed to be constant evaluated at 50

degrees Fahrenheit. Appendix A gives the viscosity and conductivity curve-fits and
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sonic velocity data. A listing of the refrigerant properties pfogram is given by Braun

[1988].

2.1.2 Solution of the Equations

For a given chiller design, there are five independent input variables that define the
chiller performance through the equations presented in the previous section. Itis
possible to solve these equations in different ways depending upon the desired inputs
and outputs. Most commonly, the independent variables controlling the compressor
performance would be the entering chilled and condenser water temperatures and flow
rates and the chilled water setpoint. In this case, the primary outputs would be the
compressor power requirement and speed. Alternatively, it is possible to specify the
compressor speed as an input, in which case the leaving chilled water temperature and
power requirement are outputs.“ Other possibiiities include specifying the leaving in
place of entering condenser water temperature or the power consumption. In any case,
the solution of the equations is not as complicated as it might first appear.

Fora single-stagé compressor with a specified chilled water setpoint and entering or

leaving condenser water temperature, the equations are solved in two separate steps.
1) Given the chilled water entering flow rate and temperature and the setpoint,
determine the evaporator refrigerant temperature, T, by iteratively solving

equations (2.1.1) and (2.1.3)-(2.1.8). This can be accomplished with

Newton's method applied to the function.
F(To) = UA.LMITD, - figny Cpw (Tonwr~ Totws 2.1.37)

2) The solution of the remaining set of equations can be reduced to finding the
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zeros of three functions with three unknowns using Newton's method. The

three iteration variables are T, uy, and ¢,, while the three functions are

F, = UA.LMID, - I].:lcwcpw(T«::wr" Tews (2.1.38)
- _ Ii1va
Fo= 0~ pou (2.1.39)
W
Fs = (hy-hy) - 22 (2.1.40)
npol

For given values of the iteration values, each of the terms in the above equations are
uniquely defined with equations (2.1.2) , (2.1.9) - (2.1.35) and property data.

The analysis is complicated a bit further if two-stage compression is considered. In
this case, the energy and momentum balances are applied to both compressioxi stages.
In the absence of an economizer, the outlet from the first stage is the inlet the second.

Most multi-stage centrifugal chillers utilize an economizer. For a two-stage
compressor, refrigerant exiting the condenser is expanded to the intermediate pressure
between compressipn stages and enters a flash tank. Saturated refrigerant vapor is
removed from the flash tank, mixed with the outlet stream from the first stage and fed
to the second-stage compressor. Liquid refrigerant from the flash tank is expanded to
the evaporator pressure. In order to include an economizer in the aﬁalysis, mass andl
energy balances are applied to the economizer to determine the additional states and
refrigerant flow rates.

In the solution of equations for two-stage compression, two additional iteration

variables are the intermediate pressure and the flow coefficient for the second stage.
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Equations (2.1.39) and (2.1.40) apply to the first stage and an analogous two
additional equations are used for the second stage. |

The maximum cooling capacity of a chiller is limited by several factors. For
instance, it may be controlled by the maximum allowable power input to the motor or
the maximum rotational speed. Alternatively, there may be a lower limit on the
refrigerant temperature in order to avoid localized ice formation within the evaporator or
an upper limit on the condenser pressure. In any of these situaﬁons, the model can be
adapted to determine the maximum capacity and associated power input and
compressor speed. The D/FW chiller capacity is primarily limited by the power input to
the motor. In this case, the equations are solved such that power is an input and
cooling capacity is output. Equations (2.1.37) - (2.1.40) are solved concurrently,
rather than separately in this situation. Listings of computer programs for evaluating
the chiller power consumption, operating speed, and cooling capacity for single and
two-stage compression (with or without an economizer) appear in a separate document

(Braun [1988]).

2.1.3 Parameter Estimation and Comparison with Measurements

The D/FW chiller has two-stage compression with an economizer. Many of the
parameters characterizing this design were available from the manufacturer and are
presented in Table 2.1. Additional parameters necessary for evaluating the chiller
performance were determined by regression using measurements from the D/FW
airport. The data used in the regression was randomly selected from two different time
periods to give a range of conditions. |

The ratios of the outside finned tube area to the inside area for both the evaporator

and condenser were unknown. Sufficient data were available to estimate these ratios
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from a regression analysis. The saturation temperatures were estimated from
compressor suction and discharge pressure measurements using refrigerant property
data for R-500. Good agreement between the model and the saturation temperatures is

obtained for values of r, and r, of 3.1 and 3.2.

Table 2.1

Known D/FW Chiller Parameters
Description Value Units

Effective evaporator internal tube 11,300 sq. ft.
surface area
Number of evaporator tubes 3560
Number evaporator tube passes 3

. Evaporator tube length 22 feet
Tube inside diameter (evaporator 0.75 inches
and condenser)
Effective condenser internal tube 14,800 sq. ft.
Number of condenser tubes 3349
Number of condenser tube passes 1
Condenser tube length 30 feet
Diameter of compressor impellers 2.33 feet

The efficiency of the electric motor driving the compressor is approximately 95%.
Additionally, there is significant energy loss in the gearbox between the motor and the
compressor. At maximum loading of 5000 hp, the energy loss is approximately 200
hp. This gives an overall efficiency of about 91%.

There are three additional unknown parameters concerning the compressor that are
necessary in order to analyze the chiller performance: 1) the impeller blade angle, B, 2)
the impeller exit flow area, A,, 3) the reference polytropic efficiency, 1.

Estimates of these parameters were obtained from the D/FW plant personnel and the
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literature as follows.

From a photograph of a centrifugal compressor impeller available from the D/FW
plant personnel, the blade angle appears to be approximately 30 degrees. The impeller
width at the exit is between 2 and 3 inches. This gives an impeller exit area of between
1.2 and 1.8 square feet. Wiesner's [1960] curves of polytropic efficiency derived from
measurements of several centrifugal compressors operating with R-500, R-22, br R-'IZ
give a relative polytropic efficiency of about 0.82.

In order to fine-tune these estimates, a regression analysis was applied to the
centrifugal compressor. . Measurements vincluded the motor electrical consumption and
the compressor suction and discharge pressures. Table 2.2 gives the parameter values
determined from the regression analysis that yield the best agreement with the data.
They are surprisingly close to the original estimates. |

Figures 2.3 - 2.6 show comparisons between measurements and the overall model
predictions of reﬁigerantltemperannes in the evaporator and condenser and the
compressor power and speed. Overall, the agreement is very good. The best
predictions are of the power consumption and the evaporator temperature. The
estimates of the condenser temperature and compressor rpm are not quite as good.

'There appears to be a slight bias in the comparisons. The model tends to underestimate
power consumption and speed at low values. One possibility is that the motor and
gearbox efficiencies are lower at lower speeds and loadings. The model assumes a
fixed overall efficiency for these components at all conditions. Another possibility is
that the compressor polytropic efficiency may fall-off more significantly at low loads
than the Wiesner data exhibits.
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Table 2.2
Compressor Parameters Determined from Regression

Parameter Value Units
B 27.2 degrees
Ay 1.53 square feet
Nyes 0.814

Predicted Evaporator Temperature (F)

30 v ] ¥ T T ) y
30 35 40 45 50
Measured Evaporator Temperature (F)

Figure 2.3. Comparison of Modeled Evaporating Temperatures with D/FW Data
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Figure 2.6. Comparison of Modeled Compressor Speeds with D/FW Data

The D/FW measurements were originally recorded on magnetic tape at one minute
intervals. For the comparisons of Figures 2.3 - 2.6, the data were selected randomly.
Part of the variability in these results may be a result of unsteady conditions. As
another test of the accuracy of the model, controlled tests were performed on the chiller
and compared with model predictions for a range of conditions. The conditions for all
measurements were stabilized for at least 15 minutes. Both the chilled and condenser
water flow rates were held relatively constant for all tests. The results of the
comparisons as summarized in Table 2.3 show that the model agrees well with the data.
Once again, the estimates of power consumption are better than for compressor speed.
The root-mean-square of the differences is 84 kW for power.and 140 rpm for
compressor speed. The relative error of the power consumption estimates is larger at

low loads. This may be due in part to the much larger uncertainty in the load evaluation
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at this condition. ' Errors in measurements of chilled water temperature differences used

to determine the chiller load, have a much more significant effect when the differences

are small.

Load(tons) Tuws®  Tewe®

1375
2475
2800
2750
2710
1355
5420
5460
5420
2690
2750
2730
4065
4065

2.1.4 Surge Predictions

The operating temperature and pressure of the refrigerant in the evaporator are

Table 2.3

Comparisons of Chiller Model with Controlled Tests

40
41
40
40
40
50
40
40
40
50
50
50
50
50

57

64,

69
79
64
57
69
76
86
62
69
82
64
75

Power (kW)

Data Model
364 302
650 755
1010 1082
1411 1421
805 867
126 134
2416 2248
2736 2774
3580 3519
415 461
610 . 689
1299 1154
940 864
1316 1391

Speed (rpm)
Data Model
2350 2177
2600 2695
3100 - 2992
3400 3258
1400 1563
11400 1562
3600 3572
3700 3755
3900 3971
2700 2498
2700 2497
3200 2955
2650 2624
3000 3004

uniquely determined by the chilled water load, the water flow rate, and the chilled water

setpoint. Similarly, the condensing pressure depends upon the total heat rejection and

the condenser water stream conditions. A surge condition occurs when the compressor

is unable to develop a discharge pressure sufficient to satisfy the condenser heat

rejection requirements. This results in an unstable mode of operation in which the total
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flow in the compressor oscillates.

A mathematical characteristic of the surge condition is that it first develops at a point
of zero slope of the compressor discharge pressure versus flow relationship. This also
corresponds to a point of zero slope of the compressor speed versus chiller loading

characteristic. Figure 2.7 shows results of the model for required compresSbr
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Figure 2.7. Modeled Compressor Speed Versus Load Requirement

speed versus loading. The modeled surge point occurs at the minimum speed. To the
left of this point the model predicts that the compressor speed increases with decreasing
load. Tﬁe minimum modeled compressor speed is 2700 rpm at a load of abdut 500
tons, It is difficult to predict the load associated with the development of surge. As

evident in Figure 2.7, the chiller cooling capacity is more sensitive to compressor speed
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near the surge point. The determination of the onset of surge requires a subjective
decision and cannot be measured directly. In this work, the approach used in modeling
surge is to first determine the minimum possible compressor speed for any given set of
conditions. The point at which surge develops is then assumed to occur at 50 rpm's
greater than this minimum. At this point, Figure 2.7 indicates that there is essentially a
linear relationship between speed and chiller capacity.

The chiller model is easily adapted to determine the compréssor speed at which
surge first occurs for a given set of chilled and condenser water conditions. An
optimization routine, such as golden section search, is used to calculate the minimum
compressor speed as a function of chiller loading. A program listing for determining
the surge point is given by Braun [1988].

Figure 2.8 shows a comparison of compressor speeds at which surge develops for
the model and D/FW data as a function of the temperature difference between the
leaving condenser and evaporator water flow streams. The agreement is surprisingly

good.
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Figure 2.8. Comparison of Modeled Surge Speed with D/FW Data

2.2 A Model for Correlating Performance Data

The mechanistic model described in the previous section is useful for investigating
the performance of variable-speed chillers in detail. However, it requires too much
computation to be used in system simulation or optimization studies. In this section, a
simpler empirical model for correlaﬁng the performance of variable or fixed-speed
chillers is presented.

There are five independent input variables that uniquely define the performance of a
chiller. One possible set of independent variables is 1) chilled water load, 2) chilled
water supply temperature, 3) chilled water flow rate, 4) leaving condenser water
temperature, 5) condenser water flow rate. Alternatively, entering chilled water and
condenser water temperatures could be utilized in place of leaving conditions.

By correlating chiller performance in terms of leaving rather than entering
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temperatures, the dependence on either the chilled water or condenser water flow rate is
not significant. Figure 2.9 shows the effect of chilled and condenser water flow rates
on the coefficient of performance (COP) of the D/FW variable-speed chiller determined

with the mechanistic model described in Section 2.1. In the normal operating range of

8.0
x 50% greater evaporator water flow
7.5 a 50% greater condenser water flow
B Normal water flow
7.0 7
Ry
8 -
~ 6.5 - /‘\
= .
=
&) 6.9 -
55"
50

1000 2000 3000 4000 5000 6000 7000
Chilled Water Load (tons)

Figure 2.9. Effect of Water Flow Rates on Chiller Performance
for Fixed Leaving Water Temperatures

this chiller, the effect of variations in either flow rate on the overall chiller performance
is relatively small (< 2%) when the results are presented in terms of leaving water
temperatures. It is interesting to note that reducing the evaporator flow shows an
improvement in the performance. This results from the characterization of the
performance in terms of the load and leaving chilled water temperature. For a given
load and chilled water setpoint, a lower flow gives a higher chilled water return

temperature. Assuming that this dominates over the reduced heat transfer coefficient
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effect, the evaporation temperature rises and the performance improves. In practice, the
chilled water return temperature is constrained by comfort considerations at the
distribution points to the load.

The number of independent variables effecting the chiller performance is reduced to
three, when utilizing leaving evaporator and condenser water temperatures and
neglecting the effect of variations in flow rate. Corfelating chiller performance may be
further simplified by utilizing the difference between the leaving condenser and
evaporator water temperatures as an independent variable rather than the individual
temperatures. Figure 2.10 shows a comparison between modeled chiller COP as a
function load for a lea\iing water temperature difference of 40 F for different chilled

water supply and leaving condensing water temperatures. The performance is

7.0
6.5
R
Q
&)
S 60
.’é
L
5.5 - b Tchws = 40 F, Tcwr= 80 F
% Tgpys=50F, Toyy=90 F
5.0 v ¥ ¥ ' 4 T T T T T T
1000 2000 3000 4000 5000 6000 7000

Chilled Water Load

Figure 2.10. Dependence of Chiller Performance on Leaving Water Temperatures
for Fixed Temperature Differences



nearly independent of the individual leaving evaporator and condenser water
temperatures, depending primarily upon their difference. Similar results were obtained
- for a range of other conditions.

Results of the mechanistic chiller model indicate that chiller power consumption is
primarily a function of only two variables, the load and the temperature difference
between the leaving condenser and chilled water flows. The following functional form

correlates the chiller power in terms of these variables.

Pch
Pdes

= ag + a1X + 3.2X2 + a3Y + a4Y2 + 35XY (2.2.1)

where X is the ratio of the chiller load to a design load, Y is the leaving water
temperature difference divided by a design value, P, is the chﬂler power consumption,
and P, is the power consumption associated with the design conditions. The
empirical coefficients of the above equation (ag, a;, 2y, 23, a4, and as) are determined
with linear least-squares curve-fitting applied to measured or modeled performance
data.

It is also necessary to model the limits of chiller operation associated with maximum
chiller capacity and compressor surge. The following relationships were found to

work well for estimating the maximum and minimum capacities.

Xmax = bo + DY (2.2.2)

2
Xmin = Co + C1Y + CoY _ (2.2.3)
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where X, and X .. are the maximum and minimum possible chilled water loads '
aSsociated with the capacity and surge limits divided by the design load. Again, the
empirical coefficients of the above equations are determined with linear regression

~ applied to measurements or model generated data. |

In order to estimate chiller power consumption using the above relationships, it is

necessary to know the leaving water temperatures. The chiller is controlled to give a
specified leaving chilled water temperature. The leaving condenser water temperature,
on the other hand, is not known. It depends upon the entering conditions, load, and
power consumption. An implicit relationship for the dimensionless 1eaving‘ water

temperature difference results from the use of an overall energy balance on the chiller.

Qe + MyPaes@ + ;X + 8, X% + a3Y + 2,7 + a5XY)

. . 224
= My pr [Y(Tcwr" Tchws) des (Tews- Tchws)] ( A )

Equation (2.2.4) is quadratic in Y and may solved explicitly. If the design conditions |
are appropriately chosen, then Y will typically vary between about 0.2 and 1. This may
be used as a criteria for selecting between the two solutions of equation (2.2.4).

If the specified chiller load falls outside of the limits imposed by equations (2.2.2)
and (2.2.3), then it is necessary to adjust the setpoint such that operation occurs at the
limit. In this case, the load is given by equations (2.1.3) and (2.2.2) or (2.2.3) and Y
is deterx_nined with (2.2.4). These equations are solved to find the load, chilled water ‘
setpoint, and value of Y that give performance at the operation limit. Equation (2.2.1)
is then used to evaluate the chiller power consumption.

The empirical relationships for estimating chiller power consumption and the
capacity and surge limits were tested over a wide range of operating conditions using

data derived from the mechanistic model of a variable-speed chiller. In all cases, these
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models provided an excellent fit to the generated data.

The model for power consumption was also fit to measurements from the D/FW
airport system for both variable and fixed-speed control. Tests were performed for
both types of control at nearly identical conditions. Table 2.4 summarizes the resﬁlts of
these tests. The test conditions are given in sets of two. The first of each set is for the
variable-speed measurements, the second for fixed-speed control. The chilled and
condenser water flow rates were held constant for these tests. The compressor speed
for the fixed-speed, vane control tests wés also held constant at 4000 rpm and the inlet
pre-rotation and outlet diffuser vanes were operated using the automatic control

implemented by the manufacturer.

' Table 2.4
Measurements of the D/FW Chiller Performance
for Variable and Fixed-Speed Control

Test Load(tons) Tepws(®  Teur(®  Power Consumption (kW)
Variable-Speed Fixed-Speed

1 1375, 1355 40, 40 57, 58 364 860
2 2475, 2625 41, 40 64, 62 650 1410
3 2800, 2710 40, 40 69, 69 1010 1800
4 2750, 2670 40, 40 79, 80 1411 1930
5 2710, 2710 40, 40 64, 64 805 1410
6 1355, 1625 50, 499 57, 57 126 1036
7 5420, 5420 40, 40 69, 70 2416 2780
8 5460, 5420 40, 40 76, 76 2736 2736
9 5420, 5420 40, 40 86, 86 3580 3627
10 - 2690, 2710 50, 50 62, 62 415 1560
11 2750, 2750 50, 50 69, 69 610 1326
12 2730, 2730 50, 50 82, 82 1299 1830
13 4065, 4065 50, 50 64, 64 940 2446
14 4065, 4065 50, 50 75, 75 1316 2480
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Figure 2.11 shows a comparison between measured and correlated chiller power '
consumption. Separate curve-fits were performed for the D/FW chiller operated with
both variable and fixed-speed control. The design conditions for equation (2.2.1) were
taken to be those associated with the maximum measured power consumption. The
root-mean-square of the error in the modeled power is 64 kW for the variable-speed

and 152 kW for the fixed-speed control. The larger errors for fixed-speed
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Figure 2.11. Comparison of Measured and Correlated Chiller Power

operation may be due to a more unstable control characteristic. In examining the test
results in Table 2.4, there is more inconsistency in the results of the fixed-speed tests.
For instance, in comparing tests 7 and 8 (or 13 and 14), the only condition that changed

appreciably was the leaving condenser water temperature. However, the power
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consumption associated with vane control did not increase as would be expected. In
this mode of operation, both the inlet and outlet vanes are adjusted in some automatic
fashion to meet the desired conditions. Therefore, it is possible to realize the same
conditions with different power consumptions. The inconsistencies in the fixed-speed
measurements and resulting errors in the empirical fit to the data may be due to

inconsistent control of the inlet and outlet compressor vanes.

2.3 Performance Characteristics of the D/FW Chiller

The performance of the D/FW chiller operated with both variable and fixed-speed
control may be compared directly through the test results of Table 2.4. At all part-load
conditions, the performance associated with the variable-speed control is superior.
However, the power requirements come together at loads approaching the capacity of
the chiller. This is éxpected, since at this condition the vanes are wide open and the
speed under variable-speed control approaches that of the fixed-speed operation.

In order to see the differences between variable and fixed-speed operation more
clearly, their performance was correlated using the form of equation (2.2.1). Figures
2.12 and 2.13 show chiller performance for both controls in terms of COP as a
function of load for different condenser to evaporator leaving water temperature
differences. For the variable-speed control, the COP reaches a maximum at part-load
conditions. This peak occurs as a result of tradeoffs between increasing heat transfer
efficiencies due to decreased water to refrigerant temperature differences in the
evaporator and condenser and the decreased polytropic efficiencies of the compressor
that occur at low refrigerant flow rates. The peak COP moves to lower loads at lower
temperature differences. |

It is typical for centrifugal chillers with either variable or fixed-speed control to

exhibit a peak in performance at part-load conditions of between 40% to 70% of the
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chiller design capacity. However, the fixed-speed performance data shown in Figure
2.13 does not exhibit such a peak. The best performance occurs at the capacity of the
chiller. The capacity of the D/FW chiller was derated when retrofit with a different
refrigerant, so that the evaporator and condepser are oversized at the current capacity
relative to the original design capacity. As a result, the performance is more sensitive to
penalties associated with part-load operation of the compressor than to heat exchange
improvements. Part of the improvement with variable-speed chiller control may result

from the unique characteristics of the D/FW chiller.

10
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Figure 2.12. D/FW Chiller COP for Variable-Speed Control
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' Figure 2.13. D/FW Chiller COP for Vane Control

Figure 2.14 shows a direct comparison of the results of Figures 2.12 and 2.13.
The ratio of power under variable-speed cont;ol to that with vane control is plotted as a
function of load and leaving water temperature differences. At typical summer
conditions of 5500 tons and temperature differences of between 40 and S0 F, the
performance ratio is near unity. As the load decreases, the COP of the variable-speed
control increases, while that associated with fixed-speed operation is reduced. At part-
load conditions of about 3000 tons and temperature differences between 30 and 40 F,

the variable-speed control uses about 30% less power.
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Figure 2.14. Comparison of Chiller Power Consumptions under Vane and
Variable-Speed Control '

The mechanistic chiller model is useful for studying the effect of different
reﬁ'igerants on the overall chillér performénce. Figure 2.15 shows COP as a function
of load for R-500, R-22, and R-12 at a leaving water temperature difference of 30 F.
The D/FW chiller as installed was charged with R-22. Upon retrofit with a variable-
speed drive, the refrigerant wa; changed to R-500. Since the maximum chiller load is
generally less than about 5500 tons, Figure 2.15 indicates that this was a relatively
good choice. Overall, R-22 does well at. very high loads, both R-12 and R-500 are
good at loads near 5500 tons, and R-12 is a clear choice at lower loads. It appears that

R-12 may be a better overall choice than R-500 for the D/FW system.
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Figure 2.15. Effect of Refrigerant Type on Chiller Performance

2.4 Summary

A detailed mechanistic model for variable-speed centrifugal chillers was developed.
The mbdel requires only design parameters and the operating conditions in order to
estimate the power requirement. The model is also capable of estimating the |
compressor speed at which surge develops or the maximum chiller cooling capacity at a
given power ihput or speed. Results of the model compare favorably with
measurements from the D/FW airport fof both power requirement and the speed
associafed with the onset of surge.

Using results of the mechanistic model, a simpler empirical model for correlating
performance data was also identified. Chiller power consumption is correlated as a
quadratié function of only two variables, the load and temperature difference between

the leaving condénser and chilled water flows. This model fits data for both variable-
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speed and fixed-speed with vane control chillers. Models for correlating the limits of
chiller operation associated with surge and capacity were also presented.

Results of the models were used to study the performance of the D/FW chiller.
Data for both variable-speed with wide-open vanes and fixed-speed with vane control
were corrélated using the empirical model and compared over a wide range of
conditions. At design conditions, the power consumption associated with the two
controls is essentially equal. At 60% of the design load, the variable-speed operation
requires 50% to 80% of the power requirements for fixed-speed, vane control. The
magnitude of the improvement depends upon the temperature difference between the
leaving condenser and chilled water streams. The use of different refrigerants was also
investigated. The peak performance associated with using R-500 shows on the order

of 5 - 10% improvement over the original charge of R-22.
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Chapter 3

Condenser-Side Component Models

In this chapter, models are presented for cooling towers and condenser water
pumping requirements. These are the primary components associated with rejecting

heat from chiller condensers to the environment.

3.1 Effectiveness Models for Cooling Towers

This section presents a simple, yet mechanistic method for modeling the
performance of cooling towers. Through the introduction of an air saturation specific
heat, effectiveness relationships are developed. The advantages of this approach are its
simplicity, accuracy, and consistency with the methods for analyzing sensible heat
exchangers. The accuracy of the effectiveness model is as good or better than that
associated with standard methods presented in the literature and has significantly 1ess
computational requirements. |

The first practical‘thebry of cooling tower operation was developed by Merkel
[1925]. Merkel's method has been the basis of most cooling tower analyses (Nottage
[1941], Lichtenstein[1943], Mickley [1949], Carey [1950], Webb [1984]) and is
outlined in the ASHRAE Equipment Guide [1983].

In the Merkel analysis, the water loss due to evaporation is neglected and a Lewis
number of unity is assumed. The determination of outlet states requires an iterative
numerical integration of two differential equations. A more rigorous analysis of a
cooling tower that did not utilize the assumptions of Merkel was performed by
Sutherland [1983]. He found that counterflow cooling towers can be undersized

between 5% and 15% through the use of the Merkel method if "true" mass transfer
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coefficients are used. In practice, however, the errors are not nearly as large, because
the mass transfer coefficients utilized in the Merkel method are generally determined by
matching results of the model to measurements from small-scale tests. Another
approach for modeling cooling towers was presented by Whillier [1976]. Whillier
developed a simple method for correlating performance data. However, this method is
not useful for design purposes.

In this section, an effectiveness model is developed for cooling towers by utilizing
the assumption of a linearized air saturation enthalpy. On its own, the linearization is
not a unique contribution. It was utilized for cooling coils by Threlkeld [1970] and
suggested for, but not evaluated for cooling towers by Nizet [1985]. Berman [19ﬁlj
described a Iog-meon enthalpy method for analyzing cooling towers that implicitly
assumes a linear saturation cur\_/e.. Maclaine-Cross [1985] also developed a model for
wet surface heat exchangers that incorporated the assumption of a linearized saturation
humidity ratio. Recently, an effectiveness model for cooling towers was also presented
by Jaber and Webb [1987]. The contributions of the work described in this chapter are
primarily: 1) devolopment of the basic equations leading to effectiveness relationships
. for cooling towers analogous to those for sensible heat exchangers, 2) development of
a simple method for estimating the water loss in cooling towers, and 3) validation of the
methodologies over wide ranges of conditions. Results of the methods are compared
with both numerical solutions to the detailed heat and mass transfer modeling equations
and with measurements. In Chapter 4, a similar analysis is applied to modeling the

performance of cooling coils.



3.1.1 Detailed Analysis
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The assumptions and basic equations employed here closely follow those of

Sutherland [1983]. A schematic of a counterflow cooling tower showing pertinent

states and dimensions is given in Figure 3.1.
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Figure 3.1. Schematic of a Counterflow Cooling Tower
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For negligible heat transfer from the tower walls, a steady-state energy balance on

 the incremental volume, dV, gives the following relation between the water and air

enthalpies.
m,dh, = d(myhy )
= my,dhg g + hgy dm,, (3.1.1)
where,

m, = mass flow rate of dry air
h, = enthalpy of moist air per mass of dry air
m,, = mass flow rate of water

h¢,, = enthalpy of liquid water

Relationships for the incremental water loss, dm,, and the water flow rate _at any point

within the tower, m,, are determined from steady-state mass balances on the water.

dm,, = m,do, (3.1.2)

My, = My; - MM, ,— 0,) (3.1.3)
where,

®, = local air humidity ratio

m,,; = inlet water flow rate

®, , = outlet air humidity ratio

From equations (3.1.1), (3.1.2), and (3.1.3) and assuming a constant water
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specific heat, the change in water temperature across the incremental control volume

(water inlet minus outlet) is

dh, - pr(Tw" Tref)dma

m.. :
[—Y"l - (ma,o_ma)] pr

m,

dTy = (3.1.4)

where T, is the local water temperature, T,¢is the reference temperature for zero
enthalpy of liquid water, and C,,,, is the constant pressure specific heat of liquid water.
The incremental increase in enthalpy of the air stream is equal to the rate of energy

transfer from the water droplets due to both heat and mass transfer or

m,dh, = hcAydV(Ty-T,) + h,,mdo, (3.1.5)
where,

he = convection heat transfer coefficient

Ay = surface area of water droplets per unit volume of cooling tower

hg w = enthalpy of water vapor at the local water temperature.

Assuming that the mass fraction of water vapor in the mixture of air and vapor is
approximately equal to the humidity ratio, the rate of mass transfer of water vapor to the

air stream may be expressed as

m,dw, = hpAydV(e, - @,) | (3.1.6)
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=
v]
it

mass transfer coefficient

0, = saturated air humidity ratio at the local water temperature.

Substituting equation (3.1.6) into (3.1.5) and méking use of the Lewis number
definition (Le = he/(hpCpyy)) and the definitions for the enthalpy of water vapor, the

result may be written as

m,h, = hDAVdV{banm(Tw - Ty + (0, - a)a)hng}

A

LehDAVdv[(hs,w - b + (@, - ®)(ULe - 1)hg'w] (3.1.7)

where,

Cpm = constant pressure specific heat of moist air = Cp, + 0,Cyy

Cpa = constant pressure specific heat of dry air
Cyv = constant pressure specific heat of water vapor
h,, = enthalpy of water vapor at 0 degree reference level

The overall number of transfer units for mass transfer is defined as

_ hpAyVr

m,

Ntu (3.1.8)

where Vr is the total tower volume. Utilizing the Ntu definition, equations (3.1.6) and

(3.1.7) may be reduced to
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do Ntu ‘
T TV O O - GL9
dh, _ LeNtu

A = [(ha "By + (@, - 0,)(1Le - 1)hg,w] (3-1.10)

For given Ntu, Le, and inlet conditions, equations (3.1.9), (3.1.10), and (3.1.4)
may be solved numerically for the exit conditions of both the air and water stream. The
solution is iterative with respect to two variables, @, and T, . At each iteration,
equations (3.1.9), (3.1.10), and (3.1.4) are integrated numerically over the entire tower

volume from air inlet to outlet.

3.1.2 Merkel Analysis

In order to simph'fy the analysis, Merkel [1925] made two assumptions. Most
significantly, he neglected the effect of the water loss due to evaporation on the right-
hand side of equation (3.1.1). In equation (3.1.1), this eliminates the last term and
implies that the water flow rate at each point in the tower in the first term on the right-
hand side is equal to the inlet flow. The second assumption is a Lewis number of
unity. With these approximations, the equations for the cooling tower may be reduced

to

dh Ntu
™ =~V ) (3.1.11)
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v m,,Cow

dT,, _ m,(dh,/dV) (3.1.12)

The primary computational savings associated with the Merkel assumptions is that
the solution of equations (3.1.11) and (3.1.12) is iterative with respect to a single
variable, T, ., instead of two variables. However, the solution of equations (3.1.11)
and (3.1.12) gives only the exit temperature of the water stream and exit enthalpy of the
air stream. In order to obtain the exit humidity ratio, it is still necessary to numerically
integrate equation (3.1.9) after the solution of equations (3.1.11) and (3.1.12) has been

obtained.

3.1.3 Effectiveness Model
Equation (3.1.12) may be rewritten in terms of only air enthalpies by introducing
the derivative of the saturated air enthalpy with respect to temperature evaluated at the

water temperature.

dhs,w _ Iilacs(dha/dv)

= ; 3.1.13
dav MyCp ( )
where,
o - [dbs |
g = ETT T, (3.1.14)

C; has the units of specific heat and will be termed the saturation specific heat. If the

saturation enthalpy were linear with respect to temperature, (i.e constant C,), then
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equations (3.1.11) and (3.1.13) could be solved analytically for the exit conditions.
These equations are analogous to the differential equations that result for a sensible heat
exchanger with Cg, h,, and gy, replaced by C,p, Ty, and Ty, Figure 3.2 shows the
variation of saturation enthalpy with temperature, along with a straight line connecting
two typical water inlet and outlet states. It is apparent that the saturation enthalpy is not
linear with respect to temperature. However, by choosing an appropriate average slope
between inlet and outlet water conditions, as depicted in Figure 3.2, an effectiveness

relationship may be derived in terms of C,.
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Figure 3.2. Saturation Air Enthalpy versus Temperature

Effectiveness is usually defined as the ratio of the actual to maximum possible heat
transfer. However, when C; is taken as the slope of the straight line between the water

inlet and outlet conditions, then an air-side effectiveness rather than an overall
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effectiveness relationship should be used. The air-side effectiveness is defined as the
ratio of the actual heat transfer to the maximum possible air-side heat transfer that
would occur if the exiting air stream were saturated at the temperature of the incoming
water (i.e. h, , = hg ;). The actual heat transfer is then given in terms of this

effectiveness as

Q =¢gm,(hgy; - hyy (3.1.15)

where, analogous to a dry counterflow heat exchanger, the effectiveness is evaluated as -

o - 1 - exp(Nm(l-m))

a " * (3.1.16)
1 - m exp(-Ntu(1l - m ))
where,
- m, (3.1.17)
m -

1'i'lw.i (pr/ Cs)

The exit air enthalpy and water temperature are determined from overall energy balances

on the flow streams.

hoo=hy;+ €,(hgy;- hyy) (3.1.18)

Iilw,i(Tw.i' Tref)cp,w - 1:ha(ha,o - ha,i)
Iiflw,ocpw

Tyo = (3.1.19)
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Equation (3.1.19) is written in terms of the mass flow rates of water entering and

* leaving the cooling tower. The simplest strategy is to completely neglect the water loss
as is done with the Merkel method. In this case, equations (3.1.15) - (3.1.19), along
with psychrometric data, are sufficient for determining the overall heat transfer and exit
conditions. The enthalpies associated with the inlet air and saturated air at the water
inlet temperature are evaluated with a psychrometric chart or using empirical
corrélations as given in the ASHRAE Handbook of Fundamentals [1985]. The average

saturation specific heat, C,, is estimated as the average slope between the inlet and

outlet water conditions.
h..:-h _
C. = _swi WO
s Twi- Twe | (3.1.20)

Since C, depends upon Ty, q, the solution of equations (3.1.15) - (3.1.20) is iterative.
. However, C; is only weakly dependent upon the exit temperature, so that any
reasonable initial guess of T, , (such as the entering air wet bulb temperature) usually

results in convergence in only 2 iterations.

3.1.4 Estimating the Water Loss

Due to water loss, the water flow rate exiting the cooling tower is on the order of
1% to 4% less than the entering flow rate. Negleéting this loss may resultinup toa 2
degree Celcius error in the exit water temperature. This error can effect the calculated
performance of other system equipment such as a chiller. The computation of the exit
water temperatﬁre given by equation (3.1.19) is improved if the water loss is

considered. It is also necessary to know the water loss in order to perform mass and
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energy balances on the cooling tbwer sump. From an overall mass balance, the exit
water flow rate is -
my, , = My; - My(®, , - O,)) (3.1.21)
The exit air humidity ratio could be determined by numerically integrating equation
(3.1.9) over the tower volume. An alternative approach, which allows an analytic
solution, is to assume that equation (3.1.9) is approximately satisfied over the entire

tower volume with the local o, ., replaced with a constant appropriately averaged value.

Assuming a Lewis number of unity, integration of equation (3.1.9) gives
ma,o = -ms,w.e + (ma,i - ms.w.e) exp(’—Ntu) ) (3.1.22)

- By integrating equation (3.1.11) for constant h; v an effective saturation enthalpy is

determined as

= by 4 Dao " Bad)
swe = Tal T T T exp(-Nmu)

(3.1.23)

The effective saturation humidity ratio, ©,,, ., associated with hg g, . is found from

psychrometric data.
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3.1.5 Model Comparisons

Figures 3.3 - 3.5 show comparisons between cooling tower results obtained with:
1) a detailed analysis defined by the numerical solution of equations (3.1.4), (3.1.9),
and (3.1.10) with a Lewis number of unity; 2) the Merkel analysis; 3) the
effectiveness model. “

In Figure 3.3, cooling tower air heat transfer effectiveness is plotted versus Ntu for
different ratios of water to air flow rate for enteringconditions typical of those
aséociated with heat rejection from the condenser of a chiller. Neglecting the water loss
in the Merkel approach causes a slight underprediction in the cooling tower
effectiveness resulting from a reduced mass transfer. Errors associated with the
effectiveness method are primarily a result of the assumption of a linear saturation
enthalpy relationship. Overall, both the Merkel and effectiveness models agree closely
with the detailed analysis for these conditions.

Figure 3.4 shows cooling tower water temperature effectiveness results for the
same conditions as for Figure 3.3. Thé water temperature effectiveness is defined as
the ratio of the temperature difference between the inlet and outlet water to the
maximum possible temperature difference if the leaving water were at the entering air
wet bulb temperature. As a result of the water loss, this temperature effectiveness does
not correspond to a heat transfer effectiveness. In Figure 3.4, the Merkel model
somewhat overestimates the water temperature effectiveness due to the assumption of
no water loss. The effectiveness model gives results that are closer to the more exact

analysis.
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Figures 3.3 & 3.4. Air Heat Transfer and Water Temperature Effectiveness
Comparisons (Dry Bulb, Wet Bulb, and Water Inlet Temperatures of 70 F, 60 F,90F)
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Figure 3.5 gives comparisons between tower water loss evaluated with a detailed
analysis and the loss determined using the simplified approach presented in Section
3.1.4 (The Merkel method neglects the water loss). Water loss as a percentage of the
inlet water flow rate is plotted versus Ntu for different ratios of water to air flow rates.

No significant differences are evident in these comparisons.
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Figure 3.5. Comparisons of Relative Water Loss (Dry Bulb, Wet Bulb, and Water
Inlet Temperatures of 70 F, 60 F, and 90 F)

3.1.6 Correlating Performance Data

Generai correlations for heat and mass transfer in cooling towers in terms of the
physical tower characteristics do not exist. It is usually necessary to correlate data for
specific tower designs. Mass transfer data are typically correlated with the following

form (ASHRAE [1983]).
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hpAWWr _ c{ﬁlw] | | (.12

where ¢ and n are empirical constants specific to a particular tower design. Multiplying

both sides of the above equation by m,,/m, and utilizing the definition for Ntu gives

. 1+n ‘
Ntu = c[&:l (3.1.25)

m,

According to the above equation, data should correlate as a straight line on a log-log
plot of Ntu versus thé flow rate ratio. The slope and intercept of this line are (1+n) and
log(c), respectively. Linear regression may be utilized to determine the "best" fit
straight line through the data. For given enteriﬁg conditions and heat transfer rate, the
tower Ntu is estimated from equation (3.1.16) with the air-side effectiveness computed
using equation (3.1.15).

Simpson and Sherwood [1946] give data for a number of different tower designs.
The coefficients of equation (3.1.25) were fit to the measurements of Simpson and
Sherwood for four different tower designs over a range of performance conditions.
Table 3.1 gives the coefficients of the mass transfer correlation determined from the
regressions for each tower. The data include measurements of outlet states for both the
water and air flow streams. A comparison between results of model estimates for
leaving water temperature and measurements are shown in Figure 3.6. The model
matches these data quite closely over a wide range of conditions. Water loss was

computed from the measurements using a mass balance and compared with model
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predictions as shown in Figure 3.7. The model tends to underpredict the water loss as
compared with the data. This bias may be associated with the assumption of Lewis
number of unity or may be due to errors in the measurements of the air outlet state.

Energy balances on the data close only to within 10 percent.

Table 3.1
Mass Transfer Correlation Coefficients for Data of
Simpson and Sherwood [1946]
Tower - C n
R-1 1.684 -0.391
R-2 1.405 -0.727
M-1 0.984 -0.852
M-2 1.130 -0.617
110
100 -
&
e
B
= 901
.§ *
=
80 -
70 N 1 ¥ T T T v
70 80 90 100 110

Measured T, (F)

Figure 3.6. Comparisons of Leaving Water Temperature Measurements from
Simpson and Sherwood [1946] with Effectiveness Model Results
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Figure 3.7. Comparisons of Relative Water Loss Measurements from Simpson and
Sherwood [1946] with Effectiveness Model Results

Results of the cooling tower model were also to fit to data from the D/FW airport
for a 3 day period in October. This tower has four cells, each with two-speed fans that
share a common sump. D/FW measurements included the entering tower water
temperature and supply water temperature to the chillers from the sump. Ambient wet
bulb temperatures were available from the National Weather Service for this time
period. The maximum tower air flow rates _amd coefficients of the Ntu correlation
determined from nonlinear regression analysis were 635,000 cfm, ¢ = 3.76, and
n =-0.63. As exhibited in Figure 3.8, the model does a relatively good job of
estimating the leaving cooling tower water temperature for this data. The root-mean-

square of the error is approximately 1.4 degrees F. Since the differences between
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entering and leaving water temperatures were in the range of 4 to 15 degrees, not nearly
as good agreement was realized in terms of tower heat rejection rates. However, the

agreement is within the accuracy of the measurements.

80

* D/FW Measurements
-  Model Predictions

Leaving Water Temperature (F)
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Figure 3.8. Comparisons of Leaving Water Temperature Measurements from D/FW
Airport with Effectiveness Model Results

3.1.8 Potential Improvements in the Model

Theoretically, it is possible to improve the effectiveness model by accounting for
the effect of water loss on the change in the water stream enthalpy in an ai:proximate
manner. Rather than totally neglecting the water loss due to evaporation in the last term
of equation (3.1.1), a slightly better assumption is a constant specific enthalpy of this

evaporation term throughout the tower. A corrected enthalpy is then defined as

h' = h - 0Cpy (Ty; - Trep) (3.1.26)
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With this definition, equations (3.1.11) and (3.1.13) may be replaced with

1

dh, Nt .-
== - (- ) (3.2.27)

dh,, 1,C,(dh,/dV)

= g 3.1.28)
av mwcpw (
where,
. lan
C, = [——i] : (3.1.29)
dT T:Tw b

Equations (3.1.26) - (3.1.29) may be solved ané.lytically for outlet conditions given
inlet conditions for a linearized C's. Overall, the accuracy of this analysis is no better
and in many cases worse than the simpler effectiveness method. Neglecting the effect
of the water loss on the enthalpy change of the water stream is a conservative
assumption. On the other hand, the linearization of the saturation enthalpy between the
inlet and outlet water temperatures tends to overpredict the tower heat transfer. These
are relatively small, but compensating effects that result in a model with good accuracy.
By including the water loss, the model becomes slightly optimistic.

The accuracy of the effectiveness model presented in this chapter depends primarily
upon the temperature difference between the water stream inlet and outlet . As the inlet-
to-outlet water temperature difference increases, the accuracy associated with using a

linear relationship for the saturation enthalpy is reduced. Comparisons with both
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detailed numerical solutions and measurements indicate that this model works well over
. a wide range of typical conditiohs. However, for more extreme conditions, it is
possible to improve the accuracy of the model.

One approach for reducing the errors associated with the linearization involves
dividing the cooling tower into two or more increments. The effectiveness model is
then applied to each increment and the set of equations is solved for the intermediate
and outlet states. With a sufficient number of increments, this model will always yield
satisfactory results. This procedure is advocated by Jaber and Webb [1987]. Another
approach involves choosing a better linearization than a straight line between the inlet
and outlet conditions. Berman [1961] developed a correction factor to account for the
curvature of the saturated air enthalpy versus temperature relationship.

Figure 3.9 shows a comparison between the detailed analysis, the effectiveness
model as described in Section 3.1.3 , and the effectiveness model using the correction
of Berman [1961]. Cooling tower air gffectiveness is plotted as a function of the water
inlet temperature for different water-to-air mass flow rates with constant ambient dry
and wet bulb temperatures (80 F and 60 F). The Ntu's were determined with equation
(3.1.25) using coefficients determined from the regression to the D/FW airport data.

'Depending upon the flow rate ratio, the accuracy of the effectiveness model is degraded
with increasing temperature differences between water inlet and ambient wet bulb. As
the water-to-air flow rate ratio increases, the water temperature difference decreases and
the linearization is more accurate. At the low flow rate ratios, the water loss becomes
more significant and compensates for greater inaccuracies in the linearization. Overall,
the effectiveness model appears to give satisfactory results for temperature differences
up to 50 degrees F between the water inlet and ambient wet bulb. The correction of

Berman improves the results for the higher flow rate ratios, but has negative effect at
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low flow rate ratios where the water loss becomes important. At low flow rate ratios
and large water inlet and wet bulb temperature differences, the combination of the
Berman correction and the approximate method for including water loss described
above may be justified. However, the accuracy of the simpler effectiveness model is
most likely sufficient over the practical operating range when considering the other

uncertainties in the analysis such as inaccurate input data or the assumption of a Lewis

number of unity.
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Figure 3.9. Comparisons of Detailed Model with Effectiveness Model Results for
Extreme Conditions ( Ambient Dry and Wet Bulb Temperature 80 F and 60 F)

3.1.8 Sump and Fan Power Analyses
In analyzing the performance of a system, it is necessary to include effects of a
tower sump. Water enters a sump from each of the operating tower cells and from a

water make-up source. The level of the sump is assumed to be constant, so that the
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flow of water make-up is equal to the total water loss from the cells. The water volume
. of the sump is further assumed to be fully-mixed, so that a steady-state energy balance

yields

Neen . Neenl

Z (Ihwvﬂ( Tw,o' TS})k+ rilW.i' Z ( I'nw,o )k ( Tmain- Ts) =0 (3.1.30)
k=1 k=1

where N, is the number of tower cells that share a common sump, Ty iS
temperature of the water make-up and T is the fully-mixed sump temperature. This
equation is solved for the sump temperature, T, which is generally the supply
temperature to the condenser of a centrifugal chi]ler in a central chilled water facility.
- The cooling tower fans are assumed to obey the fan laws. Given the power
requirement at maximum fan speed, thé power consumption for a cooling tower

consisting of N_;; tower cells is calculated as

Neen 3

P, = 2 Y.k Ptk des (3.1.31)
k=1

where 7, and Py 4 are the relative fan speed and design power consumption at
maximum speed for the kth tower cell.

As discussed in Chapter 5, the determination of optimal control points that minimize
operating costs is simplified when the individual component operating costs are
expressed as quadratic functions of the continuous controls and/or outputs. In the
optimization process, the power consumption given by equation (3.1.31) may be

approximated with a quadratic function using a second-order Taylor series expansion



71

about the most recent iteration point. Alternatively, it is possible to accurately correlate
the power consumption of a vaﬁable—speed fan as a quadratic function of speed over its
operating range. Figure 3.10 shows a comparison of the relative fan power
consumption as determined with equation (3.1.31) for oﬁe cell and a quadratic
function. The coefficients of the quadratic function were determined analytically by
matching the power consumption determined with equation (3.1.31) at relative fan

- speeds of one-third, two-thirds, and full speed. The quadratic function works

extremely well in correlating variable-speed fan power consumption.
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Figure 3.10. Quadratic Fit to Variable-Speed Fan Power Consumption

3.2 Condenser-Loop Pumping Requirements
The performance of a centrifugal pump is characterized by a rating curve that gives |

pressure rise developed by the pump and efficiency versus pump flow. The maximum
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pressure rise is produced at zero flow rate, while the maximum efficiency occurs at
what is considered to be the design flow. At the operating point of a pump, the
pressure rise developed is equal to the total préssure drop through the system. The
primary pressure losses in the condenser loop are to due to the elevation difference
between the tower inlet stream and the sump and the ﬂoWs through the condenser and
tower nozzles. Figure 3.11 shows typical pump pressure rise and system pressure
drop characteristics as a funétion of flow rate. The operating point of the pump occurs

where the two curves intersect.

4
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Figure 3.11. Pump Pressure Rise and System Pressure Drop Characteristics

For turbulent flow, the overall condenser water loop pressure drop takes the

following form.
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. 2

. -m

APcw = APo + APcw.des . = (3.2.1)
My, des

where AP, is the static pressure drop associated with the elevation change in the tower,
M, is the condenser loop flow rate, and APy, 4. is a design pressure drop for the flow
components at a design condenser loop flow rate of Iilcw‘des . Considering only the
pressure losses within the chillers and cooling tower cells, the design condenser loop

pressure drop may be expressed as

: 2 2

m m

AP cw,des = AP ch,des| ™ ow,des + AP t,des .cw,des ' (3~2'2)
M, des My des

where My, gos and APy, 4. are the flow rate and pressure drop through the chillers at
specified design conditions and Iilt‘d;s and AP t des are the design flow and pressure
drop for the cooling tower nozzles. The condenser loop pressure drop also depends
upon the number of chillers and cooling tower cells in operation. Cooling tower cells
operate in parallel and the total flow is generally divided equally between the cells. For
identical chillers, the condenser flow would also be divided equally between the
chillers. For parallel flow paths with identical pressure drop characteristics, the design
flow rates utilized in equation (3.2.2) are simply the design values for an individual
device multiplied by the number operating in parallel. The design pressure drop for the
parallel components is equal to the pressure drop for an individual component at its
design flow rate.

The pressure rise developed by a pump may be cor_related with a simple parabolic

relationship (White [1986]). In terms of the maximum pressure developed at zero
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flow, AP}, 0 op and the maximum flow at zero pressure rise, Iilp,max, the pump

pressure rise is

) 2
AP, = AP, |1 - ( ew ) | (3.2.3)

Multiple pumps operating in parallel will produce a total flow capacity equal to the
sum of the individual capacities at the same pressure rise. The combined pump
characteristic is obtained by adding together flow capacities at fixed pressure rises. For
identical parallel pumps, the maximum flow rate of equation (3.2.3) is equal to the
producf of the individual maximum flow rate for an individual pump and the number of
pumps operating in parallel.

Fora variable_—speed pump, the pump characteristic changes with the pump speed.
From similarity rules for centrifugal pumps, the maximum pressure rise and mass flow

rate depend upon the relative pump speed according to the folloWing relationships.

2
APp,max = 'Yp APp,max,des (3.2.4)
Mp,max = Yp Mp,max,des (3.2.5)

where 7, is the pump speed relative the maximum design speed and AP, ;.4 ges2nd
Ihp,m ax,des are the maximum pump pressure rise and flow rate associated with the
design speed.

Equating the condenser loop pressure drop to the pump pressure rise and solving
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for the total flow rate gives the following relation.

2 AP,
Yo ———
AP p.max,des
. 2
[ mcw.des ] + APcw,des
s

mp,max,de

(3.2.6)

Mey = Meyw des

AP_p,m ax,des

For fixed-speed pumps, the relative speed in the above equation is equal to unity.
For a given mass flow rate and pressure rise, the overall pump power requirement

for the condenser water loop is determined as

m_, AP )
Mp Pow

where p,, is the density of the condenser water and 1, is the overall efficiency of the

~pump and motor. The overall pump efficiency is primarily a function of the flow rate

relative to the speed of the pump (White [1986])and may be correlated with -

] 2
. m m

M, = 8 + & —————| + ay|——— (3.2.8)
'Yp Mp, max,des 'Yp My, max,des

The determination of optimal control points that minimize operating costs is
simplified when the individual component operating costs are expressed as quadratic
functions of the controls and/or outputs. It is possible to accurately correlate the power

consumption of a variable-speed pump as a quadratic function of pump speed over its
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operating range. Figure 3.12 demonstrates that a quadratic function works extremely
well in correlating pump power consumption. The coefficients of the quadratic
function were determined analytically by matching the power consumption determined

with equation (3.2.7) at relative speeds of one-half, three-quarters, and full speed.
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Figure 3.12. Quadratic Fit to Variable-Speed Pump Power Consumption

3.3 Summary

An effectiveness model has been presénted for cooling towers. The model utilizes
existing effectiveness relationships developed for sensible heat exchangers with
modified definitions for number of transfer units and the capacitance rate ratio. A
simple method was also developed for estimating the water loss in cooling towers.
Results of the model compare well with the results of more detailed numerical solutions
to the basic heat and mass transfer equations and with experimental data. The

simplicity and accuracy of the effectiveness model is such that it is useful for both
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design and system simulations. This modeling approach is also appropriate for other
wet surface heat exchangers and is applied to cooling coils in Chapter 4.

A model was also presented for determining the condenser pump flow rate and
power consumption based upon a hydraulic analysis. It was shdwn that the variable-
speed pump power consumption may be correlated as a simple quadratic function of the
relative pump speed. This was also found to be the case for variable-speed cooling
tower fans. The use: of quadratic functions for the compbnent operating costs

simplifies the determination of the optimal control points as described in Chapter 5.
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Chapter 4

Evaporator-Side Component Models

In this chapter, models are presented for air handling and chilled water pumping
equipment. An air handler consists of a cooling coil, supply air fan, and valve for
modulating chilled water flow through the coil. In Section 4.1, an effectiveness model
is developed for coiling coils that is similar to the cooling tower model presented in
Chapter 3. The complete air handler analysis is presented in Section 4.2, while the

chilled water pumping power requirements are developed in Section 4.3.

4.1 Development of an Effectiveness Model for Cooling Coils

A cooling coil is similar to a cooling tower in that energy is transferred between air
and water streams due to both sensible and latent effects. The ASHRAE Equipment
Guide [1983] presents a method for the design and analysis of cooling coils in which
the overall heat transfer is evaluated by using log-mean temperature differences between
the coolant and the surface and log-mean enthalpy differences between the surface
conditions and the air stream. The use of log-mean enthalpy differences requires the
assumption that the enthalpy associated with the saturated air at the surface interface is a
linear function of temperature. For a given coil and entering conditions, the solution is
iterative with respect to the leaving condition. For system simulation purposes,
Stoecker [1975] presents an empirical model for cooling coils. This model is not useful
for design and requires the determination of fifteen empirical constants from
performance data. |

A simple, yet fundamental model for cooling coils was proposed by Threlkeld

[1970]. By assuming a linear relationship for saturation air enthalpy with respect to
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both surface and water coolant temperature conditions, Threlkeld obtained an analytic
solution to the heat and mass transfer equations. Threlkeld did not compare his
methodology extensively either with more detailed analyses or experimental results.
Elmahdy [1977] compared results of this model with experimental measurements for
two different coil designs and found good agreement.
Threlkeld presented his solution for cooling coils in terms of log-mean enthalpy
differences between the entering and leaving flow streams. This form is particularly
~ useful for design purposes in which entering and leaving conditions are specified and
the area requirements are to be computed. For a given coil design and entering
conditions, a more convenient expression for determining the cooling capacity is based
upon the coil effectiveness.
The primary difference bétweeri the analysis of cooling coils and cooling towers is
- associated with the fact that the air and water streams are not in direct contact. Asa
result, there is an additional heat transfer resistance associated with the material
.separating the streams and there is no loss of mass associated with the water flow. The
use of multi-pass crossflow geometries also complicates the analysis of cooling coils.
However, as the number of passes increases beyond about four, the performance of a
crossflow heat exchanger approaches that of a counterflow.

In this section, the basic theory of a counterflow cooling coil is presented, leading
to the development of an effectiveness model. A simple method for analyzing the
performance of cooling coils that have both wet and dry sections is also presented. The
resulting effectiveness model is compared with results of finite-difference solutions to
the basic heat and mass transfer equations and manufacturers' data. In addition,

functional forms for correlating performance data are presented.
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4.1.1 Detailed Analysis

A schematic representation of a counterflow cooling coil in which air is cooled as a
result of a flow of chilled water is shown in Figure 4.1. Assuming that the local
surface temperature is less than the dewpoint of the air, then the air is both cooled and

dehumidified.

Air h, o,—p [—h, + dh, ®, + do,

/TS
" .
Water Film s e e e o e

Surface

Ty @ 4— T, + dT, Water
, A > |e— dA

Figure 4.1. Schematic of a Counterflow Cooling Coil

Following the assumptions and development of Section 3.1.1, the equations modeling
the local heat and mass transfer from the air to the chilled water for a counterflow coil

without fins may be written

dw, Ntu,
@A " TTe A, @a O 4.1.1)
dh, Nm,

= a2 b + ©, - 0,00, - Db, ] (4.1.2)

(o]
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dh, do,
ar, @& = Cow T Ted g
3~ = (4.1.3)
— Cpw
my
= Nty (Ty, - Ty (4.1.4)
where,
A, = total cooling coil outside surface area
Cow = constant pressure specific heat of liquid water
h, = enthalpy of moist air per mass of dry air
h, ¢ = enthalpy of water vapor at the coil surface temperature
hg g = enthalpy of saturated air at the surface temperature
m, = mass flow rate of dry air
m,, = mass flow rate of water
Le, = Lewis number for air stream
Ntu, = overall air-side number of heat transfer units
Ntu; = overall water-side number of heat transfer units
Tres = reference temperature for zero enthalpy of liquid water
T, = coil surface temperature
‘ Ty = water temperature
®, = air humidity ratio
o = humidity of saturated air at the coil surface temperature

In contrast to the use of mass transfer Ntu's for the cooling tower analysis, heat

transfer Ntu's are utilized for the inside and outside flow streams. The Ntu's and
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Lewis number are defined as

UA;
Ntu; = —-(-——L (4.1.5)
m,C, w
hC o Ao
N, = ——— 4.1.6
o macpm ( .1, )
he
Lc — »0 : .
° = Bp.Com | 4.1.7)
where,
Com = constant pressure specific heat of moist air
(UA); = overall heat transfer conductance between water stream and outside
surface
he,o = convection heat transfer coefficient for air stream
hp o = mass transfer coefficient for air stream

Equations (4.1.1) - (4.1.4) may be solved numerically for the air and water exit
states. For given entering conditions, the solution is iterative with respect to the exit
water temperature, T, . For a given value of Ty,0» the equations are numerically
integrated from air inlet to outlet. For sections of the coil where the local surface
temperature is greater than the dewpoint of the air, no condensation occurs and
equations (4.1.1) - (4.1.4) apply with @ ; = ;. In the following two sections,

effectiveness relations are presented for both completely dry and completely wet coils.
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4.1.2 Dry Coil Effectiveness

If the coil surface temperature at the air outlet is greater than the dewpoint of the
incoming air, then the coil is compleiely dry throughout and standard heat exchanger
effectiveness relationships apply. In terms of the air-side heat transfer effectiveness,

the dry coil heat transfer is

Qury = €ary,aMaCpm Tai - Ty | (4.1.8)

where, analogous to a dry counterflow heat exchanger, the effectiveness is evaluated as

1 - exp(-Ntugr(1-C))

Edrya = 4.1.9
T 1 - Clexp(-Ntugg(1 - C) )

where,

c* = MaCom (4.1.10)

m,, pr
The overall number of transfer units for the dry coil is
Ntu,, '
Ntugy = 4.1.7)

1 + C (Ntuy/Ntuy)

For finned surfaces, the air-side number of transfer units, Ntu,,, defined by equation

(4.1.6) is multiplied by an overall fin efficiency factor. For air flow over ﬁnned coil
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surfaces, general correlations for determining the overall heat transfer coefficient have
been developed by Elmahdy [1979] for dry heat exchangers.
The exit air humidity ratio is equal to the inlet value, while the exit air and water

temperatures are determined from energy balances on the flow streams as

Ta,o = Ta.i - E‘dry,a ai” TW,i) | (4.1.8)

" 4.1.9)
Tw,o = Tw,i +C (Ta.i - Ta."o)

The coil surface temperature at the air outlet is determined by equating the rate |
equation for heat transfer between the water and air streams with that between the water
and the outside surface.

' *Ntud
Tso = Twi + C . Tao - Twd (4.1.10)

If the surface temperature evaluated with the above equation is less than the inlet air
dewpoint, then at least a portion of the coil is wet and the analysis in the following

section must be applied.

4.1.3 Wet Coil Effectiveness
If the coil surface temperature at the air inlet is leés than the dewpoint of the

incoming air, then the coil is completely wet and dehumidification occurs throughout.

Introducing the definition for the air saturation specific heat , C,, from Chapter 3,

‘; assuming that C; evaluated at the local surface temperature is equal to the value at the
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local water temperaiure, assuming a Lewis number of unity, and neglecting the energy

flow associated with condensate draining from the coil surface, equations (4.1.1) -

(4.1.4) may be written
dh, Nm
™ = A B hi) (4.1.11)

dhs,w - Ii'lacs(dl'la/d‘ls‘)

= 4.1.12
dA 10 Cyr ( )
where the overall number of transfer units for a wet coil is defined as
Ntu
Nt gy = — (4.1.13)
1 + m (Ntu,/Ntuy)
and
. n'aa (4.1.14)
111 (Cp/C9)
dhg
C, = [E'IT]T T, (4.1.15)

For finned surfaces, Ntu, as defined by equation (4.1.6) should be multiplied by an
overall fin efficiency. The air-side transfer units, Ntu,, will differ for wet and dry coils
due to different heat transfer coefficients and fin efficiencies for finned coils. There are
no general correlations for heat transfer coefficients for wet coils, however ASHRAE

[1985] presents data that show a relatively small difference between wet and dry
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coefficients. The fin efficiency for a wet coil must account for thé effects of both heat
and mass transfer. Threlkeld [1970] gives a method for computing fin efficiencies for
wet coils using the relationships available for dry coils.

For a constant C,, equations (4.1.11) and (4.1.12) may be solved analytically. For

a completely wet coil, the heat transfer is
Qwet = ewet,arha(h a,i” hs,w,i) (4.1.16)
where,

1 - exp(-Nt,e (1 -m)

Eawet = * * 4.1.17)
1 - m exp(-Ntuy,e(1-m ))
Analogous to the dry analysis, the exit air enthalpy and water temperature are
hao = hy,; - ew_et,a(ha,i - hgwi) (4.1.18)
m,
Tyo = Tws + ——hg,; - hyp) (4.1.19)

My Cpw

The exit air temperature is determined in a manner analogous to that for determining
the exit humidity ratio for the cooling tower described in Chapter 3 and as described in

the ASHRAE Equipment Guide [1983].

Tao = Tse + (Ty; - Tse) exp(-Ntug) (4.1.20)
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where, the effective surface temperature is determined from its corresponding saturation

enthalpy.

| hyo-hy;
Bssie = Mai ¥ T om0y - (4.1.21)

From the rate equations, the surface temperature at the air inlet is computed as

lila waet]

Ts,i = TW.O + Ntu; J(ha,i - hs,w.o) (4.1.22)

My, pr
If the surface temperature evaluated with the above equation is greater than the inlet air

dewpoint, then a portion of the coil beginning at the air inlet is dry, while the remainder

is wet.

4.1.4 Combined Wet and Dry Analysis

Depending upon the entering conditions and flow rates, only part of the coil may be
wet. A detailed analysis would involve determining the point in the coil at which the
surface temperature equals the dewpoint of the entering air. A method for determining
the heat transfer and outlet states in this manner for a coil with dry and wet sections is
given in Appendix B.

A simpler approach is to assume that the coil is either completely wet or dry. Either
assumed condition will tend to underpredict the actual heat transfer. With the
completely dry assumption, the latent heat transfer is neglected and the predicted heat

transfer is low. With the assumption of a completely wet coil, the model predicts that
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the air is humidified during the portion of the coil in which the dewpoint of the air is
less than the surface temperature. The latent heat transfer to the air associated with this
"artificial" mass transfer reduces the overall calculated cooling capacity as compared
with the actual situation. Since both the completely dry and wet analyses uﬁderpredict
the heat transfer, a simple approach is to utilize the results of the analysis that gives the
largest heat transfer. The error associated with this method is generally less than 5
percent.

The steps for determining the heat transfer and outlet conditions for a cooling coil

are summarized as follows:
1) Assume that the coil is completely dry and apply the analysis of Section 4.1.2.

2) If the surface temperature at the air outlet determined with the dry analysis is less
than the dewpoint of the entering air, then assume that the coil is completely wet

and apply the analysis of Section 4.1.3.

3) If the surface temperature at the air inlet determined with the wet analysis is
greater than the entering dewpoint temperature, then a portion of the coil is dry.
At this point, the analysis given in Appendix B could be used to determine the

~ fractions of the coil that are wet and dry, and the corresponding heat transfers
and outlet states. More simply, choose the result of steps 1) or 2) that yields the

largest heat transfer.

4.1.5 Model Comparisons
" Figures 4.2 and 4.3 show typical comparisons between results of the numerical

solutions of equations (4.1.1) - (4.1.4) with a Lewis number of unity and those of the
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effecﬁ?eness model described in the previous section. Air heat transfer and
temperafure effectivenesses are plotted versus the air-side transfer units, Ntu,, for
different water-to-air flow rate ratios. The air heat transfer effectiveness is the ratio of
the actual heat transfer to the heat transfer that would occur if the exit air were saturated
at temperature of the inlet water. The air temperature effectiveness is the ratio of the

actual air temperature difference across the coil to the temperature difference between

the inlet air and inlet water.
1.0
0.8 1 =1
Sl 06-
.
= & 04
I ]
o® ~— Detailed Analysis
0.27 &l Effectiveness: Wet and Dry
] +  Effectiveness: Wet or Dry
00 v 1 v T Y 1 v T v
0 1 2 3 4 5

Air-Side Transfer Units (Ntu,)

Figure 4.2. Air-Side Heat Transfer Effectiveness for Detailed and Effectiveness
Models (Ambient Dry & Wet Bulb of 95 F & 68 F, Water Inlet of 41 F, Ntu,/Ntu; = 2)

As evident in Figures 4.2 and 4.3, the effectiveness model agrees very closely with
the more detailed analysis. The accuracy is better than that for cooling tower analyses |
because the saturation enthalpy is more nearly linear in the temperature range associated

with coolin'g coil operation. Similar agreement was found over a wide range of
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conditions and coil parameters. For situations in which there were wet and dry
portions of the coil, both the method of Appendix B and the simpler method of
“assuming the coil is either all wet or dry were utilized for the effectiveness model
results. The results include conditions in which there are significant wet and dry coil
sectibns. The differences in both the air heat transfer and temperature effectivenesses

between the two methods are at most 5 percent.

1.0
0.8
of =
E..,w ot 0.6
i
Il 047
- = Detailed Analysis
0.2 - @ Effectiveness: Wet and Dry
1 + Effectiveness: Wet or Dry
0.0 v it T . ) T ) .
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Air-Side Transfer Units (Ntu,)

Figure 4.3. Air Temperature Effectiveness for Detailed and Effectiveness Models
(Ambient Dry and Wet Bulb of 95 F and 68 F, Water Inlet of 41 F, Ntu,/Nty; = 2)

Catalog data for the performance of a cooling coil were utilized in order to further
test the accuracy of the effectiveness model. The physical characteristics of the coil and
flow rates were used in order to determine heat transfer coefficients and fin efficiencies
from general relationships available in the literature. For air flow over finned coil
surfaces, correlations developed by Elmahdy [1979] for dry heat exchangers were

utilized. Fin efficiencies for wet surfaces were determined as outlined in Threlkeld
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[1970] for straight fins. Turbulent flow was assumed for the water-side heat transfer.

Table 4.1 shows representative comparisons between the model and data fora 6

row coil with 8 fins per inch of tubing for a range of conditions. The agreement

between the model and the manufacturers' data is excellent.

a,i

(F)

75
75
75
80
80
80
90
90
100
100

Effectiveness Model Comparisons with Cooling Coil Catalog Data

wa
(F)

60
60
60
64
64
72
72
72

80

80

T

w,i

40
44
46
40
44
40
40
46
40
40

O PDPRNBRENAPS

Table 4.1

Velocity

500
700
400
500
600
500
500
600
500
700

4.1.6 Correlating Performance Data

' (F) Water (fps) Air (fpm) Data

Tyo )

Model
479 418
52.0 51.9
553 55.0
49.7 49.7
59.0 58.4
53.8 54.1
53.7 54.0
554 55.6
537 54.0
53.1 537

Tai (F)
Data Model
48.4 48.9
527 53.0
52.4 53.1
50.5 50.8
56.6 56.6
543 53.8
55.1 55.1
58.6 58.6
57.2 56.5
60.4 59.3

The heat and mass transfer characteristics of a cooling coil depend primarily upon

its geometry and the flow rates. In order to simulate the performance of a cooling coil

in a system simulation, it is necessary to estimate the air-side and water-side transfer

units as a function of the flows. General correlations exist for the air-side and water-

side heat transfer coefficients and overall fin efficiencies. However, it is necessary to

know specific details concerning the dimensions and configuration of the tubes and

fins, which is not always readily available. It is possible to correlate the transfer units
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“when both inlet and outlet coil conditions are provided fora range of flows. The

following forms have been found to work well.

. k
my, 2
Ntu; = kq |- (4.1.23)
mw,des
. k
m, ¢
Ntu, = k3|~ (4.1.24)
My des

where k;, k,, ks, and k, are empirical constants that may be determined with nonlinear
regression applied to differences between measurements and cooling coil model
predictions of the water and air outlet temperatures. Although, the air-side transfer
units differ for dry and wet coils due to different héat transfer coefficients and fin
efficiencies, a single correlating function appears to work well for both casés.
Coefficients of the transfer unit equations were determined with nonlinear
regression applied to the manufacturers' data presented in Table 4.1. These data cover
a fairly wide range of inlet conditions and flow rates and include co’ndiﬁdhs for which
the coil is completely wet and almost completely dry. The assumption that the coil was
either all wet or all dry was utilized for the coil model. Figure 4.4 shows a comparison
between the data and model results for the difference between outlet temperatures (both

water and air) and inlet conditions. The agreement between the model results and the

data is excellent.
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Figure 4.4. Correlation of Cooling Coil Model Results with Catalog Data

4.2 Air Handler Analysis

Local loop control of a chilled water valve modulates the flow of chilled water
through the coil in order to maintain a specified supply air temperature to the zones.
For a variable-air-volume (VAV) system, a local loop controller also adjusts the supply
air flow in order to maintain the zoné temperature (and possibly humidity) at prescribed
conditions. For the purposes of this study, local loop control of the air handlers is
assumed to be ideal such that specified supply air and zone temperatures (and humidity
in some cases) are maintained exactly. These controls are handled as constraints in the
overall optimization of the system as described in Chapter 5.

There are two possibilities for modulating the air flow in a VAV system that are

considered in this study. The most efficient method involves the use of variable-speed
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fan motors. The speed of the fan is adjusted to give the required air flow. The power
consumption for a variable-speed air handler fan is assumed to obey the fan laws and is

computed as

i 3
P = Pahu,des[ — ] 4.2.1)
Mhu,des

where Mgy is the supply air flow rate from the air handler and P 4y des is the air
handler fan power at a design flow of rhahu,des. Analogous to the cooling towe;'
analysis, the air handler fan power may also be expressed as a quadratic function of the
relative flow with a second-order Taylor series expansion of equation (4.2.1) or a
correlation over its operating range.

A more common method for modulating supply air flow utilizes variable-pitch fan
blades with fixed-speed motors. In this study, the power consumption is determined
for variable-pitch fan control using a correlation from the BLAST (1981) simulation

program.

» . 2
- o |
P = Panuges§ 0.517 - 0.784|—22_| 4 1.26|—2 (4.2.2)
M jhy,des Mahy,des

At part-load conditions, the power consumption is always greater for fixed-speed,
variable-pitch than for variable-speed control.
In order to analyze the performance of the cooling coil, it is necessary to know the

inlet enthalpy and humidity. Return air from the zones serviced by an air handler is



101

mixed with ambient air so that

hy; = X amthamp + (1 - X gmphar ; , ' (4.2.3)
Oy = Xamp@ymp + (1 - X gmp)®, (4.2.4)

where X, is the fraction of the total air handler air flow that is drawn from the
ambient, h,; and @, _, are the enthalpy and humidity ratio associated with ambient
conditions, and h, ; and ®, , are the enthalpy and humidity ratio of the return air from -

the zones. The return air conditions are determined with overall energy and mass

balances. ,
ha,r = ha,o + —TEEEI' : 4.2.5)
My
W, '
@, = 0, ,+ = (4.2.6)
Mahy .

where Qg ainand c;)gain are the total rate of energy and humidity gains to the ventilation
stream from zones serviced by the air handler. The energy and moisture gains in a
building are due to many factors that include conduction through walls, solar radiation
through windows, people, lights, and equipmént. In order to modelv these gains in
detail, it is necessary to include the dynamics associated with walls and possibly the
furnishings. Simulation programs such as TRNSYS [1984] contain zone models thét

determine energy and moisture gains in a detailed fashion. Many of the results in this
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work are presented in terms of the gains to the ventilation stream. However, for the
purpose of performing simulations over a cooling season, the energy and moisture
gains are determined with a very simple model. The internal gains (both energy and
moisture) due to people, lights, and equipment are considered to be constants that do
not depend upon time. The overall conduction through walls is computed assuming an
overall conductance for heat gain driven by an ambient sol-air teniperanne. The overall

energy gains are
anin = (UA) (Torair - T + Qint . 4.2.7)

where (UA), is an overall conductance, Q;,,, is the overall internal gains due to people,

lights, equipment, etc., T, is the zone temperature, and T, ... is an ambient sol-air

temperature determined as
ao
Toot-air = Tamp + —1 (4.2.8)
(] .

where T,;; is the ambient dry bulb temperature, o, and h, are the solar absorptivity
and convection coefficient for the outside of the Walls, and I is the instantaneous

horizontal radiation.

4.3 Chilled Water Pumping Requirements

The analysis of the pumping requirements for the chilled water loop is similar to
that for the condenser loop presented in Chapter 3. The primary pressure losses in the
chilled water loop are to due to the flows through the chiller and cooling coils.

Commonly, the pressure drop between the chilled water supply to and return from the
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air handlers is maintained at a minimum value necessary to ensure adequate flow to all
air handlers in the system. For variable-speed pumping, the pump speed controller
responds to changes in the air handler control vaives in order to maintain the specified _
pressure drop. In this manner, the chilled water flow requirements of the air handlers
may be met exactly (i.e. no bypass) by the pumps. For fixed-speed pumps, a bypass
valve between the supply and return lines maintains the pressure drop. As the supply
air temperature is increased for a given chilled water supply temperature, the wéter flow
requirements of the air handlers are reduced and the air handler pressure drops increase.
Under these circumstances, the bypass valve wouid open to bypass flow and reduce the
pressure drop. However, for best system performance, the supply air temperatures
should always be chosen to minimize the bypass flow. For systems with fixed-speed
chilled water pumps, the bypass flow is considered to be zero in this study.

In the analysis of the chilled water loop, the controlled pressure drop is treated as a

static (constant) pressure loss, so that the overall loop pressure drop is

, 2

, My,

APy = AP gy + APevap,des — (4.3.1)
Mchw,des

where AP, is the static pressure drop associated with the air handlers, my,, is the
chilled water flow rate, and AP¢y,p ges 1S @ design pressure drbp for the chiller
evaporator at a chilled water flow rate of My ges -

The chilled water loop pressure drop also depends upon the number of chillers in
operation. For identical parallel chillers, the chilled water flow is divided equally
between the chillers. In this case, the design flow rate utilized in equation (4.3.1) is

simply the design value for an individual chiller multiplied by the number operating.
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The design pressure drop for the parallel chillers is equal to the pressure drop for an
individual component at its design flow rate.
Equating the chilled water loop pressure drop to the pump pressure rise and solving

for the total flow rate gives the following relation.

2 AP 4
Yoo — —
APp.max.des
. 2
[ Mehw,des ] + APchw,des
S

AP p,max,des

My = Mehydes (4.3.2)

mp,max,de

where 7}, is the relative pump speed, AP is the maximum pump pressure

p.max,des
developed at zero flow, and ﬁnp'm ax,des the maximum flow at zero pressure rise. For
fixed-speed pumps, the relative speed in the above equation is equal to unity.

For a given mass flow rate and pressure rise, the overall pump power requirement

for the chilled water loop is
Mgy, AP,
P, = —_Cw— cw (4.33)
np P chw

where Py, is the density of the chilled water and ), is the overall efficiency of the

pump and motor determined with a correlation of the form given by equation (3.2.8).

4.4 Summary
An effectiveness model analogous to that presented for cooling towers in Chapter 3
has been presented for cooling coils. A simple method was also developed for

estimating the performance of cooling coils having both wet and dry portions. The
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effectiveness relationships given in this chapter were for count_erﬂow operation.' Most
cooling coils use multi-pass crossflow geometries. However, if the number of coil
rows is greater than about four, then the performance of a crossflow coil approaches
that of a counterflow device. The counterflow effectiw'/eness relationship is
recommended and was utilized throughout this study. However, standard effectiveness
relationships for other geometries could also be applied using the definitions for Ntu
and m* given in this chapter. |

Models were also presented for the air handlers and chilled water pumps. Again, it
is important to note that quadratic functions work well in correlating the power

consumptions of these auxiliary devices.



106

Chapter 5
Methodologies for Optimal Control

of Systems without Storage

The optimal control problem associated with a central chilled water system may be
thought of as having a two-level hierarchical structure. The first level involves local
loop control in response to prescribed setpoints.. An example of a first level control
variable would be the compressor speed for a variable-speed chiller. The second level
controls are independent variables that may be adjusted to minimize the operating costs,
while still satisfying the load requirements. In the previous example, the chilled water
supply temperature is a second level variable that may be adjusted independently.

The dynamics of the ﬁrst level (local loop) controls must be considered in order to
maintain prescribed setpoints in an efficient manner. However, for systems without
significant thermal storage, the system dynamics may be neglected (Hackner [1985]) in
the determination of the optimal second level control sgtpoints. In this study, local loop
control is not considered and the first level (local loop) control is considered to be
entirely dependent upon the second level setpoints.

Optimal control of a system involves minimizing the total power consumption of the
chillers, cooling tower fans, condenser water pumps, chilled water pumps, and the air
handling fans at each instant of time with respect to the independent continuous and
discrete control while maintaining the desired zone conditions and ensuring that the
control variables are within acceptable bounds. Discrete control variables are not
continuously adjustable, but have discrete settings, such as the number of operating
chillers, cooling tower cells, condenser water pumps, and chilled water pumps and the

relative speeds for multi-speed fans or pumps. Independent continuous control
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variables might include the chilled water and supply air set temperatures, relative water
flow rates to the chillers (evaporators and condensers), cooling tower cells, and cooling
coils, and the speeds for variable-speed faﬁs or pumps. |

In this chapter, two methodologies are presented for determining optimal values of
the independent control variables that minimize the instantaneous cost of operating
chilled water systems. In section 5.1, a modular component-based optimization
algorithm is presented. The algorithm is implemented in a computer program that
simulates the operation of a system through time, while minimizing the cost at each time
increment in response to the uncontrolled (e.g. weather) variables. Each hardware
component is represented as a separate subroutine in the simulation of a system.
Information concerping the cost of operation of individual components and the manner
in which the components are interconnected are used to perform the optimization in an
efficient manner. Each component may also have constraints associated with its
operation. The modular nature of this program is similar to that of the widely used
TRNSYS [1984] simulation progfam. However, TRNSYS has no capability for
performing control optimization and could not be utilized for this study.

There are three intended uses for the component-based optimization program in this

study :

1) Analysis of control and design options: The program may be used as a
simulation tool for comparing conventional and optimal control strategies.
Conventional control strategies, such as fixed temperature setpoints, are
implemented through the imposition of constraint equations. Design
comparisons, such as variable versus fixed-speed equipment, may be

performed for systems that are optimally controlled.
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2) On:line control optimization: The algorithm may be used for on-line
optimization of fhe simulation of an operating system using "simple" component
models. The simulation could proceed in paralle]l with the actual system
operation with the possibility of updating parameters of the component models

using on-line measurements.

3) Near-optimal control algorithms: Results of the optimization program are useful
- for developing "simple" near-optimal control algorithms.

In Chapter 6, the component-based algorithm is applied to typical systems to study both
design and control issues. ‘Existing optimization packages proved to be extremely
inefficient for these systems and had difficulties handling the nonlinear equality
constraints that arose.

| In section 5.2, a "simple" methodology is presented for near-optimal control. An
overall empirical cost function for the total power consumption of the cooling plant is
inferred from the cost functions associated with the components utilized in chilled water
systems. This cost function lends itself to rapid determination of optimal control -
variables and may be fit to measurements using linear regression techniques. Insection

5.3, results of the system-based and component based algorithms are compared.

5.1 A Component-Based Optimization Algorithm

Figure 5.1 depicts the general nature of the modular optimization problem. Each
component in a system is represented as a separate set of mathematical relationships
organized into a computer model. Its output variables and operating cost are functions

of parameter, input, output, uncontrolled, and controlled variables. The structure of the
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complete set of equations to be solved for the entire system is dictated by the manner in

which the components are interconnected together.

fn’ Mn’ ul’l

Yn | Component | Xn
n

. .

f,, M;, u, > Comiaonent > 7,
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X2 2 Y2

!
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Figure 5.1. Schematic of the Modular Optimization Problem

The optimization problem is formally stated as the minimization of the sum of the
operating costs of each component, J;, with respect to all discrete and continuous

controls or

Minimi

n
JEMu) = Y, T(x; ¥ £ My, 1) (5.1.1)

i=1



with respect to M and u, subject to equality constraints of the form

. gl(fb Ml, “1, Xl’ yl)
g(f, M, u) = | 82%f> M2 X2 ¥)) 0

gn(fn’ an “n’ x‘ll’ Yn)

and inequality constraints of the form

hl(fl, Ml’ uj, xi’ yl)
h(f, M, U) = hZ(f?) M?J Uy X9 y?) > 0

hn(fn, Mn’ un’ xn’ yn)

where, for any component i,

X, = vector of input stream variables

= vector of output stream variables

Y;
f ., = vector of uncontrolled variables
Mi = vector of discrete control variables

u, = vector of continuous control variables

J, = operating cost
g, = vector of equality constraints
h, = vector of inequality constraints
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(5.1.2)

(5.1.3)

Typical input and output stream variables for chilled water systems are temperature

and mass flow rate. The uncontrolled variables are measurable quantities that may not

be controlled, but that affect the component outputs and/or costs, such as ambient dry



111

bulb and wet bulb temperature.

Both equality and inequality constraints arise in the optimization of chilled water
systems. One example of an equality constraint that arises when two or more chillers
are in operation is that the sum of their relative loadings must be one. The simplest type
of inequality constraints to handle are bounds on control variables. For example, lower
and upper limits are necessary for the chilled water set temperature, in order to avoid
freezin g in the evaporator and to provide adequate dehumidification for the zones. Any
equality constraint may be rewritten in the form of equation (5.1.2) such that when it is
satisfied, the constraint equation is equal to zero. Similarly, inequality constraints may
be expressed as equation (5.1.3), so that the constraint equation is greater than or equal
to zero to avoid violation.

The mathematics associated with the optimization algorithm utilized in this study are
well known. Special advantage is taken of the characteristic that the operating costs
associated with each component in a chilled water system may be modeled with
quadratic functions. A background for the development that follows is presented by
Gill [1981]. In the next section, an algorithm is presented for determining optimal
values of the continuous control variables for the special case where all component
costs are quadratic functions and output stream variables are linear functions of the
controls. This algorithm is the basis for the more general nonlinear method presented
in section 5.1.2. The procedure for handling constraints is given in section 5.1.3 and
the complete algorithm including the determination of the optimal discrete controls and

implexhentation in a computer program is summarized in section 5.1.4.

5.1.1 Quadratic Costs and Linear Outputs

A simple function for which an optimum exists and may be determined analytically
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is a quadratic function. In Chapter 2, it was shown that the power consumption of a
chiller may be adequately represented as a quadratic function of the load and the
temperature difference between leaving condenser and evaﬁorator water temperatures.
The other energy consuming components in a chilled water system are pumps and fans.
As shown in Chapters 3 and 4, the power requirement of a continuously adjustable
pump or fan (variable-speed or variable-pitch) may be accurately represented with a
quadratic function of its control variable through either a second-order Taylor series
approximation or a single quadratic correlating function. As a result, the cost of
operating any of these components (chillers or auxiliary equipment) may be expressed
in a general form as a quadratic function of its continuous control and/or output stream
variables or
J, = uTAu, + y"By. + yTCu, + p,;Tu; + qTy, + 1, ‘ (5.1.4)
where A;, B,, and C, are coefficient matrices, p, and g, are vectors, and r; is a scalar
constant. The coefficients of this cost function may depend upon the component
operating modes (discrete controls) and uncontrolled variables.

The optimization problem is simplified if the output stream variables for each

component are linear functions of the input stream and continuous control variables or
yi=0m; + ¢x; + & (5.1.5)

where 0, and ¢, are coefficient matrices and é‘ is a coefficient vector that may depend
upon the discrete control and uncontrolled variables. The inputs to component i are
outputs from other components, so that the solution for all output stream variables is of

the form
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~

y(£, M,u) = 8u + & (5.1.6)

‘where the coefficient matrix 6 and vector Edepend upon the coefficients for the
individual components and the interconnections between components.

The total cost of operation at any time is the sum of the individual component
operating costs. With individual component costs and outputs represented by equations

(5.1.4) and (5.1.5), the total cost may be reduced to

~ ~T ~
JE,M,u) = w Au +b u + ¢ (5.1.7)

where,
~~ ~T ~
A=A+6 [B6+C]
~ ~Tr TS
b=p+0 [ZB §+q]+C 13

E=r+[€TB +qT]E
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P1 q;
n
p = P2 q = .‘I2 r = Eri
: i=1
Pn Gn

The first-order condition for a minimizing or maximizing point requires that the
Jacobian of the cost function be equal to zero. The Jacobian is a vector containing the
partial derivatives of the cost function with respect to each of the control variables. For

the cost function of equation (5.1.7)

a7 . | |
—| = u@A+A)+b =0 (5.1.8)
ou |y’

where u* represents the optimal control vector. Solving for u* gives

-1
u = '—[X + KT] b (5.1.9)

In general, the cost functions that arise with chilled water systems are globally
convex, so that a single global minimum exists. However, it is relatively simple to
determine convexity of a-quadratic equation. In order to determine whetﬁer u
represents a minimum, maximum, or saddle point, it necessary to evaluate second
derivatives. The second-order condition for a minimum reqﬁires that the Hessian of
the cost function be positive semi-definite. The Hessian is a matrix containing partial
derivatives of the transpose of the Jacobian with respect to all control variables. For the

cost function of equation (5.1.7), the Hessian is simply
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d .91.1) = @&+ X) | | (5.1.10)
Ju\du '

Positive semi-definiteness of the above Hessian implies that
T ~ ~T
u(A+Ay 20 (5.1.11)

for all u not equal to zero. Simple methods exist for determining the positive semi-

definiteness of symmetric Hessian matrices such as that given by equation (5.1.10).

5.1.2 Nonlinear Optimization

Some component outputs depend non-linearly upon controls or input variables and
some component costs are only quadratic locally, so that an iterative technique is
required to determine the optimal control values. At each iteration, an overall quadratic
for the system expressed as equation (5.1.7) is formed from individual quadratic
relationships for each coniponent (eq. (5.1.4)) and a linearization of the output
variables (eq. (5.1.6)).

All output variables are linearized with respect to the continuous controls using a

first-order Taylor series expansion about the last iteration point, uy.
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yu) = y(ug + [g%]“o(u'“o) | (5.1:11)

This equation may be written in the form of equation (5.1.6) with

5 = y(ll()) - [g%—:!uolh) (5.1.12)
T _ |9
g = ['éfyf]uo (5.1.13)

The Jacobian of the outputs with respect to control variables is determined numerically
using forward differences.

A simple estimate of the minimum point may be determined from equation (5.1.9).
However, for points that are "far away" from the minimum, this may givé a point that
has a greater cost than the last iteration. A common procedure, that is utilized in this
study, is to perform a one-dimensional search between the previous iteration and the
point defined by equation (5.1.9). At the i iteration, a new estimate of the optimal

control point is
u' = !+ s - il (5.1.14)
where u' is from equation (5.1.9) and the step length, s, is determined by minimizing

J (ui'1 + s(u' - ui"l)) with respect to s.

The optimal step length is approximated with polynomial interpolation. The costs at
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step lengths of zero, one-half, and one are used to construct a quadratic function for the
cost as a function of the step length. The optimal value of s is estimated as the
minimum of this quadratic function, constrained between zero and one. In some cases,
the polynomial may be a poor approximation to the real function and the estimated
optimal step length may result in a cost greater than that associated with a step length of
zero. Under this circumstance, the interpolation is repeated with the last computed
optimal step length becoming the new step length of unity.

It is necessary to iteratively solve for the outputs of each component at each iteration
of the optimization procedure with the most recent controls. A simple method that is
employed in the TRNSYS [1984] program is successive substitution. Outputs are
suécessively fed as inputs to connecting components until the values are not changing
significantly. However, this method can be extremely inefficient for solving systems
of equations, even if they are linear. The solution efficiency is important because the
equations must be solved at each iteration of the optimization procedure and a high
degree of accuracy is required for determining good numerical derivatives.

A better approach is to utilize the Newton-Raphson method applied to a set of
equations that measure the residual error for the independent variables. These residual
equations could be defined as differences between input values and output values that
feed those inputs for one component in each recyclic loop of components. At each
iteration of the Newton-Raphson procedure, new estimates of the independent variables
are determined by assuming that the residual equations are globally linear using
coefficients determined with a local linearization. As a result, this method converges in .
one iteration for linear equations. However, it is necessary at each iteration to solve a
system of linear equations involving a Jacobian of residuals with respect to the
independent iteration variables. The Jacobian contains the partial derivatives of each of

the residual equations with respect to the independent variables and must be determined
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numerically.

In the program developed in this study, an alternative method is employed that is a
compromise between the methods of successive substitution and Newton-Raphson. As
with Newton-Raphson, a set of residual equations are defined such that at the solution,
they are identically zero. Howevef, thése equations are solved using a series of one-
dimensional applications of the secant method. Consider a series of components
organized in a recyclic loop. Denoting the input to one component in the loop as x and
the output that feeds that input as y(x), then a residual function at the i iteration may

be defined as
Gl = y(xi) - xt (5.1.15)

A new estimate of x is determined by approximating the function with a straight line

connected between the last two function values or

i G'

X =X - : 1 i
(Gl-Gl- )/(XI-XI-)

(5.1.16)

Initial values of x, y, and G are determined through successive substitution..

The advantage of this method is that it is not necessary to compute a Jacobian, so
that the computation associated with updating the independent variables is much less
than that for Newton-Raphson. However, since the residual equations are not coupled,
convergence is slower than for Newton-Raphson. For the chilled water systems
considered in this study, the coupling between recyclic loops is relatively small and the

solution algorithm works well.
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5.1.3 Constraints

Linear Equality Constraints
For constraints that are linear with respect to the control variables, the constraint

equations may be written in the form

guw) =a +Pfu=20 (5.1.17)
where g is a vector of constraint equations, [ is a coefficient matrix, and o is a
coefficient vector.

A common method for solving optimization probiems with linear constraints is the
method of Lagrange multipliers. This method involves redefining the cost function so
that at the minimum, the constraint function is automatically satisfied. The modified

cost function, termed the Lagrangian, is given as
~ T
Jw,Ad) = Jw) + A g(u) (5.1.18)

where A is a vector of Lagrange multipliers. The modified optimization problem
involves minimizing the Lagrangian with respect to both u and A. The first-order

conditions for a minimum require that

7 T
ol _(9r ., Tosl _, (5.1.19)
dul,” |du oul,”
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[_31] =g =0 | (5.1.20)
u

For the quadratic cost function and linear constraints of equations (5.1.7) and (5.1.17),

these conditions yield

u = [X + KT]-I[[sTx . B’] | (5.1.21)

-1

-1
-1
A = [B<x+x“3 BT] [mmx"‘) b-a (5.122)

Nonlinear Equality Constraints

Nonlinear constraints are handled through linearization and the use of Lagrange
multipliers. A first-order Taylor series expansion for the constrainfs about the last

iteration point, u , gives

gu) = g(u,) +

ag.] _
Jur ju U~ U (5.1.23)

The above equation may be written in the form of equation (5.1.17) with

C oy - ?.g.]
a g(uy [au “:lo (5.1.24)

B = P_%] '
ou |u, (5.1.25)
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The Jacobian of the constraints with réspect to control variables is determined
numerically using forward differences coincidently with the computation of the
Jacobian for the output stream variables with respect to controls.

With linearization applied to nonlinear constraints, the first-order condition applied
to the Lagrangian cost function does not guarantee that the constraints will be satisfied
at any point except the solution. Mofe importantly, during the determination of the
optimal step length, the Lagrangian does not provide a good measure of the degree to
which the constraints are violated. To alleviate this problem, the optimal step length is
computed using a cost function that is the sum of the original cost function and a

quadratic penalty function.

fw) = Jw + g (5.1.26)

At the i iteration, a new estimate of the optimal control point is found with equation
(5.1.14), with u determined from equations (5.1.21) and (5.1.22) and the step length,

s, determined by minimizing /.f(ui'1 +s(u'- ui']') with respect to s.

Inegualig; Constraints

The only inequality constraints considered in this study are siinple bounds on the
control variables. These become linear equality constraints when violated and are
handled with Lagrange multipliers. In order to determine the optimal control points
subject to inequaiity constraints, the optimal control values are first determined at each
iteration assuming that no inequaiity constraints are violated. If some control bounds

are exceeded, then linear equality constraints representing these limits are added and the
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optimal controls are recomputed. Additional constraints are added if violated and the

process is repeated until the number of constraints is not changing or equals the number

of control variables. The constrained control values represent the next iterates in the

overall nonlinear optimization. It is not possible to solve a problem in which the

number of constraints exceeds the number of control variables. In this situation, some

of the constraints are not satisfied.

'5.1.4 Algorithm Summary and Program Implementation

The steps associated with the constrained optimization of the continuous controls

are summarized below.

1)

2)

3)

4)

5)

6)

7)

8)

9)

Solve for component outputs with current controls.

Linearize outputs with respect to controls to get equation (5.1.6).

Determine the coefficients of the quadratic equaﬁoﬁ (5.1.7) from the component
quadratic equations (5.1.4) and the linearized output equation (5.1.6).
Determine the control point associated with a step length of unity with equations
(5.1.21) and (5.1.22).

Estimate optimal step length with polynomial interpolation applied to
minimizing '.f(ui'1 +s(u'- ui ]) with respect to s, where the augmented cost

function is defined by equation (5.1.26).

- Determine next estimate of control point, ui, with equation (5.1.14).

Ifi(u5 > j(ui"l) then set u' = ui and go to step 5.

If no controls exceed their bounds or'the number of constraints equals the
number of controls then go to step 11.

Add equality constraints for any controls that exceed bounds unless the number

of constraints equals the number controls.



) : 123

10) Determine a constrained optimum with equations (5.1.21) and (5.1.22) and go
to step 8. .
11) If the change in cost from the last iteration is greater than a specified tolerance,

then go to step 1.

The complete optimization algorithm is implemented in'a computer program that can
simulate the optimal operation of a system through time (Braun [1988]). The system is
~ described through input data that specifies the components, their parameters, and their

interconnections in a manner similar to that for the TRNSYS [1984] simulation
program. At each simulation timestep, data for the uncontrolled variables (e.g.,
weather, schedules) are read and the constrained nonlinear optimization of the
continuous control variables is performed for each feasible combination of discrete
“controls with the combination giving the minimum being the optimal control. Not all
possible combinations of discrete controls are feasible. For instance, the operation of
more than one condenser or chilled water pump might be non-optimal under all
conditions when only one chiller is on, so that these combinations would not be worth
considering. In the implementation of the optimizatibn algorithm for this study, the
feasible combinations of discrete mbdes are specified as input data.- In the event that the
optimization algorithm were implemented for on-line optimal control, then a better
approach for determining fhe optimal discrete control modes at each time interval would
be to order the feasible combinations of modes and only allow a single change (up or
down) between combinations within the list.
The complete mathematical description of a specific optimization problem depends
upon the choice of the independent controls and the constraints imposed upon the

system. Generally the supply air temperature for each air handler is considered to be an
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independent (adjustable) control variable. In this case, the local loop controller varies
the air and water flow through the cooling coil in order to maintain that setpoint, along
with the desired temperature in the zone. However, in terms of the optimization
algorithm, it is more straightforward to consider the relative air and water flow rates to
the cooling coil as control variables, with an equality constraint that forces the zone
temperature to be maintained. One advantage of this formulation is that the power
consumption of the air handler may be represented as a quadratic function of the speed
in a simple manner. It is also easier to handle bounds on the fan speed as compared
with the supply air setpoint, since the fan speed has a natural upper and lower bound,
while physical constraints on the setpoint vary according to the coil entering air and

water conditions and design.

5.2 A System-Based Algorithm for Near-Optimal Control

The methodology for determining optimal values of control variables described in
the previous section could be used for on-line optimal control of chilled water systems.
Howeyver, in order to calibrate the models for a specific plant, measurements would be
required for outputs and power consumptions for each component in the system. Also,
depending upon the number of control variables, the computational requirements may
be restrictive. An alternative approach for near-optimal control described in this section
involves correlating the overall system power consumption with a single function that
allows for a rapid determination of optimal control variables and requires measurements

of only total power over a range of conditions.

5.2.1 System Cost Function
The concept of utilizing quadratic functions for the power consumptions of

individual components can be extended to the system as a whole. In the vicinity of any
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optimal control point, the syétem power consumption may be approximated with a
quadratic function of the continuous control variables according to equation (5.1.7).
However, the quadratic relationship changes with changes in the operating modes (i.e.
discrete controls) and uncontrolled variables. It will be shown that a quadratic function
also correlates power consumption in terms of the uncontrolled variables over a wide
range of conditions, so that the following cost function may be applied for determining

optimal control points.
JEMau) =uAu +bu+fCf +df +fEu+g (5.2.1)

where K, C, and, E are coefficient matrices, b and d are coefficient vectors, and E isa
scalar. The empirical coefficients of the above cost functidn depend upon the operating-
modes, so that it is necessary to determine these constants for feasible combinations of
discrete control modes. Once again, many mode combinations may be unfeasible or
clearly non-optimal under all conditions and therefore need not be considered. Some
advantage may also be taken of the symmetry in the quadratic terms of equation

(5.2.1). Both A and C may be expressed as symmetric matrices, so that only the upper

(or lower) triangular coefficients need be determined.

5.2.2 Near-Optimal Control Algorithm

One advantage of the cost function of equation (5.2.1) is that a solution for the
optimal control vector that minimizes the cbst may be determined analytically by
applying the first-order condition for a minimum. Equating the Jacobian of equation
(5.2.1) with respect to the control vector to zero and solving for the optimal control,

(with symmetric K), gives
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u =k + Kf (5.2.2)
where,
1 ~ '1 ~
k =~ 5 A b
1 ~ -1 ~
K=- 5 A E
The cost associated with the unconstrained control of equation (5.2.2) is
(5.2.3)

* T T
J =fof+cf+1

where,
O = KTKK + EK + C
2KKk+Kﬁ+ﬁk+ﬁ

TA AT
kAk + bk + g

a
I

The control defined by equation (5.2.2) results in a minimum power consumption if

and only if the Hessian of the cost function is a positive-definite matrix or in the case of

equation (5.2.1), if Ais positive definite. If this condition holds and if the system

power consumption correlates with equation (5.2.1), then equation (5.2.2) dictates that
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the optimal continuous control variables vary as a near linear function of the
uncontrolled variables. However, a different linear relationship applies to each feasible
combination of discrete'control modes. In the implementation of the algorithm, the
minimum cost associated with each mode combination is computed from equation
(5.2.3). The costs for each combination are compared in order to identify the
minimum. Simple bounds on the continuous control variables may be handled as

ouﬂined in section 5.1.3.

-5.2.3 Parameter Estimation
The total number of empirical coefficients in equation (5.2.1) that need to be

determined for each feasible set of modes is

N, (N,-1)

¢(Ne-1
> 2+Nf(f )

N coef = N121 - + Ny + N 5 + Ny + NfNu+1 (5.2.4)

where N is the number of continuous control variables and N is the number
uncontrolled variables.

One approach for determining these constants would be to apply regression
techniques directly to méasured total power consumption. Since the cost function is
linear with respect to the empirical coefficients, linear regression techniques may be
utilized. A set of experiments could be performed on the system over the expected
range of operating conditions. In some cases, the quadratic cost function may only be
an accurate index near the optimal control points, so that it would be necessary to repeat
the experiments in the vicinity of the control defined by equation (5.2.2). Possibly, the
regression could be performed on-line using least-squares recursive parameter updating

(Ljung [1983]).
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Another approach for estimating coefficients of the empirical system model would
involve regression to results of a simulation of the system. By using mechanistic
models for the individual components, data over a limited range of conditions would be
sufficient to calibrate the coéfﬁcients of the models. The use of the component-based
optimization algorithm as a simulation tool would ensure a good fit near the optimal
control points.

Rather than fitting empirical coefficients of the system cost function of equation
(5.2.1), the coefficients of the optimal control equation (5.2.2) and the minimum cost
function of equation (5.2.3) could be determined directly with regression applied to
optimal control results. At a given set of conditions, optimal values of the continuous
control variables could be estimated through trial-and-error variations in the system or
with the component-based optimization algorithm. Only (N¢ + 1) independent
conditions would be necessary to determine coefficients of the linear control law given
by equation (5.2.2). The coefficients of minimum cost function could then be
determined from system measurements with the linear control law in effect. The total
number of coefficients to determine with this approach is less than that for direct

' regression {0 power measurements.

Ng(Ng-1)

2
Ncoef = Nu(Nf+ 1) + Nf - 5

+ Ne+ 1 - (5.2.5)

The disadvantage of this approach is that there is no direct way to handle constraints on

the controls.

5.2.4 Application to Chilled-Water Systems

In order to apply the system-based optimization technique, it is necessary to identify
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both the control variables for which the optimization is to be performed and the
uncontrolled variables that effect the system performance through time. Using the
component-based optimization algorithm described in this chapter, it is shown in
Chapter 6 that the important uncontrolled variables are ihe total chilled water load and
ambient wet bulb temperature. Additional secondary uncontrolled variables that could
be important if varied over a wide range would be the individual zone latent to sensible
load ratios and the ratios of individual sensible zone loads to the total sensible loads for
all zones. _ |

Chapter 6 also identifies control simplifications that reduce the number of
independent control variables and simplify the optimization. These simplifications and

their implications are summarized as follows.

1) Variable-Speed Tower Fans: Operate all tower cells at identical fan speeds.

The only tower control variable is fan-speed which is equivalent to air flow

relative to the maximum possible flow.

2) Multi- Tower Fans: Increment lowest tower fans first when adding tower
capacity. Reverse for removing capacity. With this sequencing, a single

independent tower control variable is the relative tower air flow.

3) Variable-Speed Pumps: The sequencing of variable-speed pumps should be
directly coupled to the sequencing of chillers, to give peak pump efficiencies for
each possible combination of operating chillers. Multiple variable-speed pumps
should be controlled to operate at equal fractions of their maximum speed. With
this sequencing arrangement, a single independent control variable for the

condenser pump is the flow relative to the maximum possible flow.
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4) Chillers: Multiple chillers should have identical chilled water set temperatures
and the evaporator and condenser water flows for multiple chillers should be
divided according to the chillers relative cooling capacities. The independent
chiller control variables are a single chilled water temperature and the number of

chillers operating.

5) Air Handlers: All parallel air handlers should have identical supply air setpoint
temperatures. As a result, only a single setpoint control variable applies to all

air handlers.

Using these general results, a reduced set of independent control variables are: 1)
supply air set temperature, 2) chilled water set temperature, 3) relative tower air flow,
4) relative condenser water flow, and 5) the number of operating chillers.

The supply air and chilled water setpbints are continuously adjustable control
variables. However, since the chilled water flow requirements are dependent upon
these controls, there may be discrete changes in power consumption associated with
varying these controls, if there are discrete control changes in the pump operation. For
the same total flow rate, the overall pumping efficiency changes with the number of
operating pumps. However, this has a relatively small effect upon the overall power
consumption, so that the discontinuity may be neglected in fitting the overall cost
function to changés in the control variables.

For variable-speed cooling tower fans and condenser water pumps, the relative
tower air and condenser water flows are continuous control variables. Analogous to
the chilled water flow, the overall condenser pumping efficiéncy changes with the

. number of operating pumps, so that there may be a discontinuity in the power
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consumption associated with continuous changes in the overall relative condenser water
flow. This discontinuity may also be neglected in fitting the overall cost functioh to
changes in this control variable. | ’

With variable-speed pumps and fans, the only significant discrete control yariable is
the number of chillers operating. A chiller mode defines which of the available chillers
are to be on-line. The optimization problem involves determining optimal values of
only four continuous control variables for each of the feasible chiller modes. The
chiller mode giving the minimum ovefall power consumption represents the optimum.
In order for a chiller mode to be feasible, it must be possible to operate the specified
chillers safely within their capacity and surge limits. In practice, abrupt changes in the
chiller modes should also be avoided. Large chillé_rs should not be cycled on or off,
except whien the savings in associated costs with the change is significant.

For fixed-speed cooling tower fans and copdenser water pumps, thcre are only
discrete possibilities for the relative flows. One method of handling these variables is -
to consider each of the discrete combinations as separate modes. However, for
ﬁlultiple cooling tower ceﬂs with multiple fan speeds, the number of possible
combinations may belarge. A simpler approach, that works well in this case, is to treat
the relative ﬂdws as continuous control variables and to select the discrete relative flow
that is closest to that determined with the continuous optimization. At least three
relative flows (discrete flow modes) are necessary for each chiller mode in order to fit
the quadratic cost function. The number of possible sequencing modes for fixed-speed
pumps is generally much more limited than that for cooling tower fans, with at most
two or three possibilities for each chiller mode. | In fact, with many current designs,
individual pumps are physically coupled with chillers and it is inipossible to operate

greater or fewer pumps than the number of chillers operating. Thus, it is generally best
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to treat the control of fixed-speed condenser water pumps with a set of discrete control
possibilities, rather than using a continuous control approximation.
The méthodology for near-optimal control of a chilled water system may be

summarized as follows.

1) Change the chiller operating mode if at the limits of chiller operation (surge or
capacity). |

2) For the current set of conditions (ldad aﬁd wet bulb), estimate the feasible
modes of operation that would avoid limits on the chiller and condenser pump
operation.

3) For the current operating mode, determine optimal values of the continuous
controls with equation (5.2.2).

4) Determine a constrained optimum, if controls exceed their bounds.

5) Repeat steps 3 and 4 for each feasible operating mode.

6) Change the operating mode if the optimal cost associated with the new mode is
significantly less than that associated with the current mode. ‘

7) Change the values of the continuous control variables. When treating multiple-
speed fan control with a continuous variable, use the discrete control closest to

the optimal continuous value.

If the linear optimal control equation (5.2.2) is directly fit to optimal control results,
then there is no direct way of handling the constraints. A simple solution is to constrain
‘the individual control variables as necessary and neglect the effects of the constraints on
the optimal values of the other controls and the minimum cost function. The variables
of primary concern with regard to constraints are the chilled water and supply air set

temperatures. These controls must be bounded for proper comfort and safe operation
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of the equipment. On the other hand, the cooling tower fans and condenser water
pumps should be sized so that the system performs efficiently at design loads and N
constraints on control of this equipment should bnly occur under extreme conditions.
There is a strong coupling between optimal values of the chilled water and supply
air temperature, so that decoupling these variables in evaluating constraints is generally
not justified. However, when either control is operaﬁng ata bouﬂd, optimization
results indicate that the optimal value of the other "free" control is approximately
bounded at a value that depends only upon the ambient Wet bulb temperature. The
optimal value of this "free" control (either chilled water or supply air setpoint) may be
estimated at the load at which the other control reaches its limit. Coupling between |
optimal values of the chilled water and condenser water loop controls is not as strong,

so that interactions between constraints on these variables may be neglected.

5.3 Comparisons ,

Bréun [1987] correlated the power consumption of tﬁe Dallas/Fort Worth airport
chiller, condenser pumps, and cooling tower fans with the quadratic cost function given
by equation (5.2.1) and showed good agreement. Since the chilled water loop control

~was not considered, the chilled water setpoint was treated as a known uncontrolled
variable. The discrete control variables associated with the four tower cells with two-
speed fans and the three condenser pumps were treated as continuous control variables.
The optimal control determined by the near optimal equation (5.2.2) also agreed well
with that determined using a non-linear optimization applied to a detailed simulation of
the system.

In order to evaluate results of the system-based methodology for a complete system
that includes the air handlers, the component-based optimization was applied to an

example system, as described in Chapter 6. Coefficients of the optimal control and
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minimum system cost function were fit to results of the component-based optimization

over a range of conditions. Figures 5.2 - 5.5 show comparisons between the controls

as determined with the component-based and system-based methods for a range of

loads, for a relatively low and high ambient wet bulb temperature (60 F and 80 F).

In Figures 5.2 and 5.3, optimal values of the chilled water and supply air

temperatures are compared. The near-optimal control equation provides a good fit to

the optimization results for all conditions considered. The chilled water temperature

was constrained between 38 F and 55 F, while the supply air setpbint was allowed to

float freely. Figures 5.2 and 5.3 show that for the conditions where the chilled water

temperature is constrained, the optimal supply air temperature is also nearly bounded at

a value that depends upon the ambient wet bulb.
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Optimal relative cooling tower air and condenser water flow rates are compared in
Figures 5.4 and 5.5. Although the optimal controls are not exactly linear functions of
the load, the ﬁnear control equation provides an adequate fit. The differences in these
controls result in insignificant differences in overall system power consumption, since
as shown in Chap_ter 6, the optimum is extremely flat with respect to these variables.

The nonlinearity of the condenser loop controls is partly due to the cbnstraints imposed

upon the chilled water set temperature. However, this effect is not very significant.
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Figures 5.4 and 5.5 also suggest that the optimal condenser loop control is not very
sensitive to the ambient wet bulb temperature. However, the cooling tower considered
is representative of that at D/FW airport and operates at high effectiveness. For a lower

effectiveness tower, the sensitivity of the control to ambient wet bulb is greater.
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In order to determine the optiinal discrete mode of operation, it is necessary to have
a reasonably accurate model of the minimum cost of operation for each mode. Figure
5.6 shows a comparison between the optimal system coefficient of performance (COP)
determined with the component-based optimization algorithm and the near-optimal
quadratic cost function of eqﬁaﬁon (5.2.3). The differences between the results are
very small over a wide range of chilled water loads and ambient wet bulbs. This model
works well, even though it does not explicitly consider the constraints on the chilled

water temperature that are exhibited at low and high loads in Figure 5.2.
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5.4. Summary

Two methodologies have been presented for determining optimal control points of
chilled water systems. A component-based non-linear optimization algorithm was
developed as a simulation tool for investigating optimal system performance. Results
of this algorithm implemented in a computer program; led to the development of a
simpler system-based methodology for near-optimal control.

The advantage of the component-based algorithm over the system-based appfoach
is that it provides a "true" solution to the optimization problem, including any nonlinear
* constraints. Each of the cdmponents in the system is represented as a separate

subroutine with its own parameters, controls, inputs, and outputs. Models of
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components may be either mechanistic or empirical in nature, so that the methodology
is useful for evaluating both system design or control characteristics. In Chapter 6, this
methodology is applied to typical chilled water systems to study both design and
control issues.

The component-based algorithm takes advantage of the quadratic cost behavior of
the components found in chilled water systems in order to solve the optimization
problem in an efficient manner. However, in order to utilize this methodology as a tool
for on-line optimization, it is necessary to have detailed performance data for each of
the individual system components. The system-based near-optimal control
methodology presented in this chapter utilizes an overall system cost function in terms
of the total chilled water load and ambient wet bulb temperature. This cost function
leads to a set of linear control laws for the continuous control variables in terms of these
uncontrolled variables. Separate contfol laws are required for each feasible
combination of discrete controls and the costs associated with each combination are
compared to identify the optimum. The overall procedure is simple enough sb astobe
implementable either manually or on-line using microcomputers. For manual control
applications, charts such as those that appear in Figures 5.2 - 5.6 could be used to

determine optimal control as a function of load and wet bulb.
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Chapter 6 .
Applications to Systems without Storage

In this chapter, the modeling and optimization techniques described in previous
chapters are applied to chilled water systems without storage. The results that are
presented_arise from both specified controls applied to individual component and
subsystem modeling and optimal control results determined with the component-based

algorithm described in Chapter 5.

6.1 System Description

Figure 1.1 showed a general schematic of the variable air volume (VAYV) system
considered in this study. The central cooling facility, which consists of multiple
centrifugal chillers, cooling towers, and pumps, provides chilled water to a number of
air handling units in order to cool air that is supplied to building zones. General
descriptions of the componehts and modeling assumptions were given in Chapters 2, 3,
and 4. All energy consuming components in the system are assumed to be electrically
driven.

At any given time, it is possible to meet the cooling needs with any number of
different modes of operation and setpoints. Optimal control of a system involves
minimizing the total power consumption of the chillers, cooling tower fans, condenser
water pumps, chilled water pumps, and the air handling fans at each instant of time
with respect to the independent continuous and discrete control variables. Chapter 5
describes a method for determining optimal values of fhese control variables. The
discrete control variables considered in this chapter include the number of operating

chillers, cooling tower cells, condenser water pumps, and chilled water pumps and the
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relative speeds for multi-speed fans or pumps. The independent continuous control
variables considered include the chilled water and supply air set temperatures, relative
water flow rates to multiple chillers (both evaporators and condensers) and multiple
cooling tower cells, and the speeds for variable-speed cooling tower fans and chilled
and condenser water pumps.

In addition to the independent optimization control variables, there are also local
loop (dependent) controls associated with the chillers, air handlers, and chilled water
pumps. All local loop controls are assumed to be ideal, such that their dynamics are not
considered. Each chiller is considered to be controlled such that the specified chilled
water set temperature is maintained. The air handler local loop control involves control
of both the coil water flow and fan air flow in order to maintain the prescribed supply
air setpoint and zone.temperature. The total requirement for the chilled water flow to
the air handlers is dictated by the chilled water and supply air setpoints and the load.
Control of the chilled water pumps is implemented through a local loop control that
maintains a constant pressure difference between the main supply and return pipes for
the air handlers. The setpoint for this pressure differeﬁce is chosen to ensure adequate
distribution of flow to all air handlers and is not considered an optimization variable.

The optimal control variables change through time in response to uncontrolled
variables. The uncontrolled variables are measurable quantities that may not be
controlled, but that affect the component outputs and/or costs, such as the load and
ambient dry and wet bulb temperature.

The results presented in this study are primarily representative of the Dallas/Fort
Worth (D/FW) airport cooling system. However, characteristics of the systems studied
by Lau [1985] and Hackner [1985] are also utilized. Table 6.1 summarizes the
different component characteristics considered in this study. The loads employed

throughout are representative of the D/FW system, so that components studied by Lau
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and Hackner are scaled for D/FW conditions. Appendix C gives the parameter values
associated with the individual component models. The ventilation air flow is taken to
be 10% of the design air flow for the air handler under all circumstances. The use of an
economizer or "free” cooling cycles were not considered in this study. These modes of
operation would occur at low ambient wet bulb temperatures, such that the cooling
loads could be met without operating the chillers.

The base system makes use of the component characteristics associated with the
first choice for each component type in Table 6.1. For the most part, this corresponds
to the current D/FW system. However, detailed data were not available for the
performance of the air handlers. As a result, the air handler performance characteristics
from manufacturers data used by Hackner [1985] were utilized in the base system.
Except where otherwise noted, all pumps and fans are considered to be operated with
variable-speed motors. Although combinations of components from Table 6.1 other
than that associated with the base system were considered, results are only presented
for the base system, except when alternative Systems yield different conclusions.

| Many of the results presented in this chapter are for steady-state conditions and are
given as a function of load at ambient dry and wet bulb temperatures of 80 F and 70 F.
For the purpose of performing simulations over a cooling season, optimal costs of
operation are correlated in terms of the load and ambient conditions using the form
given by equation (5.2.3). The result is integrated over time in response to time-
varying load and weather conditions. In those cases where cooling season results are
presented, weather data for May through October in Dallas, Texas and Miami Florida
were utilized. Two different constant internal gains to the zones were considered: one-
third and one-half of the maximum chiller cooling capacity. Only conditions where the

ambient wet bulb temperature was greater than 60 F were considered in the
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determination of plant operating costs.

Table 6.1
Summary of System Component Characteristics

Component Component Characteristics

Chillers 1) D/FW variable-speed chiller

2) D/FW fixed-speed chiller

3) Lau (1985) chiller scaled to D/FW loads

4) Hackner (1985) chiller scaled to D/FW loads

Cooling Towers 1) D/FW tower characeristics
2) Lau (1985) tower scaled to D/FW loads
3) Hackner (1985) tower scaled to D/FW loads

Pumping 1) D/FW system and pump characteristics

2) 20% greater system and pumpmg head at design
conditions than 1)

3) 20% lower system and pumping head at design
conditions than 1)

Air Handlers 1) Hackner (1985) scaled to D/FW loads

2) 20% greater fan power requirements at design
conditions than 1)

3) 20% lower fan power requirements at design
conditions than 1)

Loads 1) 20% of zone loads are latent
2) 15% of zone loads are latent
3) 25% of zone loads are latent

6.2 Control Guidelines for Multiple Components in Parallel

For some of the independent control variables, it is possible to determine control
guidelines that when implemented yield near-optimal performance. These guidelines
simplify the optimization process, in that these independent control variables may be

reduced to dependent variables. They are also useful to plant engineers as "rules of
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thumb" for improved control practices. In this section, both component modeling and
optimization techniques are used to identify control guidelines assoéiated with multiple

components arranged in parallel.

6.2.1 Multiple Cooling Tower Cells

The power consumption of a chiller is sensitive to the condensing water
temperature, which is, in turn, affected by both the condenser water and cooling tower
air flow rates. Increasing either of these flows reduces the chiller power requirement,
but at the expense of an increase in the pump or fan power consumption. |

Braun [1987] and Nugent [1988] have shown that for variable-speed fans, the
minimum power consumption results from operating all cooling tower cells under all
conditions. The power consumption of the fans depends upon the cube of the fan
speed. Thus, for the same total air flow, operating more cells in parallel allows for N
lower individual fan speeds and overall fan power consumption. An additional benefit
associated with full-cell operation is lower water pressure drops across the spray
nozzles, which results in lower pumping power requirements. However, at very low
pressure drops, inadequate spray distribution may adversely affect the thermal
performance of the cooling tower. Another economic consideration is the greater water
loss associated with full-cell operation.

Most current cooling tower designs utilize multiple—speed, rather than continuously

adjustable variable-speed fans. In this case, it is not optimal to operate all tower cells

| under all conditions. The optimal number of cells operating and individual fan speeds
will depend upon the system characteristics and ambient condiﬁons. Howeyver, simple
relationships exist for the best sequencing of cooling tower fans as capacity is added or

removed. When additional tower capacity is required, then in almost all practical cases,
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the tower fan operating at the lowest speed (including fans that are off) should be
increased first. Similarly, for removing tower capacity, the highest fan speeds are the
first to be reduced. |

These guidelines are derived from evaluating the incremental power changes '
associated with fan sequencing. For two-speed fans, the incremental power increase
associated with adding a low-speed fan is less than that for incfeasing one to high speed

if the following condition is satisfied.

3 3 ;

Yt,low <(1- Yt,low) (6.2.1)
or

Yetow < 0-79 (6.2.2)

‘where Yijow is the relative fan speed at low speed. If the low speed is less than 79% of
the the high fan speed, then tﬁe incremental power increase is less for adding a low-
speed as opposed to a high-speed fan. In addition, if the low speed is greater than 50%
of the high speed, then the incremental increase in air flow is greater (and therefore
better thermal performance) for adding the low-speed fan. Most commonly, the low
speed of a two-speed cooling tower fan is between one-half and three-quarters of full
speed. In this case, tower cells should be brought on-line at low speed before any
operating cells are set to high speed. Similarly, the fan speeds should be reduced to
low speed before any cells are brought off-line.

For three-speed fans, the sequencing logic is not as obvious. However, for the

special case where low speed is greater than or equal to one-third of full speed and the
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difference between the high and intermediate speeds is equal to the difference between
the intermediate and low, then the best strategy is to increment the lowest fan speeds
first when adding tower capacity and decrement the highest fan speeds when removing
capacity. Typical three-speed combinations that satisfy this criteria are 1) one—third,
two-thirds, and full speed or 2) one-half, three-quarters, and full speed.

Another issue related to control of multiple cooling tower cells héving multiple-
speed fans concerns the distribution of water flow to the individual cells. Typically, the
water flow is divided equally among the operating cells. However, the overall thermal
performance of the cooling tower is best when the flow is divided such that the ratio of
water to air flow rates is identical for all cooling tower cells. In comparing equal flow
rates to equal flow rate ratios, at worst, a five percent difference betwéen the heat
transfer effectivenesses for a combination of two tower cells, one operating a one-half
and the other at full speed was found. Depending upon the conditions, these
differences generally result in less than a one percent change in the chille‘r»power.
These differences ;héuld also be contrasted with the lower water pI‘CSSl;l'C drop across
the spray nozzles (lower pumping power) associated with equally divided flow. In
addition, the performance differences are smaller for greater than two-cell operation,
when a majority of cells are operating at the same speed. Overall, equal water flow

distribution between cooling tower cells is near-optimal.

6.2.2 Multiple Chillers

Multiple chillers are normally configured in a parallel manner and typically
controlled to give identical chilled water supply temperatures. For the parallel chiller
combinations considered in this study, controlling for identical set temperatures was
found to be either optimal or near-optimal. Besides the chilled water setpoint,

additional control variables are the relative chilled and condenser water flow rates.
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In general, the relative condenser water flows to each chiller should be controlled to

give identical leaving condenser water temperatures for all chillers. This condition

approximately corresponds to relative condenser flow rates equal to the relative loads

on the chillers. Figure 6.1 shows results for four different sets of two chillers operated
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Figure 6.1. Effect of Condenser Water Flow Distribution for
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in parallel. The overall chiller coefficient of performance (COP) is plotted versus the

difference between the condenser water return temperatures for equal loadings on the

chillers. For the identical D/FW variable-speed chillers, the opﬁinal temperature

difference is almost exactly zero. This was found to be the case for all identical chillers

considered in this study. For the non-identical chillers of Figure 6.1, equal leaving
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condenser water temperatures result in chiller performance that is close to the optimum.
Even for the D/FW variable and fixed-speed chiller combination, which have very
different performance characteristics, the penalty associated with the use of identical
condenser leaving water temperatures is insignificant. Similar results were obtained for
unequal loadings on the chillers.

For given chilled water return and supply temperatures, the relative chilled water
flow to each chiller is equal to its relative loading. Consider the problem of determining
the optimal relative loadings for Ny chillers in parallel. The relative condenser water
flows are assumed to be controlled to give identical return water temperatures. The

optimization problem is one of minimizing the total chiller power consumption or

Neh .
Pen = 2, Peni | (6.2.3)

i=1

with respect to the relative loadings, f; ;, with the constraint

Nch
ofry=1 (6.2.4)

i=1

By forming the Lagrangian and applying the first-order condition for a minimum or
maximum, it can be shown that the point of minimum or maximum overall power
occurs where the derivatives of the individual chiller power consumptions with respect

to their relative loadings are equal.
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OPeni _ oPp ;
afL'i of L.j

foralli, j (6.2.5)

This condition, along with the constraint of equation (6.2.4) are sufficient to determine

the relative loadings. For identical chillers, these equations are satisfied for all chillers

loaded equally or
: 1
fi = Nt for i = 1to Ny, - (6.2.6)

For chillers with different cooling capacities, but identical part-load characteristics, the

constrained optimality conditions are satisfied when each chiller is loaded according to

‘the ratio of its capacity to the sum total capacity of all operating chillers. For the it

chiller,
fL L Qcap,i
a7
Nep for i = 1to Ny, (6.2.7)
ZQcap.i
i=1

where Q. ; is the cooling capacity of the it chiller.

The relative loadings determined with equations (6.2.6) or (6.2.7) could result in
either minimum or maximum power consumptions. With the second-order necessary
condition for a minimizing point, it is possible to show that these points represent a
minimum when the derivative of the COP with respect to relative loading is less than
zero. In other words, the chillers are operating at loads greater than the point at which

the maximum COP occurs. Typically, but not necessarily, the maximum COP occurs
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at loads that are about 40 - 60% of a chillers cooling capacity. In this case, and with
loads greater than about 50% of cooling capacity, the control defined by equations
(6.2.6) and (6.2.7) results in a minimum power consumption.

Figure 6.2 shows the effect of the relative loading on chiller COP for different sets
of identical chillers loaded at approximately 70% of their overall capacities. Three of
the chillers have maximum COP's when evenly loaded, while the fourth (D/FW fixed-
speed) obtains a minimum at that point. The part-load characteristic of the D/FW fixed-
speed chiller is unusual in that the maximum COP occurs at its capacity (see Chapter 2).
This chiller was retrofit with a different refrigerant and drive motor which caused its
capacity to be derated from 8700 tons to 5500 tons. As a result, the evaporators and

condensers are oversized for its current capacity.
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The effect of loading on non—identiéal chillers was also investigated. The minimum
| power consumption was realized with near-even loading for all combinations
considered, except for those involving the D/FW fixed-speed chiller. The best strategy
for this particular fixed-speed chiller in combination with other chillers is to load it as
heavily as possible, since its performance is best at full load.

One of the important issues concerning control of multiple chillers is chiller
sequencing. Sequencing involves determining tﬁe conditions at which specific chillers
ére brought on-line or off-line. The optimal sequencing of chillers depends primarily
upon their part-load characteristics. Chillers should be brought on-line at conditions
where the total power of operating with the additional chiller would be less than without
it. Optimization results indicate that the optimal sequencing of chillers may not be |
decoupled from the optimization of the rest of the system. The characteristics of the
system change when a chiller is brought on-line or off-line due to changes in the system
pressure drops and overall part-load performance. The optimal point for switching
chiller operation may differ significantly from switch points determined if only chiller

performance were considered at the conditions before the switch takes place.

6.2.3 Multiple Air Handlers
In a large system, a central chilled water facility may provide cooling to several

buildings, each of which may have a number of air handling units in parallel. If the
supply air setpoints of each of the air handlers were considered to be a unique control
variable, the optimization problem would become quite complicated. However, the
error associated with using identical supply air temperatures for all air handlers is
relatively small as compared with the optimal solution, even when the loading on the
various cooling coils differs significantly. As a result, the number of control variables

in the optimization process may be reduced by one less than the number of air handlers.
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Figure 6.3 shows a comparison between individual and identical setpoint control
values for a system with two identical air handlers. The system coefficient of
performance (COP) associated with optimal control is plotted versus the relative loading
on one air handler. The difference between individual and identical setpoint control is
not significant over the practical range of relativé loadings. This result is most easily
explained by considering the limits on the relative loadings. For the case of equal
loadings on the air handlers, the optimal coﬁtrbl setpoints are equal for identical air
handlers. In the other extreme, where all of the load is applied to one air handler, then
the supply air temperature of the unloaded air handler has no importance, since its
power consumption is zero. Between the two extremes, the error associated with
assuming identical setpoints is relatively small. This result also extends to many air

handlers in parallel and to non-identical designs.
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Figure 6.3. Comparison of Optimal System Performance for Individual
Supply Air Setpoints with that for Identical Values
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Although the number of control variables is reduced by considering ohly a single
supply air set temperature, the overall operating cost still depends upon the performance
and loadings on the individual air handlers. However, for the purpose 6f determining
optimal control, air handlers maylbe combined into a single effective air handler under
the conditions that all zones are maintained at the same air temperature and the heat
transfer characteristics of the coils are similar. The required air flow as a fraction of the
design air flow for the i air handler in parallel, vy b T02Y be expressed in terms of an

overall air flow ratio as

_ _fanui
fahu,des,i

Yahu,i Yahu (6.2.8)

where v, is the ratio of the total required air flow to the total design air flow, ;. is

" the ratio of air flow for the i air handler to the total air flow for all air handlers, and
£ u,des ; 1S the ratio of design air flow for the i air handler to the total design air flow
for all air handlers. If all air héndlers have identical supply air and zone air temperature
setpoints, then £ ; is also equal to ratio the sensible loading on the zones supplied by
ith air handler to the total sensible zone loads, f,.; ;. In this case, the total air handler

power consumption for variable-speed fans is

3 Nahu £ 3
P - 2 P . sens,i .
ahu — Yahu. ahu,des,i fah ; (6-2-9)

i=1 u,des,

where Py, ges ; iS the power consumption for the ith air handler at it's design air flow.
As a result, all the air handlers may be combined into one air handler having the

sum total area, water flow, air flow, and loading, with the power computed according
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to equation (6.2.9). For the near-optimal control algorithm described in Chapter 5, it is
neceséary to include the relative zone sensible loads (fsens,) as uncontrolled variables in

the empirical system cost function, if they change significantly.

6.2.4 Multiple Pumps

A common control strategy for sequencing both condenser and chilled water pumps
is to bring pumps on-line or off-line with chillers. In this case, there is a condenser and
chilled water pump associated with each chiller. For fixed-speed pumps, this strategy
is not optimal. At the point at which a chiller is brought on-line in parallel and
assuming that the pump control does not change, there is a reduction in the pressure
drop and subsequent increase in flow rate for both the condenser and chilled water
loops. The increased flow rates tend to improve the overall chiller performance.
Howeyver, if the pumps are operating near their peak efficiency before the adﬁiﬁonal
chiller is brought on-line, then there is a drop in the pump efficiency when adding the
additional chiller while holding the pur.hp control consiant. Most often, the
improvements in chiller performance offset the degradation in pump performance, so
that there is no need for an additional pump at the chiller switch point.

Figure 6.4 shows the optimal system performance for different combinations of
chillers and fixed-speed pumps in parallel as a function of load for a given wet bulb.
The optimal switch point for a second pump occurs at a much higher load (~0.62) than
the switch point for adding or removing a chiller (~0.38). If the second pump were
Sequenced with the second chiller, then the optimal switch would occur at the maximum
chiller capacity and approximately a 10% penalty in performance would result at this
condition. The optimal control for sequencing fixed-speed pumps depends upon the

load and the ambient wet bulb temperature and should not be directly coupled to the
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chiller sequencing.
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Figure 6.4. Effect of Chiller and Pump Sequencing on Optimal System Performance

The sequencing of variable-speed pumps is more stfaightforward than that for
fixed-speed pumps. For a given set of operating chillers énd tower cells (i.e. given
system pressure drop characteristics), variable-speed pumps have relatively constant
efficiencies over their range of operation. As a result, the best sequencing strategy is to
select pumps so as to operate near their peak efficiencies for each possible combination
of operating chillers. Since the system pressure drop characteristics change when
chillers are added or removed, then the sequencing of variable-speed pumps should be
directly coupled to the sequencing of chillers. For identical variable-speed pumps
oriented in parallel, the best overall efficiency is obtained if they operate at identical
speeds. For non-identical pumps, near-optimal efficiency is realized if they operate at

equal fractions of their maximum speed.
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6.3 Sensitivity Analyses and Control Characteristics of Subsystems
In this section, the sensitivity of the optimal system performance to the uncontrolled

and controlled variables is studied.

| 6.3.1 Effects of Load and Ambient Conditions

For a given system in which the relative loadings on each zone are relatively
constant, the optimal control variables are primarily a function of the total sensible and
latent gains to the zones, along with the ambient dry and wet bulb temperatures. Figure
6.5 shows the effect of these uncontrolled variables on the total operating costs. For a
given load and wet bulb temperature, the effect of the ambient dry bulb temperature is
insignificant, since air enthalpies depend primaﬁly upon wet bulb temperatures and the
performance of wet surface heat exchangers are driven primarily by enthalpy
differences. Typically, the zone latent gains are on the order of 15-25% of the total
zone gains. In this range, Figﬁre 6.5 shows that the effect of changes in latent 'gaihs
has a relatively small effect upon the system performance for given total load.
Consequently, results for overall system performance and optimal control may be
correlated in terms of only the ambient wet bulb temperature and total chilled water
load. In the event that the load distribution between zones changes significantly

through time, then this must also be included as a correlating variable.
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Figure 6.5. Effect of Uncontrolled Variables on Optimal System Performance

6.3.2 Condenser Water Loop

The primary controllable variables associated with heat rejection to the environment
are the condenser water and towef air flow rates. Figures 5.4 and 5.5 showed how
optimal values of these flow rates vary with both total chiller load and ambient wet bulb
temperature. Both optimal air and water flows increase with load and wet bulb
temperature. Higher condensing temperatures and reduced chiller ﬁerformance result
from either increasing loads or wet bulb temperatures for a given control. Increasing
the air and water flow under these circumstances reduces the éhiller power consumption
at a faster rate than the increases in fan and pump power.

Figures 6.6 shows the sensitivity of the total power consumption to the tower fan

and condenser pump speed. Contours of constant power consumption are plotted
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versus fan and pump speeds. Near the optimum, power consumption is not sensitive
to either of these control variables, but increases more quickly away from the optimum.
The rate of increase in power consumptioh is particularly large at low condenser pump
speeds. There is a minimum pump speed necessary to overcome the static head
associated with the height of the water discharge in the cooling tower above the takeup
from the sump. As the pump speed approaches this value, the condenser flow
approaches zero and the chiller power increases dramatically. It is generally better to
have too high rather than too low a pump speed. The "flatness" near the optimum
indicates that it is not necessary for an extremely accurate determination of the optimal

control.
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Figure 6.6. Power Contours for Condenser Loop Control Variables
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6.3.2 Chilled Water Loop

Figures 5.2 and 5.3 showed the dependence of the optimal chilled water and supply
air set temperatures on the load and wet bulb. Both the optimal chilled water and
supply air temperatures decrease with increasing load for a fixed wet bulb temperature.
This behavior occurs because the rate of change in air handler fan power with respect to
load changes is larger than that for the chiller at the optimal control points. As the wet
bulb temperature increases for a fixed load, the optimal set temperatures also increase.
There are two primary reasons for this result: 1) For a given load, the chiller power |
depends primarily upon the temperature difference between the leaving condenser and
chilled water temperatures. The condenser temperature and chiller power consumptionl ‘
increase with increasing wet bulb temperature and the optimal chilled water temperature
increases in order to reduce the temperature difference across the chiller. 2) In the
absence of humidity control, optimal supply air and chilled water temperatures increase
with decreasing sensible zone loads for constant total chiller load. In addition, the
sensible to total load ratio decreases with increasing wet bulb temperature for constant
total load. |

Figure 6.7 shows the sensitivity of the system power consumption to the chilled
water and supply air set temperatures for a given load and wet bulb temperature.
Within about 3 degrees F of the optimum, the power consumption is within 1% of the
minimum. Outside of this range, the sensitivity to the setpoints increases significantly.
The penalty associated with operation away from the optimum is greater in the direction
of smaller differences between the supply air and chilled water setpoints. As this
temperature difference is reduced, the required flow of chilled water to the coil
increases and the chilled water pumping power is larger. For a given chilled water or

supply air temperature,the temperature difference is limited by the heat transfer
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characteristics of the coil. Below this limit, the required water flow and pumping
power would approach infinity if the pump output were not constrained. Itis generally.
better to have too large rather than too small a temperature difference between the

supply air and chilled water setpoints.
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Figure 6.7. Power Contours for Chilled Water and Supply Air Temperatures

6.4 Optimal versus " Alternative”" Control Strategies

There is no general strategy that has been established for controlling chilled water
systems. Most commonly, the chilled water and supply air set temperatures are
constants that do not vary with time. In some applications, these setpoints vary
according to the ambient dry bulb temperature. Generally, there is an attempt to control

the cooling tower and condenser water flow in response to changes in the load and
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ambient wet bulb. One strategy for controlling these flow rates is to maintain constant
temperature differences between the cooling tower outlet and the ambienf wet bulb
(approach) and between the cooling tower inlet and outlet (range), regardless of the
load and wet bulb. In some applications, humidity along with temperature is controlled
within the zones. In this section, the performance of some of th'ese control strategies is

. compared with that of an optimally controlled system.

6.4.1 Conventional Control Strategies

Fixed values of chilled water and supply air setpoints and tower approach and range
that are optimal or near-optimal over a wide range of conditions do not exist. In
addition, it is not obvious how to choose values that work best overall. One simple,
yet reasonable approach is to determine fixed values that result in near-optimal
performance at design conditions. Figure 6.8 shows a comparison between the
performance associated with optimal control and 1) fixed chilled water and supply air
temperature setpoints (40 and 52 F) with optimal condenser loop control, 2) fixed
tower approach and range (5 and 12 F) with optimal chilled water loop control, and 3)
fixed setpoints, approach, and range. The results are given as a function of load for a
fixed wet bulb temperature. Since the fixed values were chosen to be appropriate at
design conditions, the differences in performance as compared with optimal control are
minimal at high loads. However, at part-load conditions, Figure 6.8 shows that the
savings associated with the use of optimal control become very significant. Optimal
control of the chilled water loop results in greater savings than that for the condenser

loop for part-load ratios less than about 50%.
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Figure 6.8. Comparisons of Optimal Control with "Conventional" Control Strategies

The overall savings over a cooling season for optimal control depends upon the
time variation of the load. If the cooling load were relatively constant, then fixed values
of temperature setpoints, approach, and range could be chosen to give near-optimal
performance. Table 6.2 summarizes cooling season operating costs for the
conventional control strategies relative to optimal control for two different load
characteristics in both Dallas and Miami. The low and high internal gains are
approximately one-third and one-half of the maximum cooling requirement of the
system. In Dallas, the maximum total operating cost difference of approximately 17%
occurs for fixed setpoints, approach, and range with low internal gains. The difference
is reduced to 7% for the high internal gains, since the system operates at a more

uniform load near the design conditions. There is approximately twice the penalty
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associated with the use of fixed chilled water and supply air setpoints as compared with
fixed tower approach and range for low internal gains, but the penalties are equal for

the high internal gains. The results for the Miami climate are similar to those for Dallas.

Table 6.2 |
Cooling Season Results for Optimal vs. Conventional Control

, Cost Relative to Optimal Control
Control Description Low Internal Gains | High Internal Gains
‘ : Dallas Miami Dallas Miami
fixed temperature setpoints 1.09 1.10 1.03 1.03
fixed approach and range 1.05 1.06 1.03 1.03
fixed setpoints, approach, range 1.17 119 1.07 1.07

6.4.2 Humidity Control

In a variable air volume system, it is generally possible to adjust the chilled water
temperature, supply air temperature, and air flow rate in order to maintain both
temperature and humidity. In constraining the room humidity, the number of "free"
control variables in the optimization is reduced by one. For a given chilled water
temperature, there is at most one combination of the supply air temperature, air flow
rate, and water flow rate that will maintain both the room temperature and humidity.

ASHRAE [1981] defines acceptable bounds on the room temperature and humidity
for human comfort. For a zone that is being cooled, the equipment operating costs are
minimized when the zone temperature is at the upper bound of the comfort region.
However, operation at the humidity upper limit does not minimize costs. Figure 6.9
compares costs and humidities associated with fixed and free floating zone humidities
as a function of the load. Over the range of loads for this system, the free floating

humidity operates within the comfort zone at lower costs and humidities with the largest
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differences occurring at the high loads. Operation at the upper humidity bound results
in lower latent loads, but the addition of this humidity control constraint requires higher
supply air temperatures than that associated with free floating humidities. In turn, the
higher supply air temperature results in greater air handler power consumption. In
effect, the addition of any constraint reduces the number of free control variables by
one and results in operation at a higher cost. In the determination of optimal control

points, the humidity should be allowed to float freely, unless it 'falls. outside the bounds

of human comfort.
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Figure 6.9. Comparison of "Free" Floating and "Fixed" Humidity Control
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6.5 Comparisons of Alternative System Configurations
under Optimal Control

In order to compare the operating costs associated with different system designs, it
is most appropriate that each be optimally controlled. In this section, alternative system

configurations are compared in terms of their optimal system performance.

6.5.1 Variable versus Fixed-Speed Equipment |

The part-load performance of a centrifugal chiller depends upon the method by
which its capacity is modulated. As noted earlier, the Dallas/Fort Worth primary chiller
was origfnally operated at a constant speed and the cooling capacity was modulated
with the use of pre-rotation inlet vanes and outlet diffuser vanes. The chiller was
subsequently retrofit with va variable-speed electric motor and the vane control was
disconnected. |

In general, the part-load performance of a chiller is better for variable-speed as
compared with vane control. In this study, the performance of the‘ D/FW chiller was
measured for both types of capacity modulation for nearly identical conditions as
described in Chapter 2. Figures 2.13 and 2.14 showed the pérformance for the
variable and fixed-speed control, while Figure 2.15 gave a direct comparison of théir
performance. Figure 6.10 gives a comparison between the overall optimal system
performance for both types of control. At part-load conditions, the performance
associated with the variable-speed control is significantly better. However, the power
requirements are similar at conditions associated with the peak loads. This is expected,
since at this condition, the vanes are wide open and the speed under variable-speed

control approaches that of the fixed-speed operation.
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Figure 6.10. Optimal System Performance for Variable and Fixed-Speed Chillers

Part of the improvement with variable-speed chiller control may result from the
unique characteristics of the D/FW chiller. The capacity of this chiller was derated, so
that the evaporator and condenser are oversized at the current capacity relative to the
original design capacity. As a result, the performance is more sensitive to penalties
associated with part-load operation of the compressor than to heat exchange
improvements that occur with lower loads. |

The most common design for cooling towers utilizes multiple tower cells in parallel
that share a common sump. Each tower cell has a fan that may have one, two, or
possibly three operating speeds. Although multiple cells, having multiple fan settings
offers a wide flexibility in the control, the use of variable-speed tower fans can provide
additional improvements in the overall system performance.

Figure 6.11 compares optimal system performance for single-speed, two-speed,
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and variable-speed tower fans as a function of load for a given wet bulb. There are
four tower cells for this system. All cells operate for the variable-speed fan results
under all conditions, while cells are isolated for discrete fan control results when their
fans are off. The discrete changes in the control of the multi-speed fans causes the
discontinuities in the slopes of the curves in Figure 6.11. The flexibility in the control
with one or two-speed fans is most limited at low loads. Below about 70% of full-load
conditions, the difference between one-speed and variable-speed fans becomes very

significant. With two-speed fans, the differences are on the order of 3 - 5% over the

entire range. -
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Figure 6.11. Comparison of One-Speed, Two-Speed, and Variable-Speed
Cooling Tower Fans (Four Cells)

If a fixed-speed pump is sized to give proper flow to a chiller at design conditions,

then it is oversized for part-load conditions and the system will have higher operating
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costs than with a variable-speed pump having the same design capacity. The use of a

smaller fixed-speed pump for low load conditions improves the ﬂexibj]ity in control

and can reduce the overall power consumption. Figure 6.12 gives the optimal system

performance for variable-speed and fixed-speed pumps applied to both the condenser

and chilled water flow loops. The "large" fixed-speed pumps are sized for

design

conditions, while the "small" pump has one-half the flow capacity of the large. Below

about 60% of full-load conditions, the use of variable-speed pumps shows

a very

significant improvement over single fixed-speed pumps. With the addition of "small"

fixed-speed pumps, the improvements with variable-speed become significant at about

40% of the maximum load.
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Figure 6.12. Comparison of Variable and Fixed-Speed Pumps

The overall savings over a cooling season associated with the use of variable-speed

equipment depends upon the time variation of the load. Table 6.3 summarizes cooling
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season operating costs for the fixed-speed equipment relative to all variable-speed fdr
low and high internal gains in both Dallas and Miami. Included in this table are results
for fixed-speed air handler fans with variable-pitch blades to control the air flow. Thé
results donot differ significantly between the Dallas and Miami climates. The largest
differences for all situations are seen in comparing the fixed-speed to the variable-speed
chillers (13% to 18%). The use of individual fixed-speed pumps or fans in the system
carries a penalty of about 3 - 10% depending upon the load characteristics. Overall, the
use of all fixed-speed equipment results in operating costs that are 26 - 43% higher than

for all variable-speed drives.

Table 6.3
Cooling Season Results for Variable vs. Fixed-Speed Equipment

‘ Cost Relative to All Variable-Speed Equipment
Configuration Low Internal Gains | High Internal Gains
Dallas Miami Dallas Miami
fixed-speed chiller 1.16 1.18 1.14 1.13
fixed-speed tower fans 1.06 1.06 105 1.05
fixed-speed pumps 1.10 1.09 105 1.04
fixed-speed air handler fans 1.07 107 1.04 1.04
all fixed-speed equipment 142 143 129 1.26

6.5.2 Series versus Parallel Chillers

Multiple chillers are typically arranged in parallel and the chilled and condenser
water flows are divided between the chillers according to their loading. Alternatively, it
is possible to arrange chillers in series, so that the total chilled and condenser water
flows pass through each evaporator and condenser. Two possible arrangements for

series chillers are series-parallel and series-counterflow. In the series-parallel
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arrangement, the chilled and condenser water flows are in parallel, in that these streams
enter the same chiller. For the series-counterflow configuration, the streams enter at
opposing chillers.

For the same total flow, mulﬁﬁle chillers operate more efficiently in series rather
than in parallel. Figure 6.13 gives a comparison between the chiller coefficients of
performance for parallel and series arrangements of two identical chillers as a function
of the relative loading on the first chiller for identical entering temperatures and flow
rates. Both series arrangements require significantly less power than the parallel
chillers, the best arrangement being series counterflow. For the same total flow, the
heat transfer coefficients are higher and leaving water temperature differences are lower

for the individual chillers in series orieniations than for parallel.
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Although the chillers perform more efficiently in series rather than parallel, there are
significant increases in water stream pressure drops across both the evaporators and
condensers for the series arrangement. For two identical chillers, the ratio of the
pressure drop across either the evaporator or condenser for a series arrangement as
compared with that for parallel is approximately 8-to-1 for identical flow rates. The
difference in the overall system performance for series versus parallel depends upon the
magnitude of evaporator and condenser pressure drops as compared with the other
pressure losses in the chilled and condenser water loops. Figure 6.14 compares the
optimal system performance for series and parallel chillers as a function of load for a
given wet bulb. For this system, the tradeoffs between improved chiller performance
and increased pressure drops balance such that overall system performance is similar
for both configurations. Reducing the evaporator and condenser pressure drops by
20% did not have a significant effect upon this result.
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Figure 6.14. Optimal System Performance for Series and Parallel Chillers

6.6 Summary

Optimization techniques Were applied to the control of chilled water systems. The
important uncontrolled variables that effect systerri performance and optimal control
variable settings were identified as the total chilled water load and ambient wet bulb
temperature. Additional secondary uncontrolled variables that could be important if
varied over a wide range would be the individual zone latent to sensible load ratios and
the ratios of individual sensible zone loads to the total sensible loads for all zones.

Control guidelines that reduce the number of independent control variables and
simplify the optimization were also identified. These general results were utilized in
Chapter 5 to develop a "simple" methodology for near-optimal control of chilled water

systems without storage. The guidelines are also useful to plant engineers for
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improved control practices and are summarized as follows.

1) Variable-Speed Tower Fans: Operate all tower cells at identical fan speeds.

2) Multi-Speed Tower Fans: Increment lowest tower fans first when adding tower

capacity. Reverse for removing capacity.

3) Variable-Speed Pumps: The sequencing of variable-speed pumps should be
directly coupled to the sequencing of chillers, to give peak pump efficiencies for
each possible combination of operating chillers. Multiple variable-speed pumps

should be controlled to operate at equal fractions of their maximum speed.

4) Chillers: Multiple chillers should have identical chilled water set temperatures
and the evaporator and condenser water flows for multiple chillers should be

divided according to the chillers relative cooling capacities.

5) AirHandlers: All paralle] air handlers should have identical supply air setpoint

temperatures.

No general simplifications could be found for the optimal sequencing of chillers and
fixed-speed pumps. It is necessary to evaluate the overall system performance in order
to determine the optimal points for adding or removing chillers. In general, it is not
optimal to sequence fixed-speed pumps with chillers.

Additional results and conclusions coriceming both control and design under

optimal control of chilled water systems are summarized as follows.
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Depending upon the load characteristics, fixed values of chilled water and
supply air setpoints and cooling tower approach and range resulted in
approximately 7 - 19% greater cooling season operating costs than that for

optimal control in Dallas and Miami.

In the determination of optimal control points, the humidity should be allowed
to float freely, unless it falls outside the bounds of human comfort. In effect,
the addition of any constraint reduces the number of free control variables by

one and results in operation at a higher cost.

Depending upon the load characteristics, the cooling season operating costs
were approximately 26 - 43% greater for all fixed-speed equipment as compared
with all variable-speed in Dallas and Miami. The most signiﬁcant difference

was attributed to the chiller.

The performance of multiple chillers is enhanced by orientation in series rather
than parallel. However, the increase in pumping power requirements for series
chillers offsets the chiller improvements and the overall performance for the two

configurations is similar.
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Chapter 7
Methodologies for Optimal Control of Systems with Storage

There are several advantages associated with the use of thermal storage in large
cooling systems. From a design point of view, the use of storage can increase the peak
cooling capacity of a system, thereby reducing the size and initial cost of chillers,
cooling towers, and air handlers. For existing systems, introducing storage can allow
operation at more favorable part-load conditions. However, the most important
applications of storage are for 1) shifting the load from times of high to times of low
utility electric rates and 2) limiting the peak system power consumption in the presence
of utility demand charges.

There are two types of storage that are presently being installed for chilled water
systems: water and ice. Typically, both storage types are arranged in parallel between
the chillers and the air handlers in the chilled water loop. These systems generally
operate in different modes that allow for charging (cool-down) and discharging of
storage and for direct cooling in which the storage is isolated and the chillers meet the
load directly. In an ice system, a chiller produces ice during the charging mode and a
brine solution is pumped between the storage and air handlers during discharge. A
water storage system relies on stratification in order to achieve good performance.
Cold water from the chillers is fed to the bottom of storage during the charging cycle.
During discharge, this chilled water is pumped to the air handlers and warm return
water from the air handlers is added to the top of storage. The stratification of storage
is produced by the cold supply to the bottom and warm return to the top.

In this chapter, a methodology is outlined for determining the optimal control of a

fully-stratified chilled water storage system. This methodology is utilized as tool for



176

analyzing the control of these sy.stems. A simpler near-optimai control strategy is
developed from the results of the detailed analysis. In order to implement either the
optimal or near-optimal control, it is necessary to forecast the cooling load
requirements. Time-series techniques are applied to the development of a model for

forecasting the cooling requirements of buildings. ,

7.1 Optimization of Systems with Storage

Optimal control of a system with thermal storage involves mmumzmg the integral of
the operating costs, while satisfying required constraints. There are capacity limits
associated with each piece of equipment in the plant. If sensible energy storage is
utilized, then there are upper and lower limits on the temperature of storage in order to
provide proper comfort and avoid freezin g. The general form of the optimization

problem is

t
r=(L (x(1), u(o), f(1), 1) dt (7.1.1)

to
subject to

d
T = 0xuh (7.1.2)

xt) € X
ut) ¢ U
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where J is the total cost of the process between the times t, and tg, L is the
instantaneous cost at time t, X is a vector of state variables, u is the vector of control
variables, f is a vector of uncontrolled variables, and X and U are constraint sets
associated with the state and control variables. The instantaneous operating cost at any

time is the product of the total system power consumption and the cost of electricity or
L, u(), f(t), t) = R(1) Px(), u(®), f(1)) (7.1.3)

where P is power consumption and R is the cost of eleétn'city.

The solution of the optimal control problem gives a vector of control functions for a
continuous representation or sequences of values for the discrete case. This solution
can either be expressed as a function of time, u*(t), in open-léop control, or
alternatively as a function of the state variablés, u*(x), for closed-loop control.

One approach for solving the optimal control problem expressed by equations 7.1.1
and 7.1.2 that evolved from the calculus of variations was introduced By Pontryagin
[1962]. The minimum principle provides a set of necessary conditions which the
optimal control, u®, must satisfy if it exists. | One limitation of this approach is that
constraints on the state and control variables are often difficult to handle. Itis also
possible to determine a local minimum as a solution.

Alternatively, the optimization problem may be solved in a discrete manner using
dynamic programming (Bellman [1957]). This method handles constraints on both
state and control variables in a straightforward manner. This method also guarantees a
global minimum. The major limitations are associated with large memory and
- computation requirements when many state variables are involved. In this study,
dynamic programming is utilized to study the optimal control of chilled water systems

with storage.
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7.1.1 Dynamic Programming

Dynamic programming may be applied as a numerical technique for determining
global solutions to dynamic optimization problems. The method involves discretization
of the problem with respect to both time and state variables. The discrete-time

representation of the optimization problem becomes

Minimize

K
T = ) L(x(k), u(k), f(k), k) (7.1.4)
k=0

subject to

x(k) = ¢ (x(k-1), uk-1), f(k-1)) (7.1.5)

xk) ¢ X
uk) e U

The integral cost function has been converted to a sum of individual stage costs from 0
to K, while the state equations are represented in difference form.
The heart of dynamic programming is Bellman's principle of optimality. The

principle can be stated as follows:

~ Suppose the sequence of optimal controls, u*(k), k=0, 1...., K, optimizes J(u).

Define a subproblem:
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' K
/J I, = 2 L (x(k), u(k), f(k), k)

k=m

with the initial state at stage m equal to that associated with the original optimal
control, x(m) = x*(m). Then the solution to the original optimal control problem

from stage m to K, u*(k), k = m, m+1,..., K also optimizes J;,(u).

This fairly simple principle leads to an iterative functional equation for determining

optimal control termed the dynamic programming equation.
I(x(m), m) = min{L(x(m), u(m), f(m)) + I(x(m+1), m+1)} (7.1.6)

I(x(m), m) is defined as the minimum cost-to-go from state x at stage m to K. The

dynamic programming equation is related to the principle of optimality in that the

minimum cost-to-go from any state x(m) is found by minimizing the sum of the stage

cost for the present stage, m and the minimum cost in going to the end of thé process
from the resulting state at the next stage, m+1.

Equation 7.1.6 may be used in a numerical scheme for determining optimal control.
The state variables are discretized within the constraint set establishing a network of
paths betweén successive stages and possible states. Figure 7.1 shows a possible
network for a single state variable with specified initial and final conditions for 5
stages. For clarity in Figure 7.1, the change in state from one stage to the nextis
limited to one state increment. The problem is solved for all stages by beginning at the
end of the process and working towards the beginning. For the network of Figure 7.1,

an initial cost-to-go of zero is assumed at the final state, x(K), K = 5. At stage K-1,
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the minimum cost-to-go for each possible state is simply the stage cost associated with
the path from that state to the final state. At any stage k, the minimum cost-to-go for
any state, according to equation 7.1.6, is associated with the path having the smallest
sum of the stage cost and cost-to-go of the next state. At the O stage, the minimum

cost- to-go is the cost associated with the optimal path through the network.

X max [} {1 . {1 I} —-{"]

k=0 k

Stage

Figure 7.1. Dynamic Programming Network

There are many possible controls that will take the system from any state i to any
other state j, one stage ahead. The minimization of equation 7.1.6 dictates that the stage
cost be a minimum associated with optimal control between the two states. For any

path fromi to j, this stage cost optimization problem may be formally stated as

Minimize

Jii(&) = L(x(k), uk), f(k), k) (7.1.7)
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subject to
xjk+1) = ¢(xy(k), u(k), f(k)) (7.1.8)

Depending upon the number of stages and state variables, the computational and
memory requirements associated with the use of dynamic programming may be
excessive. The number of nodes in a dynamic programming network is equal to the
number stages times the number of state variable increments together raised to a power
equal to the number state variables. For a problem with 10 stages having 3 state
variables, each discretized with 10 increments, the number of network nodes would be
10,000. Morin (1979) provides a review of improvements in the the dynamic
programming procedures that addréss this problem.

One such improvement, utilized in this study, involves application of dynamic
programming in an iterative scheme in which bounds on the state variables are reduced
at each iteration in the vicinity of the last computed optimal solution. Initially, the
network is coarse and encompasses the total range of acceptable state variables. At
each iteration, an optimal path is determined through the network and the size of the
network is reduced for the next iteration. At each iteration and at each stage, the
number of state variables is constant and bounds on the network are defined equidistant
above and below the states along the last computed optimal path. In the limit, the size

of the network approaches zero along the optimal control path.

7.1.2 Application to Systems with Fully-Stratified Water Storage
Figure 7.2 shows a schematic of a chilled water storage oriented in paralle]l between

the chillers and air handler equipment. There are five primary modes of operation
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associated with control of storage that are considered in this study:

Return to Return from
Chillers < ~ v < A Load

Storage Tank

Supply from t 1
Chillers > > Sli?c?ag ©

Figure 7.2. Parallel Configuration for Thermal Storage

1) Direct Cooling: The cooling load is met completely by chilled water supplied
from the chillers and there is no flow to or from storage. All independent control

variables are "free" in the control optimization.

2) Partial Charge: Chilled water from the chillers is provided to meet the load and
to lower the temperature of storage. In this mode, the chilled water supply
temperature is controlled to be a constant. All other independent control

variables are "free" in the control optimization.

4) Partial Discharge: Chilled water is supplied from both the chillers and storage to
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meet the load. In this mode, the return water from the load is controlled to be

constant. All other independent control variables are "free".

4) Full Charge: There is no cooling load requirement (i.e. air handlers are off) and
the.chillers are operating solely to charge the storage. The-chilled water supply
temperature is controlled to be constant and all other independent control

variables are "free”.

5) Full Discharge: The cooling load is met completely by water supplied from
storage and the chillers and condenser loop equipment is off. The return water

from the load is controlled to be a constant.

The use of constant inlet temperatures to storage during charging and discharging is
common practice. The storage capacity is proportional to the difference between the
load water return temperature for discharging and the chill;:d water supply temperature
for charging. However, there are practical limits on these temperatures. The limit on
the chilled water supply in order to avoid freezing problems in the evaporator is
approximately 40 F. A load water return temperature of 60 F during discharge is
approximately the upper limit necessary to insure proper dehumidification at the cooling
coils for the load. The constant values of chilled water supply temperature for charging
and load water return temperature for discharging were chosen as 40 and 60 F,
respectively. |

Neglecting heat gains from the environment, conduction, and mixing at the inlets,

the energy equation for charging or discharging storage is
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—=-v— ' (7.1.9)

where T is temperature, t is time, x is position measured from the inlet, and v is the
velocity of the fluid. The fully-stratified model represented by equation (7.1.9) has a
known analytic solution. Given an initial temperature distribution at time t, the solution

of this hyperbolic partial differential equation for the distribution at time t + At and

position x is
T(t + At, X) = T(t, x - vAt) for x > VAt (7.1.10)
T(t+At, x) = Tt + At - x/v) forx < vAt (7.1.11) -

where T;() is the inlet temperature (i.e. chiller supply or load return) at any time t. For
fluid that was within the storage at time t, equation (7.1.10) states that the distribution
at time t + At is a copy of the original distribution moved by an amount vAt. For fluid
that enters the storage during the time period, equation (7.1.11) shows that the
temperature distribution downstream of the inlet is a history of the inlet conditions.
The use of constant inlet temperatures to the storage during charging and
discharging simplifies the storage model and the 6vera11 optimization problem. In this
case, the storage has two distinct temperature zones and the state of storage is
represented by the position of the front between cold fluid supplied from the chillers
and warm fluid returned from the load. If x represents the distance of this front above
the bottom of storage relative to the height of storage, then it follows from equation

(7.1.11) that a discrete state equation for storage at stage k may be expressed as
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xk+l) =xk) + vAt (7.1.12)

where v is the velocity of the fluid relative to the tank height measured in the x
direction. The relative position of the front may also be thought of as the relative
storage charge. At a value of 0, the storage is empty in terms of its ability to provide
cooling to the load. At a value of 1, the storage is fully charged. In terms of the rate at

which energy is removed from storage, the relative fluid velocity is

- QS
(Tcharge - Tdischarge) Caps

v (7.1.13)

where Qis the energy discharge (positive) or charge (negative) rate of storage, Tcparge
is the chilled water supply temperature in the charging mode (40 F), Tgischarge 1S the
load water return temperature in the discharging mode (60 F), and Caps is the thermal

capacitance of storage. From an energy balance, the required chiller cooling rate is
Qch = QL - Qs (7.1.14)

where Q is the total building cooling load rate.

In the dynamic programming algorithm, the state variable (i.e. relative charge level)
is discretized between 0 and 1. Between any two states on the dynamic programming
network, it is necessary to determine the optimal stage cost. For a given mode of
operation at a given stage, the minimum power consumption of the equipment depends
primarily upon the total cooling load, ambient wet bulb temperature, and the storage
charging or discharging rate. The load and wet bulb are considered to be known

(forécasted) uncontrolled variables. The required storage charge or discharge rate is
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computed from equations (7.1.12) and (7.1.13) using the known states. Rather than
perform the stage optimization within the dynamic; programming algorithm, minimum
| power requirements from steady-state optimizations were correlated for each mode of
operation using the form of equation (5.2.3). The optimal stage cost between any two

states, for stage k is
109 = RGO {PLAQuK), Tyell), Qu100 ) At (7.115)

where R is the cost of electricity and P:_j is the minimum average power consumption
between states i and j evaluated at a load, wet bulb, and storage discharge (or charge)
rate of Qp, Ty, and Qg ;. ;

There are limits associated with operation of the equipment that must be considered.
If the required chiller cooling rate is greater than the capacity of the chiller, then it is not
possible to make the transition between the two states and an infinite stage cost is
assigned. ‘There is also a minimum cooling rate required to avoid compressor surge.
However, in the full discharge mode, the chillers are off and the required chiller cooling
is zero. If storage is being discharged and the required cooling rate determined with
equation (7.1.14) is less than the minimum chiller cooling rate, then the chiller is
assumed to operate a portion of the time during that stage at its minimum capacity in the
partial discharge mode and is considered to be off the rest of the time with the system in

the full discharge mode. The average rate of power consumption for the stage is then

» * ., .. 3 Aton
P =P (QL7 wa’ QL_ Qch,min) At

’ . A
+ P (QL, Typo QL){I - ;“} (7.1.16)
t
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where Qg min is the minimum chiller cooling capacity and Aty is the time period for

operation of chillers at their minimum capacity determined as

QL Q51

ch,mm

Aty = —=——=li A (7.1.17)

Similarly, if the system is operating in the charge (partial or full) or direct mode and the
required chiller load is less than the minimum allowable, then the chillers are considered
to operate at their minimum capacity for the time necessary to meet the total load
requirement and are off the remainder of the stage.

There are also considered to be additional limits associated with minimum and
maximum rates.of charging and discharging storage. The maximum charging or
disbharging rate is limited by the maximum chilled water pump flow and the supply
temperatures to storage during charging or discharging. The minimum rates are due to
limits on the control valves that distribute the flow between storage and the air handlers
during charging and between storage and the chillers during discharging. If the
required charging or discharging rate is greater than the maximum, then it is not
possible to make the transition between the two states on the dynamic programming
network and an infinite stage cost is assigned. If the required charging or discharging .
rate is less than the minimum rate, then the system is assumed to operate a period of the
time during that stage in the partial charging or discharging mode at the minimum rate

and the remainder in the direct cooling mode.

7.1.3 Results for Fully-Stratified Storage
The methodology described in the previous section was applied to a fully-stratified

chilled water storage system in order to answer two questions: 1) What is the
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magnitude of cost Savings associated with the use of optimally controlled storage in the
absence of time-of-day or peak demand utility rates? and 2) Is it necessary to perform
"true" optimal control for systems having time-of-day rates or do simpler control
strategies work "well enough"? In order to study these issues, one-day (24-hour)
simulations were performed for known load distributions and ambient wet bulb
conditions. Only steady-periodic solutions were considered so that the final state
equalled the initial state. Both the load and wet bulb were varied according to a

sinusoidal function as

£ + fo: fmax = fmin . |27
f(t) = ma"z mn max2 mmsm[ﬂ(t-lz)] (7.1.18)

where £(t) is the value of the uncontrolled variable (load or wet bulb) at time t and f;,
and f,,, are the minimum and maximum values that occur at 6 am. and 6 p.m.,,
respectively. The effects of different minimum and maximum values were considered.
In some cases, the cooling system was assumed to be off at night (6 p.m. to 6 a.m.),

* such that the load during this time was zero. The system considered was the base
system described in Chapter 6.

In the absence of time-of-day electric utility rates and if the peak load is less than the
capacity of the chiller, then the optimal control strategy for all 24 hour load and wet
bulb patterns considered was to operate in the direct mode for all times. In other
words, storage provided no benefit for this system. For no night-time load, thermal
storage provided at most a 5% reduction in the overall power consumption for the
system and loads considered.

One of the reasons that storage provides little or no operating cost savings when
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there are no special time-of-day utilities rates is due to the fact that this system operates
most efficiently in the direct mode. For charging of storage, the chillers operate at a
fixed chilled water supply, while for discharging, the return temperature from the load
is constant. In the direct mode, these variables are optimized as a function of the load
and wet bulb temperature. Undoubtably, storage would provide some additional
benefit if the chilled water supply and load water return temperatures during charging
and discharging were also "free" control variables in the optimization. However, this
complicates the dynamic optimal control problem considerably by introducing many
state variables and would be difficult to implement in practice.

Figures 7.3 and 7.4 show how the optimal charge level of storage and chiller
loading vary over a day for different storage sizes with time-of-day electric rates. The
cost of electricity is assumed to be $0.15/kW-hr for the hours from 8 a.m. to 8 p.m.
and $0.05/kW-hr for the rest of the day. The ambient wet bulb varied between 65 and
75 F, while the minimum and maximum loads were 1500 and 4000 tons. The storage
charge level is defined as the fraction of the tank that is filled with chilled water at 40 F,
with the remainder of the tank at 60 F. Two different storage sizes were considered for
these results: 1500 and 2000 ton-hours/deg. F. The no storage results shown in Figure
7.4 represent the total building load and would be the load on the chiller if there were
no storage or if the system always operated in the direct cooling mode.

In the presence of time-of-day rates, Figure 7.3 shows that the optimal charge level
reaches a maximum at the time at which the rates increase and realizes a muumum when
the rates decrease. The smaller storage capacity is insufficient to meet the load during
the period of high utility rates. As a result, the storage is completely discharged when
the utility rates are lowered. Between the hours of about 8 a.m. to 1 p.m., this system |
operates primarily in the direct cooling mode and the storage remains néar its full

charge. Since the storage is undersized, then the chiller must operate sometime during



190

the high rate period. The optimal time to operate the chiller is during the first part of the

high rate period when the ambient wet bulb is lower and the system performs more

- efficiently.
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Figure 7.3. Optimal Storage Charge Level for One Day with
Time-of-Day Electric Rates

The system with the larger storage has excess capacity and operates in the full
discharge mode for the entire high rate period and reaches a minimum charge level
when the rates are reduced. As evident from Figure 7.4, there is no load on the chillers
(i.e. chillers off) for this system between 8 a.m. and 8 p.m. After the rates are
reduced, both the small and large sforage systems operate in the direct cooling mode for
a period of time before charging the storage. During the charging period, the chillers
are loaded at a fairly constant rate until the maximum storage charge is reached at the

time when the rates increase.
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From the results of dynamic programming applied to systems with storage, some
simple guidelines may be established for "near-optimal” control when time-of-day

utility rates are in place.
1) Begin the period of high rates with the siorage fully charged.

2) During high-rate hours, the system should operate in the full discharge mode for a
period of time necessary for the storage to completely discharge, if possible. If.
the storage capacity is not sufficient to meet the load when rates are high, then the
system should operate in the direct mode for the. remaining time. The direct mode

on-peak operation should occur during times when the wet bulb temperature is
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lowest, generally during the morning and early afternoon hours.

3) During low-rate hours, the chillers may operate at their capacity to charge storage
during the time when the wet bulb temperature is lowest for near-optimal
performance. For the remainder of the time, the system should operate in the

direct cooling mode.

Table 7.1 compares the cost of operation associated with optimal control, the near-
optimal control strategy outlined above and a non-optimal, more conventional control
strategy. In the non-optimal strategy, the system operates in the full discharge mode
from the start of the on-peak utility rate period. If the storage is completely discharged
during this period, then the system operates in the direct mode to meet the load until the
eiectric rates decrease. The storage is then charged at full capacity until fully charged.

- The advantage of this control strategy ié that it does not require forecasting of the
cooling loads or ambient wet bulb. The disadvantage is that the chillers may operate at
high cooling loads during times when the wet bulb is higher.

Table 7.1 shows that the near-optimal control strategy results in operating costs that
are close to those for optimal control. However, depending upon the storage capacity
in relation to the load, the non-optimal strategy gives costs that can be significantly
greater. All three controls give similar results at large storage capacities, since the
system always operates in the discharge mode when rates are high and operates in the
charging mode at full capacity for a significant portion of the time when rates are low.
The conventional strategy also works well when the variation in the wet bulb

temperature is small.
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Table 7.1 One-Day Operating Cost Comparisons
for Systems with Thermal Storage

Daily Operating Costs ($)

System Description Optimal  Near-Optimal ~ Conventional
24 hour load 2686 2727 3095
min. and max loads: 1500, 4000 tons
storage capacity: 1500 ton-hours/deg. F
24 hour load 2489 2497 2564
min. and max. loads: 1500, 4000 tons
storage capacity: 2000 ton-hours/deg. F
12 hour load 2167 2301 2625
min. and max loads: 1000, 5000 tons '
storage capacity: 1500 ton-hours/deg. F
12 hour load 1943 2066 2095

min. and max loads: 1000, 5000 tons
storage capacity: 2000 ton-hours/deg. F

7.3 Models for Forecasting Building Cooling Requirements

In order to implement optimal or near-optimal control of thermal storage, it is
necessary to forecast cooling load requirements. In this section, measurements from
the Dallas/Fort Worth airport are utilized to develop a time-series model for forecasting
cooling loads.

Building cooling loads are functions of many variables such as ambient
temperature, solar radiation, occupancy of people, lighting, cérnputers, etc. All of
these heat gains are periodic functions having a dominant period of 24 hours. There are
also random components in the loads resulting from the stochastic nature of the weather

and the way that the buildings and the distribution system are utilized. Therefore, a
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combined deterministic plus stochastic model is appropriate for load forecasting.

The procedure for fitting a combined model to a data set is a three step process. A
purely deterministic model is defined through regression to the data. Next, a stochastic
time-series model is fit to the residual errors associated with the deterministic model. In
this step, the proper time-series model order is defined. Finally, parameters of the
combined deterministic plus stochastic model are estimated simultaneously.

For on-line optimal control of the equipment, it would be advantageous to utilize
on-line recursive parameter estimation for the forecasting model. Recursive parameter
estimation is most easily carried out with linear models (i.e. the model is linear in the
unknown parameters). For that reason, this study was restricted to linear time-series
models termed AR (auto-regressive) models. A good background to material presented

in this section is found in Pandit and Wu [1983].

7.2.1 Time-Series Models

A time series is a sequence of observed data ordered in time. The statistical
methodology dealing with the analysis of such a data sequence is termed time-series
analysis. A time-series model expresses the dependence of the present observation as a
sum of two independent parts: one dependent upon preceding observations and the

other an independent random sequence. The simple auto-regressive model of order n

(AR(n)) is given by

n
Xi= 20, X1 + & (7.2.1)

Ti=1

where X, is the current (zero mean) output of the system, X, is the output i steps

previous, ¢, is i parameter of the model, and e, can be thought of either as a random
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input to the system or the one-step ahead prediction error of the model. At time t-1, the
best forecast of an observation for time t is obtained by evaluating the expected value of
the right-hand side. The expected value of a random variable with a zero mean is zero,
thus the one-step ahead prediction for the model defined by equation (7.2.1) at time t-1

is

n
X, = Y 6; X (7.2.2)

i=1

From equations (7.2.1) and (7.2.2), it should be evident that e, is the error associated
with the one-step ahead forecast of the model. This is true for all time series models.
In order to estimate parameters of the model for a given set of data, the sum of the
squares of the one-step ahead prediction errors (e,'s) is minimized with respect to the
unknown ¢'s using linear regression. For a given model, greater than one-step ahead
forecasts are determined with equation (7.2.2) applied recursively to known and
forecasted values.

A more general time-series model that utilizes both previous observations and errors
is termed an auto-regressive moving average model (ARMA). Pandit and Wu [1983]
have defined a rational method for determining the order of an ARMA model that
provides an adequate fit to the data. However, a nonlinear regression is required in
order to determine the coefficients of the model. Theoretically, an ARMA model can be
represented by an AR model of infinite order. However, in practice, only a finite AR
model is necessary. The advantage of using AR models is that linear regression
techniques may be utilized. This is especially important for load forecasting in the

context of on-line optimal control, when coefficients of the model are updated using
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recursive parameter estimation techniques.
Periodic trends in the data may be removed by the use of a trigonometric

polynomial of order m, having the form

P(t) = Zaj sin(jowt) + ij cos(jot) | (7.2.3)
=1 j=1

where  is the ﬁequehcy and the a's and b's are unknown coefficients that are fit with a
linear least squares method applied to the data.
A combined model can also be expressed in a linear form. The combined model for

a zero mean output, Y, is the sum of the deterministic and stochastic models.

m m n
Y, = zaj sin(jot) + ij cos(jot) + 2¢iXt__1 + e (7.2.4)
=1 j=1 '

i=1

But, by definition

m m :
X, = Y, - ), a;sinGor) + Y, b;cosGar) (7.2.5)
=1 j=1

Substituting equation (7.2.5) into (7.2.4) gives

m m n
Y, = Za'j sin(jot) + Zb'j cos(jot) + Zq)th..l + e (7.2.6)
j=1 J:l i=1

where a';jand b'; are different coefficients than those appearing in equation (7.2.4).
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All the empirical coefficients of equation (7.2.6) can be fit to data with linear least-
squares methods. For one-time parameter estimation from a batch of measurements,
the data is typically averaged and the é.verage is subtracted from the data before the
fitting process. Parameters of this model may also be fit using on-line recursive

parameter estimation as outlined by Ljung [1983].

7.2.2 Application to Forecasting Cooling Loads
Simple AR models given by equation (7.2.1) were fit with approximately three
days of cooling load data in March from the D/FW airport for a sampling interval of 1

hour. Results Qf this analysis are summarized in Table 7.2.

Table 7.2
AR Model Fit to March D/FW Data (1 hour sampling)

Parameter AR(1) AR(2) " AR(3) AR@) AR

0, 0.881 0870 0.886 0.8496 0.8140
0, 0.009 0.060 0.0748 0.0930
0y -0.059 0.1390 0.1510
0, -0.2290 -0.1010
05 -0.1500
rms(tons) 334 334 334 329 327

At first glance, it might appear that an AR(1) model is adequate for this data set. The
reduction in the root-mean sum of squares of the 1-step prediction errors is insignificant
when going from AR(1) to AR(2). However, the AR(4) model does show some

additional improvement. This behavior results from the large degree of randomness
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exhibited in the data on a small time scale. A four-hour history is useful in overcoming
the short-term fluctuations and to incorporate the larger time scale variations in the data.
Comparisons of the one-step and five-step ahead predictions with the data are shown in
Figures 7.5 and 7.6. The AR(4) model does reasonably well for the one hour
prediction, but falters badly with five hour forecasts. Similar results were obtained

with an ARMA(3,2) model fit to this data.
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Figure 7.5. One-Hour Forecasts of March D/FW Cooling Load Data
for AR(4) Model
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An improved model results if some of the determinism is reméved by fitting a
trigonometric polynomial to the data. If a combined model is fit to the data then the
adequate model has 4 auto-regressive parameters and two periods (24 and 12 hours).
In this case, the root-mean square (rms) error of one-step ahead forecasts is 287. This
is a significantly improved model over the pure AR(4). The combined model does an
éxtremely good job of forecasting the cooling loads 1 hour ahead. In addition to the
improved 1-step predictions, the ability of the model to perform 5-hour forecasts is
vastly improved. Figure 7.7 shows comparisons between five-step ahead predictions
of the combined model with the March data. The rms of the errors for 5-step

predictions of the combined model is 398, as compared with 625 for the pure AR(4).
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Figure 7.7. Five-Hour Forecasts of March D/FW Cooling Load Data
for Combined Deterministic and Stochastic Model

Even better lohg-term predictions can be realized by using a larger sampling interval
for the data. The model determined with a sampling interval of 2.5 hours gives
significantly better results for the long-term predictions (rms of 296 versus 398). The 1
hour sampling interval gives a model that utilizes only the most recent information
concerning the load. This occurs because the model is fit using the errors of the 1-step
ahead prediction and there is a large degree of randomness in the data at 1 hour |
samples. The larger sampling period more appropriately captures the larger scale
variations in the data. The forecasts associated with a 5 hour sampling interval are
better still. It might be advantageous to have separate models for short and long-term
forecasting that utilize different sampling intervals.

A good test of the model determined with the March data is to compare it with
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another data set. A comparison with October data gave good results for one-hour
forecasts, but the five-hour predictions were very poor. There is a seasonal effect that
alters the characteristics of the deterministic part of the data. The cooling requirement is
coupled closely to the ambient temperature. Generally, the peak cooling load occurs at
about the same time of the day as the maximum ambient temperature. During October,
this peak occurs later in the day than in March. In fitting a combined deterministic and
stochastic model to the October data, the adequate linear model was also found to be
AR(4) with a deterministic part having two periods. The accuracy of the forecasts was
similar to that for the model fit to the March data.

In an attempt to further improve the long-term forecasts of the model, the ambient
temperature was used as a deterministic input to the model. At the D/FW airport, the
cooling requirement is strongly coupled to the ambient conditions. However, since the
ambient temperature and cooling requirement are essentially in phase, there was little
- improvement in the results with the additional information. In other words, the history
of the ambient temperature is almost completely reflected in the cooling load history.

It would be advantageous to use recursive on-line identification for this forecasting
model so that the parameters could be adjusted to account for changes that occur on a
seasonal basis, such as those discussed for the October and March data.. This can be
accomplished in two ways. First of all, the incoming measured data may be weighted
more heavily than past data (e.g. exponential weighting) such that the parameter
estimates more correctly reflect the current state of the system. Secondly, periodicities

that reflect seasonal changes in the climate may be included.
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7.3 Summary

Dynamic Programming was applied as a numerical tool for determining optimal
control of systems with stratified thermal storage. In the absence of time-varying utility
rates, thermal storage provided little or no operating cost savings as compared with no
storage for the systems considered. For systems with time-of-day utility rates, a simple
strategy for near-optimal control was identified.

The advantage of the Dynamic Programming methodology over the simpler strategy
is that it provides a "true" solution to the optimization problem and can adapt to
changing circumstances. The algorithm is simple enough so as to be implementable on
a microcomputer. Although demand charges were not considered in this study, peak
power demands could be reduced by assigning large stage costs for "high" power
consumptions.

The near-optimal control strategy involves mwdrhiﬁng the operation of the system
in the full discharge mode whenever the utility rates are high and m1mm1zmg the
operation in the charge mode when the utility rates are low. If the storage capacity is
insufficient to meet the load during the high rate period, then the system operates in the
direct mode during the hours when the wet bulb is low. During the low rate period, the
storage is charged at the full capacity of the chiller during the hours of lowest wet bulb.
For the remainder of this period, the system operates in the direct mode. The advantage
of this near-optimal control strategy is that it is easily implemented and gives operating
costs similar to that for optimal control.

In order to apply either the optimal or near-optimal strategy for controlling storage,
it is necessary to forecast the total cooling requirements. Pure time-series and
combined deterministic plus time-series models were fit to cooling load data for the

D/FW airport. In all cases, the models worked well for making forecasts of one hour.
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In order to make longer term predictions, it was necessary to include deterministic
components in the model. The results of 5-hour predictions with the combined model
were good. The resulting model is simple enough to be fit with linear least-square

methods.
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Chapter 8

Conclusions and Recommendations

In this study, general methodologies were develpped for design and control of central
chilled water systems. These methodologies are in form of mathematical models,
optimization algorithms, and guidelines for design and control synthesized from results
of optimal control applied to chilled water systems. The computer programs developed
in this study are listed in a separate document (Braun [1988]). Specific conclusions

and recommendations concerning this work follow.

8.1 Mathematical Models

In Chapter 2, a detailed mechanistic model for variable-speed centrifugal chillers
was developed. The model requires only design parameters and the operating
conditions in order to estimate the power requirement. The model is also capable of
estimating the compressor speed at which surge develops or the maximum chiller
cooling capacity at a given power input or speed. Results of the model were compared
with measurements from the D/FW airport. The mechanistic model works well in
estimating both the power requirement and the speed associated with the onset of surge

for variable-speed centrifugal chillers. Additional work is necessary to develop

| mechanistic models for analyzing the performance of fixed-speed, variable-vane
controlled chillers. |

Using results of the mechanistic model, a simpler empirical model for correlating
performance data was also identified. Chiller power consumption correlates as a
quadratic function of only two variables: the load and temperature difference between

the leaving condenser and chilled water flows. The empirically-based model fits data
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for both variable-speed and fixed-speed with vdne control chillers. Models for
correlating the limits of chiller operation associated with surge and capacity were also
presented. |

In Chapters 3 and 4, effectiveness models were developed for cooling towers and
cooling coils. These models utilize existing éffectiveness relationships for sensible heat
exchangers with modified definitions for number of transfer units and the capabitance
rate ratio. Simple methods were also developed for estimating the water loss in cooling
towers and the performance of cooling coils having both wet and dry portions.

Results of the effectiveness models for cooling towers and cooling coils compare well
with the results of more detailed numerical solutions to the basic heat and mass transfer
equations and with experimental data. The advantages of this approach are its
simplicity, accuracy, and consistency with the methods for analyzing sensible heat
exchangers. Future work should involve application of this modeling approach to
other wet surface heat exchangers.

Models were also presented for the power requirements of cooling tower and air
héndler fans and condenser water and chilled water pumps. It was shown that
quadratic functions work well in correlating the power consumptions of the éuxiliary
devices in central chilled water facilities. The use of quadratic functions for the chiller
and auxiliary equipment was an important result in the development of an efficient

method for determining optimal control.

8.2 Optimal Control Methodologies

Two methodologies were presented for determining optimal control points for
chilled water systems without storage. A component-based non-linear optimization
algorithm was developed as a simulation tool for investigating optimal system

performance. Results of this algorithm implemented in a computer program, led to the
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_development of a simpler system-based methodology for near-optimal control.

The advanmge of the component-based algorithm over the system-based appro'ach
is that it provides a "true" solution to the optimization problem, including aﬁy nonlinear
constraints. Each of the components in the system is represented as a separate
subroutine with its own parameters, controls, inputs, and outputs. Models of
components may be either mechanistic or empirical in nature, so that the component-
based methodology is useful for evaluating both system design or control
‘characteristics.

The component-based algorithm takes advantage of the quadratic cost behavior of
the components found in chilled water systems in order to solve the optimization
problem in an efficient manner. However, in order to utilize this methodology as a tool
for on-line optimization, it is necessary to have detailed performance data for each of
the individual system components. Results of detailed optimizations identified
simplifications that reduced the number of contfol variables to five and uncontrolled
variables to two. The system-based near-optimal control methodology utilizes an
overall system cost function in terms of these variables. This cost function leads to a
set of linear control laws for the continuous control variables in terms the total chilled
water load and ambient wet bulb temperature. Separate control laws are required for
each feasible combination of discrete controls and the costs associated with each
combination are compared to identify the optimum. Results of the system-based
optimization methodology agree well with those of a more detailed non-linear
optimization analysis. The system-based procedure is simple enough so as tb be
implementable either manually or on-line using microcomputers. For manual control
applications, charts could be used to determine optimal control as a function of load and

wet bulb.
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Additional work is necessary in order to apply either the component-based or
system-based methodologiy to on-line optimal control. In particular, methods for
determining parameters of the models need to be investigated. The performance
characteristics of the system may change over time, SO that'it could be necessary to
update the model parameters. It is also important to identify an appropriate time
interval for making control decisions. There may be inefficiencies associated with
changing controls too frequently in response to small changes in the uncontrolled
variables. The next step is to test these methodologies as part of an energy
management system for controlling an actual system.

A methodology was presented for determining the optimal control of stratified
thermal storage systems using Dynamic Programming that is simple enough so as to
be implementable on a microcomputer. Although demand charges were not considered.
in this study, peak power demands could be reduced by assigning large stage costs for
"high" power consumptions. Future work should consider the best strategy for
including peak demand charges in the optimization algorithm. |

For systems with time-of-day utility rates, a simple strategy for near-optimal
control was identified. The advantage of this near-optimal control strategy is that it is
easily implemented and gives operating costs similar to that for optimal control.

Both the optimal and near-optimal strategies should be adaptable to systems that
incorporate ice storage, however these concepts need to be tested. Systems that
incorporate storage in-line with the chilled water distribution system, rather than in
parallel should aiso be considered. It is also necessary to develop strategies for near-
optimal control of systems that utilize more than one day of storage.

In order to apply either the optimal or near-optimal strategy for controlling storage,
it is necessary to forecast the total cooling requirements. Pure time-series and

combined deterministic plus time-series models were fit to cooling load data for the
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D/FW airport. Pure time-series models work well for makiﬁg forecasts of one hour.
In order to make longer term predictions, it was necessary to include deterministic
components in the forecasting model. The results of 5-hour predictions with the
combined model were good. The resulting deterministic and time-series model is
simple enough so that its coefficients may be fit with linear least-square methods.
More data is necessary to determine whether the model works well under all
circumstances. Methods for recursive parameter estimation should also be tested for
this forecasting model.

In determining the optimal control of systems with stdrage, both the load and
ambient wet bulb temperature were assuméd to be knowns. Future work should
address the effect of inaccuracies in forecasts on the accuracy of the optimal control

solution.

8.3 Guidelines for Design and Control

Optimization techniques were applied to the control of chilled water systems. The
important uncontrolled variables that effect system performance and optimal control
variable settings were identified as the total chilled water load and ambient wet bulb
temperature. Additional secondary uncontrolled variables that could be important if
varied over a wide range would be the individual zone latent to sensible load ratios and
the ratios of individual sensible zone loads to the total sensible loads for all zones.

Control guidelines that reduce the number of independent control variables and
simplify the optimization were also identified. These general results were utilized to
develop near-optimal control strategies for chilled water systems with and without
storage. The guidelines are also useful to plant engineers for improved control

practices and are summarized as follows.
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Variable-Speed Tower Fans: Operate all cooling tower cell fans at identical fan

speeds.

Multi-Speed Tower Fans: Increment lowest cooling tower fans first when

adding tower capacity. Reverse for removing capacity.

Variable-Speed Pumps: The sequencing of variable-speed pumps should be
directly coupled to the sequencing of chillers, to give peak pump efficiencies
for each possible combination of operating chillers. Multiple variable—&peed
pumps should be controlled to operate at equal fractions of their maximum

speed.

Chillers: Multiple chillers should have identical chilled water set temperatures
and the evaporator and condenser water flows fo_}' multiple chillers should be

divided according to the chillers relative cooling capacities.

Air Handlers: All parallel air handlers should have identical supply air setpoint

temperatures.

Stratified Thermal Storage: A near-optimal control strategy involves

maximizing operation of the system in the full discharge mode whenever the
utility rates are high and minimizing operation in the charge mode when the
utility rates are low. Otherwise, the system should operate in the direct mode,
if necessary, during times of lowest wet bulb temperature. This control

strategy should also be tested for systems with ice storage.
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No genefal simplifications could be found for the optirhal sequencing of chillers and

fixed-speed pumps. It is necessary to evaluate the overall system performance in order

to determine the optimal points for adding or removing chillers. In general, it is not

optimal to sequence fixed-speed pumps with chillers.

Additional results and conclusions concerning both control and design under

optimal control of chilled water systems are summarized as follows.

1)

2)

3)

Thére isa sirong incentive for the use of optimal or near-optimal control of
chilled water systems. Depending upon the load characteristics, fixed values
of chilled water and supply air setpoints and cooling tower approach and range
resulted in approximately 7 - 19% greater cooling season operating costs than

that for optimal control in Dallas and Miami.

In the determination of optimal control points, the humidity should be allowed
to float freely, unless it falls outside the bounds of human comfort. In effect,
the addition of any constraint reduces the number of free control variables by

one and results in operation at a higher cost.

There are significant operational cost savings associated with the use of-
variable-speed equipment for chilled water systems. Depending upon the load
characteristics, the cooling season operating costs were appmxﬁnately 26-43%
greater for all fixed-speed equipment as compared with all variable-speed in

Dallas and Miami. The most significant difference was attributed to the chiller.

4) The current practice of orienting multiple chillers in parallel is near-optimal and
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should be continued. The performance of multiple chillers is enhanced by
orientation in series rather than parallel. However, the increase in pumping
power requirements for series chillers offsets the chiller improvements and the

overall performance for the two configurations is similar.

The choice of chiller refrigerant can have a significant effect upon operating
costs. For the D/FW chiller, the peak performarice associated with the use of
R-500 shows on the order of 5 - 10% improvement over the orginal charge of
R-22. This particular chiller was derated from its original capacity due to

changes in the load requirements.

In the absence of time-varying utility rates, thermal storage provided little or no
operating cost savings as compared with no storage for the systems
considered. Part of the reason for this is due to the assumption of a constant
chilled water supply temperanire during charging of storage and a constant load
return water temperature during discharge. Future work should be performed
to compare the performance of optimally controlled storage systems with the
charging and discharging temperatures as "free" variables in the optimization.
Analysis of systems with poorer part-load characteristics could also change this
conclusion. In addition, systems that incorporate ice storage should be
compared with water storage systems both with and without time-of-day

electric rates.
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Appendix A

Refrigerant Property Data

Liquid Refrigerant Thenﬁal Conductivity Correlations .

The 'following correlations require temperature, T, in degrees Fahrenheit and give

thermal conductivity, kg, in Btu/hr-ft-F.

R-500: ke = 0.05300 - 0.000127 T

R-22: k¢ = 0.06298 - 0.000159 T

R-12: ke = 0.04902 - 0.000117 T
Liguid Refrigerant Viscosi lati

Refrigerant viscosities, L, are in Ibm/ft-hr and temperatures, T, are degrees
Fahrenheit.

R-500: Me = 0.6851 - 3.2043e-03 T + 6.4430e-06 T
R-22: te = 0.6517 - 2.5943e-03 T + 5.6101e-06 T
R-12: ke = 0.7630 - 3.8905¢-03 T + 9.8810e-06 T

Refrigerant Sonic Velocity Data at 50 degrees Fahrenheit

Refrigerant a, (ft/sec)
R-500 490
R-22 534

R-12 446
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Appendix B

Method for Determining the Performance of
Partially Wet and Dry Cooling Coils

Water will begin to condense on the surface of a cooling coil at the point where
surface temperature equals the dewpoint of the entering air. The process of determining
the relative areas associated with the wet and dry portions of the coil is iterative. In
terms of the exit water temperature, the dry coil surface area and the flow stream
conditions at the point where condensation occurs are found by solving the flow stream
energy balance and rate equations for the dry section and setting the surface temperature
at the condensation point equal to the dewpoint point temperature, Tgp. The resulting

equation for the fraction of the total coil surface area that is dry is

%
(po B Tw,o) +C (Ta,i - po)

1
f., = -—In B.1
= K T T RN Tay - Tap @1
where,
*

K = Nug,(l-C) (B.2)

The effectivenesses for the wet and dry portions of the coil, €, ., and €, 4 are
*
1 - exp(- (1-f4)Ntuye(l-m))
€awet = et (B.3)

* *
l1-m exp(- 1- fdry)waet(l -m))
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1 - exp(-£4y Ntugey (1 - C)

* > B.4)
1 - C exp(-fgyNtugy (1-C))

Sdry‘a .=

The water temperature at the point where condensation begins is

* *
Tw,x _ Tw,i + C ewet,a(ha,i' hs,w"i)/Cpm -C ewet,aedry,aTa,i 55

*
(1 - C Ewet,asdry.a)

and a new estimate of the exit water temperature is
* *
Two=C 8dl-y,arlz‘a.i +(1-C edry'a)Tw,x (B.6)

An excellent initial estimate of the outlet temperature is the larger of the temperatures
obtained from the completely wet and dry analyses (i.e. f4ry = 0 and fgry =1). As
shown in Figures 4.2 and 4.3, the all wet or dry assumption giveS results that are close
to those of the partially wet and dry analysis. As a result, the above iterative process
converges very quickly, typically within two iterations.

The outlet air state from the coil is determined from

Tao = Tse * (Tax - Ts'e)exp(- (1 'fdry)NmO) B.7)

where, the effective surface temperature in the wet coil section is the saturation

temperature corresponding to an effective enthalpy condition determined as
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ha,o - ha,x
hs,s,e - ha,i + 1 - CXP(- 1§ 'fdry)Ntuo) (B.8)
The air temperature and enthalpy at the point at which condensation occurs are
Tax = Tai - 8dry,a(Ta,i - Twx) (B.9)

ha,‘x = hy; - t'5dry,acpm(‘-ra.i - Ty (B.10)
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- Appendix C

Component Data for Base System of Chapter 6

I. Chiller Power Consumption (see Chapter 2)

2
= a5 + ;X + zal.ZX2 + azY + aY + asXY

= (rcwr - Téhws)
AT

Y

des

Parameter Variable-Speed _Fixed-Speed Lau Hackner

2 0.07336 00516  0.1107 0.2642
a -0.3259 12199 03198  0.0207
a 0.5744 -0.2517  0.4662  0.2643
a3 -0.03888 -0.6448  -0.0956 -0.4460
a, 0.3321  0.8963 0.2152  0.3555
as 0.3684 03119 -0.0656 0.5176
Odes 5421. 5421. 1250. 550.
AT 46. 46. 50. 50.

des

Py, 3580. 3627. 961. 453



II. Cooling Tower Cells (see Chapter 3)

. l1+n
: m
Ntu = c|—
. m,

where,
c =20
n =-0.63

Design Air Flow: 635,000 cfm
Design Fan Power: 100 kW
Sump Make-Up Water Temperature: 50 F

II. Cooling Coil Data (see Chapter 4)

. ky
Ntu; = kl[ Tw ]

k, = 225 k, = -0.20

ky = 1.70 k, = -0.38
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Total Design Air Flow: 1,800,000 cfm
Total Design Fan Power: 1000 kW

IV. Pump Analysis (see Chapters 3 and 4)

Pressure Drops
Component Design Flow (gpm) __ Design AP (psi)
Chiller Condenser 10,000 10
Chiller Evaporator 10,000 25
Cooling Tower Nozzle ’ 5,000 5
Condenser Water Loop Static 30
Chilled Water Loop Static - 20

Pump Pressure Rise

. 2
m
APp=APp'maxl-(, cw)

2
APp,max = APp,max,des

Mp max = Yp Mp,max,des
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where,

APp max.des = 100 psi

My max.des = 10,000,000 Ibmyhr

Pump Efficiency

. . 2
m m
N, = ag + &|———— + ag|———
'Yp mp,max,des 'Yp mp,max.des

where,
ag = 0.0
al = 2.93
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