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ABSTRACT

This thesis first examines the hourly utilizabilitfy approach to
the analysis of solar energy systems. A simple and highly accurate
empirical method is developed for evaluating the hourly utilizability
function. This correlation can be used for surfaces of any orienta-
tion to predict the usable fraction of incident solar energy, and is
v‘applicable to many types of solar energy systems.

The hourly utilizability approach is then applied to the analysis
of photovoltaic systems. An existing design method is extended, using
hourly utilizability, to predict the performance of photovoltaic sys-
tems without electrical storage for any electrical demand profile.
'Finally, a correlation is proposed for estimating the effect of stor-
age batteries on the performance of photovoltaic systems, again for

any load profile.
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Nomenclature

This list contains the major parameters used in this study.

Others are defined locally.

a Utilizability correlation parameter (Eq. 2.2-9)

A Electrical storage correlation parameter (Eq. 3.5-8)
AC Total photovoltaic cell area

BC Battery storage capacity

D Energy dissipated

D, Energy dissipated from system with storage

E Electrical energy generated

EL Electrical energy sent directly to load (not via storage)
£ (1) Cumulative frequency of occurrence

(2) Monthly fraction of the load met by solar emergy

F Annual fraction of the load met by solar energy

G Instantaneous insolation

GSC Solar constant

H Total daily insolation on a horizontal surface

Hd Daily diffuse insolation on a horizontal surface

He Total daily insolation on a tilted surface

HO Daily extraterrestrial radiation on a horizontal surface
I Total hourly insolation on a horizontal surface

Ic Critical hourly insolation level

I4 Hourly diffuse radiation on a horizontal surface

I Total hourly insolation on a tilted surface
ix
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Hourly extraterrestrial radiation on a horizontal surface
Hourly clearness index

Daily clearness index

(1) Latitude

(2) Load

Probability of () occurring

Correlation coefficient

Ratio of total hourly insolation on a tifited surface to
that on a horizontal surface

Ratio of monthly-average daily insolation on a tilted surface
to that on a horizontal surface

Ratio of monthly-average hourly insolation on a tilted surface
to that on a horizontal surface

Ratio of hourly beam radiation on a tilted surface to that
on a horizontal surface

Utilizability correlation parameter (Eq. 2.2-8)
Ambient temperature

Photovoltaic cell temperature

Reference temperature corresponding to nr

Collector thermal loss coefficient

Hourly beam-diffuse view factor

Daily beam~diffuse view factor

Ratio of effective storage capacity to load (Eq. 3.5-2)
Critical insolation ratio

Minimum critical insolation ratio at which ¢ = O

X



a Photovoltaic cell absorptance
B (1) Collector slope

(2) Photovoltaic cell temperature coefficient

Y Azimuth angle
§ Declination
Afmax Increase in monthly solar load fraction due to storage at

very large storage capacity to load ratios (Bg. 3.5-7)

Afs Increase in monthly solar load fraction due to electrical
storage

AFS Increase in annual solar load fraction due to electrical
storage

Ny Battery storage efficiency

ne Photovoltaic electrical conversion efficiency

nmp Maximum power tracking circuitry efficiency

npc Power conditioning equipment efficiency (excluding

maximum power tracker)

Ny Photovoltaic reference efficiency at a reference
temperature, Tr

62 Solar zenith angle

p Ground reflectance

T Collector cover transmittance

0 Monthly-average hourly utilizability

¢ Monthly-average daily utilizability
Hour angle

Wg Sunset hour angle

xi



Subscripts

act "Actual," i.e., calculated from many years of hourly
horizontal measurements

est Estimated from monthly-average weather statistics

opt Optimum, i.e., minimizing the standard deviation of
differences from "actual" values

o TIn the absence of electrical storage (except as noted above)

N e A
An overbar indicates monthly-average, except as noted above

xii



Introduction

Utilizability is an approach to the analysis of solar energy
systems. The utilizability approach is based on a solar radiatiom
statistic, designated ¢, defined as the fraction of the total inci-
dent solar energy which strikes the surface at an intensity exceed-
ing a specified threshold. The threshold intensity is generally
called the critical radiation intensity level, or more simply the
critical level. Since ¢ is a ratio of solar energy quantities, the
time interval over which it is defined must be specified. Generally
¢ is defined on a monthly average basis over a period of an hour--
for example, the hour from 9 AM to 10 AM in January. A monthly-
average daily value of ¢, designated-g, can also.be defined using a
constant critical level throughout the day. Daily utilizability
has been treated extensively elsewhere (14, 28, 5, 12) and will not
be considered here.

The utilizability concept was first proposed (29) as an approach
to analyzing flat-plate solar collector performance. In this con-
text, the critical radiation level is defined as the intensity of
incoming solar radiation at which thermal losses from the collector
are equal to thermal gains; the net useful energy collection is then
zero. When incident radiation falls below the critical level, fluid
flow through the collector must be turned off or the working fluid
will be cooled rather than heated. Only that portion of the total
solar input which exceeds the critical intensity can be used; hence

the name utilizability.



In recent years the utilizability approach has been applied to
a variety of situations (15, 20, 21, 24). For some applicatioms,
including photovoltaic systems, the critical level is defined as an
upper limit on useful radiation, rather than a lower limit. In
such situations ¢ represents a non-useful energy fraction rather
than a useful fraction, and the term unutilizability would be more
appropriate. In this sense the term utilizability is a somewhat
unfortunate choice of nomenclature. In the present work this dis-
tinction is ignored; the term utilizability is applied to ¢ regard~
less of how the critical level is defined.

The present work began as an investigation into simple methods
for predicting the performance of photovoltaic systems, using widely
available monthly-average weather statistics rather than detailed
hour-by-hour calculations requiring more extensive weather data
and access to a mainframe computer. Methods exist (24, 8, 9) for
estimating the monthly-average efficiency of a photovoltaic array.
For photovoltaic systems without dedicated energy storage, Siegel
(24, 25) has applied the daily utilizability functiom, ‘¢, to the
calculation of system performance. This method is limited to
systems which experience a constant 24~hour load, since the daily
utilizability function requires a constant critical level.

Odegard (21) and Huget (12) have developed approximate methods
for calculating ¢ on an hourly basis. The necessary equations are
algebraically complicated but represent a major improvement over

previously available methods. A computer program which evaluates



the equations given by Huget has been written and is listed in Appen-
dix A.

Given the means for evaluating ¢ for any hour, the photovoltaic
design method of Siegel can be extended to accommodate loads which
vary throughout the day. Thus modified, the method is considerably
more flexible but still limited to systems without energy storage.
At present, the majority of photovoltaic systems are in remote loca-
tions where connection to the utility grid is impractical, and
electrical storage is likely to be an important consideration.

In Chapter 3 the effect of eiectrical storage on the perfor-
mance of photovoltaic systems is examined, and a correlation is
developed for estimating the improvement in system performance due
to a given storage capacity. The correlation is suitable for use
with any load profile. Combined with the modified method of Siegel,
the correlation agrees closely with the results of hour-by-hour
simulations.

Mathematically, the equation used in the storage correlation
describes a hyperbola. Examination of utilizability curves sug-
gested that a similar equation might be used advantageously to des-
cribe the utilizability function. Initial investigations yielded
highly promising results, and led ultimately to the development of a
new correlation for evaluating ¢, as described in Chapter 2. This
new correlation is much simpler than the procedures of Odegard
and Huget. Based on extensive data from a limited number of loca-

tions, the present utilizability correlation appears to be at least



as accurate as the method of Huget, and perhaps slightly more accur-
ate. The agreement of the correlation with values obtained from
many years of hourly horizontal radiation measurements is excellent.

The aspects of the present work pertaining to utilizability have
been emphasized because of the versatility of the hourly utilizabil-
ity approach. While daily utilizability methods require fewer calcu-
lations for each month, they also require knowledge of an effective
average daily critical level. Hourly utilizability allows the crit-
ical level to be defined independently for each hour of the day, a
crucial consideration for some applications (notably photovoltaic
systems). In addition, even if a daily average critical level is
known, the hourly approach greatly facilitates calculation of

utilizability for surfaces that do not face south.



Chapter 1. Development of the Utilizability Concept

1.1 Origin of the Utilizability Concept

The utilizability concept was first proposed by Whillier (29)
as a method for predicting the long-term average performance of
flat plate collectors.

The hourly rate of useful energy collection per unit area is

given by the Hottel-Whillier equation:
= F_[L.(to) - U (T, - T)1" (1.1-1)
4~ "rYT LT Ta .

where F_ is the collector heat removal factor, I

R is the total

T
hourly solar radiation incident on the tilted surface of the col-
lector, (T0) is the collector transmittance-absorptance product,

UL is the thermal loss coefficient, Ti is the inlet fluid tempera-
ture, Ta is the ambient temperature, and the superscript + indicates
that only positive values are comsidered. Further information on
the derivation and use of this equation can be found in reference
(6) .

Whillier defined a critical radiation level, Ic’ as the radia-
tion intensity at which 9, the useful energy collection rate, is
Zero:

UL (Ti - Ta)

Ic = (w0 (1.1-2)

Equation (1.1-1) can be rewritten in terms of IC:



q, = Fp(to) (I, - IC)+ (1.1-3)

For a given hour of the day throughout a month, a monthly-
average hourly rate of useful emergy gain can be defined:

+ 1 2 +

n

P = 1

4, "% .Z FR(TOL) (]‘_T - Ic)_ = Fp(Ta) - 'Z (IT - IC)i (1.1-4)
i=1 i i=1

where n is the number of values being averaged, generally equal to
the number of years of data available times thirty hours for a
thirty-day month, or sixty hours if hour pairs symmetric about noon
are averaged together. Whillier (29) recommends using at least ten
years of data to obtain a reliable long-term average.

The utilizability function is defined as the long-term average

fraction of the average hourly radiation that exceeds the critical

intensity:
1 + 1 D +
n i—El (IT - IC)i n iil (IT - l_C)i
13 a Ir
n . T)i
i=1

The relationship between ¢ and hourly average useful gain is

obtained by substituting eq. 1.1-5 into eq. 1.1-4:

q, = Fp(ta) Ipé (1.1-6)

Figure 1.1-1 provides a graphical representation of equation
1.1-5 for n = 3. The rectangles represent insolation during an hour
in the afternoon on three days. ¢ is given by the ratio of the total

shaded area to the total area of the rectangles. Two sequences of



uoT3oung AITTIQEZTTTIN oYl FO UOTITUTIS(

T-1°1 =an31g

——] ——— — — — —

— — a— —

— —f - —— — — —— —

— — - — ]

— ] e m— W=

- (a

(e




three days are shown; both sequences have the same average radia-

tion, IT’ and the same critical level, IC, but the total shaded
area (and hence ¢) is smaller for the sequence of identical days
than for the sequence of variable days. In the next section, the

relationship between ¢ and the distribution of insolation is examined

in more detail.

1.2 Utilizability and the Statistical -Distribution of Solar Radia-
tion
Figure 1.2-la is a histogram of hourly radiation intensities for
a particular hour (e.g., 9-10 A.M.) for a month. Ranges of radiation
intensity are marked along the abscissa; the ordinate gives the num-
ber of observations in each range. The fraction of observations
that fall within the ith intensity range AIT is given by

1

n,

Af; = —ﬁl (1.2-1)

where n, is the number of observations in the specified range and N
is the total number of observations. The ratio Afi/AIT.’ which is
independent of the increment size AIT, is referred to a: the pro-
bability density. A probability density distribution is obtained
from the radiation intensity histogram by simply rescaling the
vertical axis, as shown in Figure 1.2-1b. The total area of the

rectangles is now unity. In the limit as AIT approaches zero, the

histogram approaches a continuous distribution, as in Figure 1.2-lc.
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The probability density distribution can be integrated to yield
a cumulative frequency distribution as in Figure 1.2-1d. From this
curve one can find the frequency (fc) of occasions when the ob-
served radiation intensity is less than a specified intensity IC——
in other words, the probability that the observed intensity will be
less than IC. The probability that hourly radiation will be greater
than IC during the hour under consideration is given by (1 - £.)-

The definition of ¢ given by Equation 1.1-5 can be re-written
in continuous form in terms of the cumulative frequency distribu-

tion:

Jo (In - 1) df I 1

fc T ¢ S RS - R P (1.2-2)
T fe T T
T T

The ratio IC/ET is commonly referred to as the critical ratio and
is given the symbol XC:

I
_<

L

X =

- (1.2-3)

T

Figure 1.2-le is a repetition of 1.2-1d with the scale changed on

the abscissa. As indicated on this figure, the value of ¢ corres-
ponding to a given critical ratio X, can be found by integration over
the cumulative frequency curve. Figure 1.2-1f shows the result of
performing this integration for many values of XC and plotting the

integral vs. X..
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Equation 1.2-2 can be written in terms of the probability density
distribution rather than the cumulative distribution with the use of

the following substitution:

af = %—; dr, (1.2-4)
The methods for estimating ¢ reviewed in Section 1.5 rely on pro-
bability density distributions, not cumulative distributions.

It is worthwhile to examine the relationship between the shape
of the frequency distribution and the shape of the ¢-curve. Figure
1.2-2 shows two hypothetical frequency distributions, corresponding
cumulative frequency distributions, and the resulting ¢-curves. In
Fig. 1.2-2a the distribution is narrow, with most observations quite
close to the mean. TFor the limiting case of identical days, all
observations would be exactly equal to the mean and the resulting
¢-curve would be a straight line with a slope of -1. As the dis-
tribution gets broader, as in 1.2-2d, the ¢ curves fan upward,
yielding a higher value of ¢ for a given Xc‘

The effect of skewing the distribution is shown in Figure
1.2-3. Skewing the distribution toward high values of IT effectively
decreases the value of X, at which ¢ = 0. Skewing the distribution
toward low values of I has qualitatively the same effect as broad-
ening the distribution: it increases the value of ¢ corresponding

to a given value of X..
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1.3 Basic Equations

In the preceeding sections, utilizability has been defined in
terms of radiation incident on a surface of arbitrary orientation.
For the most part, however, solar radiation data are available only
on horizontal surfaces. In this section conversion factors are
given for estimating tilted surface intensities from horizontal
data. Some other necessary quantities must first be defined. All
of the equations in this section can be found in reference (6).
The original sources will not be referenced here.

The daily clearness index, K, is defined by:

K = H/HO (1.3-1)

Il

where: H Daily total horizontal surface insolation

=
il

Daily extraterrestrial insolation on a
horizontal surface
The monthly-average daily clearness index is similarly defined,

using average rather than daily insolation:
K = H/H (1.3-2)

Daily extraterrestrial radiation is given by:

g =—% {14 0.033 cos §§9§> cos L cos § sin w
o i 365 s
m_ (1.3-3)
+ 360 sin L sin 5]



where:
GSC = golar constant (1353 W/m?)
n = day of the year
L = latitude
§ = declination (Eq. 1.3-4)
wy = sunset hour angle (Eq. 1.3-5)

Equation 1.3-3 can also be used to determine'ﬁg by using the values
of n listed on page 12 of Duffie and Beckman (6). The declination

is given by:

T 360
§ = 23.45 sin [ S0 (284 + n)] (1.3-4)

and the sunset hour angle is defined by:
wg = arc cos (~tan L tan §) (1.3-5)

Clearness indices can also be defined on an hourly basis. The

hourly clearness index is given the symbol k:
k = I/IO (1.3-6)
Similarly, the monthly-average hourly clearness index is
k = E/TO (1.3-7)
Hourly extraterrestrial radiation is given by:

I = G__ cos 6, [1 + 0.033 cos ( (1.3-8)

[o] s5C

360n
365

where ez is the solar zenith angle:

16
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cos 62 =ginlL sin 8 + cos L cos § cos W (1.3-9)

where @ is the hour angle: zero at noon, 15° per hour after noon.
Again, equation 1.3-8 can be used to fiﬁd.fo by using the values
of n given by Duffie and Beckman (6); these are the days on which
the extraterrestrial radiation is closest to the monthly average
value.

The ratio of instantaneous beam radiation on a tilted surface
to beam radiation on a horizontal surface is a strictly geometric

term, given by the following equation:

I
Tb"’l =Ry = (cos GZ)_l (sinS sinL cosB - sind cos L sinfB cosy -
b,h :
+ cos8 cos L cosB cosw
(1.3-10)
+ cos §sin L sinf cosy cosw
+ cos § sinB sin<y sin w)
where B = slope of surface
y = surface azimuth angle (west positive)

and all other terms are defined above.
The total radiation on a tilted surface can be thought of as
consisting of three components: beam radiation, diffuse sky radia-

tion, and ground-reflected radiation:

= T,r T la,r T et (13711
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Assuming that diffuse radiation is uniform over the entire sky,
the ratio of total hourly radiation on a tilted surface to that on a

horizontal surface is estimated by:

CR AR FC SR Ry

where p is the reflectance of the ground. Rb varies continuously
throughout the day, but can be considered constant over an hour.
Similar equations can be written for the monthly-average hourly
ratio,.fi/f, in terms of a monthly-average diffuse ratio,-fd/f, and
for the daily and monthly-average daily ratios, HT/H andlﬁT/ﬁ; in
terms of Hd/H and‘ﬁd/ﬁ. Daily calculations require the use of ﬁﬁ,
an effective average value of R, , which can be calculated from an
equation developed by Klein and Theilacker (17). The symbol R is
generally used to represent HT/H; the symbol E‘Will be used here to
represent'ii/f.

Numerous correlations have been proposed for Id/I and-fd/f
as functions of k, and for Hd/H and ﬁ&fﬁ as functions of K.
Appropriate correlations will be given later as the need arises.

The relationships between tilted-surface and horizontal radia-

tion can now be expressed simply:

i
()
<3
=

I.. = IR (1.3-13)

H,=HR=H KR (1.3-14)
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Finally, ¢ can be defined in terms of horizontal radiation:

[(RI) a
I TEE(RI - I,) P(I) d(RI)
¢ = /(RI)

(¢}

(1.3-15)

MaX (R1) P(I) d(RI)

where P(I) represents the long-term average probability of I, also

referred to as the probability density function:

df df

F(D) =‘EEE = 4(RD)

(1.3-16)

This expression for ¢ is equivalent to the integration described in

the previous section.

1.4 Review of Generalized Utilizability: Graphical Methods

A lack of availability of hourly weather data prompted Whillier
(29) to suggest that daily insolation values could be used to repre-
sent hourly statistical pattewns. Liu and Jordan (19) plotted cumu-
lative frequency distributions of hourly and daily tilted-surface

insolation ratios, IT/ET and HT/HT’ and found that they did in fact
have very similar shapes. They also found that for measured daily
horizontal radiation data, the shape of the cumulative frequency
distribution depends primarily on the monthly-average clearness index
'E, and is nearly independent of latitude and declination. Using
daily horizontal measurements from several locations, they generated

generalized cumulative frequency distributions of K at several

values of K (Figure 1.4-1). With the relationships given in the
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Figure l.4-1: Cumulative Frequency Distribution of the Daily
Clearness Index. From Odegard (21)3 adapted from
Liu and Jordan (18).
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previous section these can be converted to cumulative frequency dis~
fributions of HT/Ef for any collector slope. These were integrated
graphically to obtain the generalized ¢-curves of Figure 1.4-2. At
a givén'ﬁ they found the curves to be primarily a function of R,
though the relationship is inexact as indicated by the fact that

the curves for a horizontal surface and for §£ = 1 do not coincide.

Liu and Jordan (18) recommend the following empirical rela-

tionship between hourly and daily diffuse radiation:

(1.4-1)

mllard

[a®
OmilOHl

Based on curves presented by Liu and Jordan, Collares-Pereira

and Rabl (4) have proposed an equation correlatingvi and K:

k = K(a+ b cos w (1.4-2)

where: a = 0.409 + 0.5016 sin (ws - 60°)

o'
il

0.6609 - 0.4767 sin (w - 60°)

and ws is the sunset hour angle given by Equation 1.3-5. TUsing these
relationships, hourly diffuse fractions can be estimated from the
daily diffuse fraction:

(a + b cos w)—l (1.4-3)

Pﬂl&ﬁl
mllgﬁl

Erbs (7) recommends the following correlation for the daily average

diffuse fraction:
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Figure 1.4-2: Generalized ¢-Curves. From Duffie and Beckman (6);

adapted from Liu and Jordan 19).
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2

- 1.317 - 3.023 K + 3.372 K> - 1.76 K> (1.4-4)

= |

Thus hourly average radiation incident on a tilted surface can be
estimated from the daily average clearness index with the use of
Equations 1.4-2 through 1.4-4 and 1.3-8 through 1.3-13.

Odegard (21) has re-examined the effect of collector slope on

the generalized utilizability curves. Rewriting equation 1.3-12,

R=Rb+(Id/I)<é—+-§99—S—B--—Rb> +p(—l-—3—z-c——°-§§-—> (1.4-5)

he notes that R is constant for all I when Rb = (1 + cosB)/2. This
observation, when applied to Equation 1.3-15, leads to the con-
clusion that the utilizability function is identical for surfaces
of any orientation when R is constant, since a constant R can be
cancelled from the numerator and denominator of the equation. On

this basis Odegard defines an hourly beam-diffuse view factor

+
V.. =R - —1—-—2335@ (1.4-6)

and its daily counterpart,

- - 1 + cos
Vbd = Rb - ———7{——J3 (1.4-7)

and shows that relating generalized ¢-curves to.6£d rather than §£
reduces the uncertainty in ¢ due to the effect of collector slope by
about a factor of two.

Using curve fits (3) to the generalized daily clearness index

distributions of Liu and Jordan, and a curve fit (13) to the Liu and
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Jordan daily diffuse fraction curve,:Odegard generated, by numerical
integration, a set of generalized ¢-curves with correlating parameters
k and Vbd' These are reproduced in Figure 1.4-3. Odegard notes that
the use of these hourly rather than daily correlating parameters
makes it possible to use these curves for other than south-facing
surfaces, although their accuracy for off-south orientations has not
been examined.

The influence of k can be explained qualitatively by Figure
1.2-3. The probability density function df/dIT is skewed toward
low IT when k is low, resulting in long tails on the ¢-curves. The
influence of Vbd is slightly less direct but can be explained quali-
tatively in terms of Figure 1.2-2. If R is constant, the shape of

the distribution of IT/ET remains unaffected by R since IT and'fT

are multiplied by the same constant. Rewriting the equation for R:

R= R +0 (1—1539—%@ ) - (1D, (1.4-8)

Since Rb is essentially constant for a specified hour, the
variability of R is due to the variability of the diffuse fraction.
When the intensity of horizontal radiation is low, Id/I is large and
(for positive Vbd) R is low. Similarly R is large when the horizon-
tal radiation intensity is high. The net effect is a broadening of

the distribution of IT' V. serves as an indicator of the extent

bd

to which the distribution is broadened.
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1.5 Analytical Methods

Huget (12) and Odegard (21) have developed equations for calcu-
lating hourly utilizability from monthly-average weather statistics.
Both methods are based on analytical integration of curve fits to
the generalized clearness index distribution curves of Liu and Jor-
dan (Figure 1.4-1). The resulting equations differ in two important
respects but have not been compared directly; the method of Huget
is given below for reasons to be explained.

An equation for ¢ can be written in terms of the hourly clear-
ness index k, the tilted to horizontal radiation ratio R, and the

probability density function P(k):’

I

_[‘EI:aX {k [Rb+p <i:;"%§>]+k(—1é><ﬁ§9s’-s~1‘b)— %]P(k) dk
¢ “[Emax [k [, 0 (528 ] 1 C9) <—Ji§~0—S~B'—Rb>}P(k)dk

I (1.5~1)

The functional form proposed by Huget for the probability den—

sity function P(k) is given by:

P(k) = C (1 - kk ) e Y¥ (1.5-2)
max

where kmax represents the maximum possible value of the hourly clear-
ness index. Approximating kmax as a constant for all locations and

hours, Huget's curve fit yields

k = 0.864 (1.5-3)
max
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and v is a functiom of k only, as given in Table 1.5-1 and Figure
1.5-1.
The diffuse fraction Id/I used by Huget is the one suggested

by Orgill and Hollands (22):

g
T =P, -aqk,1=1,3 (1.5-4)
where P, = 1.0, q, = 0.249, k<0.35
P, = 1.557, q,=1.84, 0.35<k< 0.75
Py=0.177, q, =0, k > 0.75

The critical clearness index kc is the value of k at which the
integrand in the numerator of equation 1.5~1 is zero. This condi-~
tion leads to:

2 1+ cosBN Ic

K, v, F K, [Rb +—;><——7;~———>-— pifvsd} g =0 (1.5-5)
Equation 1.5-5 has five possible solutions: two at i =1, two
at i = 2, and one at 1 = 3. Roots which do not lie in the approp-
riate range of k from Equation 1.5-4 can be rejected; in most cases
a single valid solution for kc remains. However, as Huget demon-
strates, in some cases two or even three valid solutions for kc can
occur. This is due to the fact that the ratio of diffuse to extra-
terrestrial radiation, Id/Io, has a maximum at k = 0.42 and a minimum
at k = 0.75. When two values of kc are found, the appropriate pro-

cedure is to integrate the numerator of Equation 1.5-1 from kcl to

kcz rather than from.kc to kmax' When three values occur, the inte-



Table 1.5-1

vy (from Eq. 1.5-2) vs. Monthly-Average Hourly Clearness Index

k Y k Y
.288 .0000 .55 5.8206
.29 .0481 .56 6.0911
.30 .2848 .57 6.3724
.31 .5158 .58 6.6660
.32 L7419 .59 6.9735
.33 .9637 .60 7.2968
.34 1.1819 .61 7.6382
.35 1.3971 .62 8.0002
.36 1.6097 .63 8.3860
.37 1.8204 .64 8.7992
.38 2.0296 .65 9.2442
.39 2.2378 .66 9.7262
.40 2.4454 .67 10.2516
W41 2.6529 .68 10.8284
42 2.8607 .69 11.4661
.43 3.0693 .70 12.1769
A4 3.2790 .71 12.9760
.45 3.4905 .72 13.8827
.46 3.7042 .73 14.9223
47 3.9205 .74 16.1276
.48 4,1400 .75 17.5433
.49 4.3632 .76 19.2306
.50 4.5909 .77 21.2764
.51 4.8236 .78 23.8093
.52 5.0621 .79 27.0268
.53 5.3071 .80 31.2497
.54 5.5596
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gral is evaluated twice, from kcl to kc2 and from kc3 to kmax‘
Huget provides expressions for evaluating the integrals
fi P(k) dk, fi k P(k) dk, and fi Kgld/l) P(k) dk. These expressions

can be combined into a single equation:

k k
[A(k)eyk }kmax _ EE [(E ) El(k)> eYk :I max
I o] k

¢ = - = “max < (1.5-6)
k
[A(k)eYk]omaX
. eﬁ(k) 1+cosB 1-cosfB
where A = [El(k)"i?—’”' ]b%a"Pi<Rb"f“Ef""'>'+ P(T2 }
max
€3(k) 1+cosP
tay (EZ(k) T T )‘(Rb -T2 )

£ -1 [from Table 1.5-1]

o Y

el(k) = eo(k - 80)

e, (k) = e_( - 2e, ()

eq(k) = eo(k3 = 3e,(k))

and 12 and q; are given in Equation 1.5-4.

Use of this equation requires evaluation of gl(k), gy(k),
e5(k), and A(k) at k = 0, k = 0.35 , k = 0.357, k = 0.757, k = 0.75",
k = kmax’ and k = kc' Additional evaluations are required when more
than one value of kc is obtained from Equation 1.5-5. A computer

program which performs these calculations is listed in Appendix A.
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equation in two important respects. First, Odegard uses for the
probability density function a form derived by Bendt et al. (L
from purely statistical considerations on the assumption that the
occurrence of k is random, i.e., the value of k for an hour on one
day is entirely independent of the value of k for the same hour on
the previous day. The form used by Huget more nearly matches the
generalized distribution curves of Liu and Jordan.
Second, Odegard uses (on an hourly basis) a curve fit (13) to
the Liu and Jordan daily diffuse fraction curve:
T 2 3 e
T - 1.0045 + 0.04349k - 3.5227k“ + 2.6313k (1.577)
An advantage to the use of this diffuse correlation is that
Odegard's version of Equation 1.5-6 is evaluated over a single set
of limits of integration. A disadvantage is that the critical
clearness index kc must be found using an iterative numerical method,
and the occasional existence of multiple values of kc was not recog-
nizéd; consequently the numerical method sometimes picks an inapprop-
riate value of kc’ and sometimes fails to converge on any value.
Either method is suitable for use with non-south-facing sur-

faces. This topic is discussed further in the following chapter.
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Chapter 2. Curve-Fitting the Hourly Utilizability Function

2.1 Introduction: Generation of a Data Base

The goal of the work described in this chapter is the develop-
ment of a relatively simple alternative to Equation 1.5-6 for esti~-
mating hourly utilizability. The approach taken here is to directly
correlate values of ¢ derived from many years of hourly horizontal
insolation measurements, rather than to integrate a frequency dis-
tribution correlation. The methods used in the development of the
correlation will be described in some detail.

The data on which the correlation is based are derived from 23
years of hourly horizontal radiation measurements in Madison, Wis-
consin, 23 years in Albuquerque, New Mexico, and 15 years in Seattle,.
Washington (26). Since the integration of frequency distributions
to obtain values of ¢ will tend to smooth out location-dependent
fluctuations, it was felt that a sufficiently "generalized' result
could be obtained from three locations. The locations were se-
lected to cover a very broad range of average hourly clearmess index
values and a reasonable range of latitudes.

Values of ¢ were obtained by numerical integration using computer
programs listed by Odegard (21). With a single exception to be dis-
cussed later, all tilted-surface calculations made use of the hourly

diffuse fraction correlation recommended by Erbs (7):
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(1.0-=0.09k, k < 0.22

I
2
Eg = ¢0.9511-0.1604k + 4.388k -l6.638k34—12.336k4, 0.22<k < 0.80

0.165, k > 0.80 (2.1-1)

For each sunlit hour of each month, ¢ was calculated at fifty
values of X, in equal increments from XC =0 to XC = 2.45, using
values of IT calculated from the horizontal data by Equations 1.3-
13, 1.3-12, and 2.1-1. Long-term averages of E& and k were obtained
at the same time for use in developing the correlation. Pairs of
(XC, ¢) values in which ¢ = 0 were then eliminated from the data.
Except where otherwise noted, attention was restricted to hours be-
tween 6 AM and 6 PM for which Rb is positive throughout the hour for
the whole month. The correlation is based entirely on data for
south-facing surfaces at several slopes: 0°, 607, and 90° in Madison;
0° and 90° in Albuquerque; 30° and 90° in Seattle. Table 2.1-1 sum-—
marizes the hours considered in developing the correlation. The
considerable expense of generating the data discouraged the use of
more locations or slopes.

Data were also generated for a 43° surface in Madison at an
azimuth angle of 45° and for a 90° surface in Madison at an azimuth
angle of 90° (due west). The 45° azimuth data were generated using
a correlation to the diffuse fraction curve of Liu and Jordan (13).
rather than Equation 2.1-1. Odegard (21) has shown that ¢ is fairly
insensitive to the choice of a diffuse correlation, since Id/I is

present in both the numerator and the denominator of ¢. The 90°
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Table 2.1-1

Hours considered in developing the correlation for ¢

Times of day considered
(non-zero azimuth)
Number of hours considered (azimuth=0°) AM.~P.M.
| Madison Albuquerque] Seattle
Slope = : Slope = : Slope = :
Azimuth=45° Azimuth=90°
Month| 0° 60° 90° | 0° 90° [30° 90° || Slope=43° Slope=90°
Jan 8 8 8 8 8 8 8 9-4 12-4
Feb 8 8 8 10 10 8 8 9-4 12-4
Mar 10 10 10 |10 10 (10 10 9-5 12-5
Apr 12 10 10 |12 10 {12 10 8-6 12-6
May 12 10 8 12 8 12 10 8-6 12-6
Jun 12 10 8 12 6 12 8 8-6 12-6
Jul 12 10 8 12 8 12 8 8-6 12-6
Aug 12 10 10 12 10 12 10 || 8-6 12-6
Sep 10 10 10 | 10 10 |10 10 8-5 12-5
Oct 10 10 10 10 10 8 8 9-5 12-5
Nov 8 8 8 8 8 8 8 94 12-4
Dec 8 8 8 8 8 8 8 9-4 12-4
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azimuth data were generated from 15 years of hourly measurements

rather than 23 years. The hours considered for these non-south

orientations are also listed in Table 2.1-1.

2.2 Derivation of Form for Correlation

From examination of graphs of ¢ vs. XC such as those in Figure
1.4-3 it was reasoned that the curves could be adequately repre-
sented by a family of hyperbolas, as in Figure 2.2-1.

A hyperbola with its center at (h, k) and its transverse axis
vertical is defined by:

(y—-k)2 _x- h)2

az bz

= 1 (2.2-1)

where a is half the length of the transverse axis and b is half the
length of the conjugate axis.

It is useful to define a parameter Xm as the lowest value of
XC at which ¢ = O:

_ IT,max

C . - [—
9=0 I

X =X
m

(2.2-2).

As indicated in Figure 2.2-1, it is assumed that the vertex of the
hyperbola coincides with me The possibility of relaxing this re-
striction is discussed in Section 2.5. The assumption is equivalent
to requiring that the slope of the curve is zero at ¢ = 0, and

specifies that h = Xm and k = -a in Equation 2.2-1.
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Replacing y with ¢ and X with Xc’ Equation 2.2-1 can be

rearranged into the following forms:

2
¢2+ 2a<b-—§-— (XC- Xm)2= 0 (2.2-3)
b
and
2 a2 2
¢ =~at+fa +—2 (Xc - Xm) (2.2-4)
b

The requirement that ¢ = 1 when XC = (0 can be applied to Equation

2.2-3, leadingito:

1 1+ 2
=5 = 2_~_%_ (2.2-5)

b aXm

Substituting this expression into Equation 2.2-4:
2

q/.Z XmA_ Xc
p=-at+ Ja" + (1 + 22) — (2.2-6)

m

The slope of the curve at any point is given by

(1 + 2a) (X - X))
a6 c . n (2.2-7)

Xy 2 v//Z - ¢
Xm a+(l+2a) <T>

At Xc = 0, thé slope of the curve should in theory be -1. However,

it is quite possible that a better overall fit to the data can be
obtained if the slope at XC = (0 is permitted to vary. To allow for
this possibility, a new parameter s is defined as the negative of

the slope at X, = 0:
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It is expected that s will be in the general vicinity of 1. Com-
bining Equations 2.2-8 and 2.2-7 with X, = 0, and solving for a:

sXx -1
m

a (2.2-9)

T 7 - sx
m

By definition, Xm'cannot be less than one. The limiting curve

for identical days is obtained from Equation 2.2-6 when s = 1 and

o =1-X (2.2-10)

Interpreting Equation 2.2-6 as a hyperbola,the parameter a
represents a distance, taken as positive, as shown in Figure 2.2-1.
From Equation 2.2-9, a is positive only for 1 < sXm < 2. The situa-
tion for sXm_Z 2 requires further attention.

Consider first the case where sXm.= 2, for which a becomes
infinite.

Substituting Equation 2.2-5 into Equation 2.2-3 and dividing

through by a:

2 X - X
9;—4— 2¢ - (%+2) <-—l“——-—-9 > =0 (2.2-11)

It is apparent that

X
Lim ¢ = <1 - §9 > (2.2-12)
m

a0
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Thus Equation 2.2-6 describes a hyperbola for 1 < sXm < 2 and a

parabola at sXm = 2. For sXm > 2 the equation can be shown to repre-
sent an ellipse, with the special case of a circle occurring at
sX_ =1+ y2,

m

To obtain a positive value of ¢ between 0 and 1, the square

root term in Equation 2.2-6 must be added when sXm < 2 and subtracted
when sva> 2. One way to ensure that the appropriate result is ob-
tained is to include absolute values in the expression. Thus, the

proposed form for the correlation is given by:

( 0, C—>—Xm
Lo XC 2
¢ = 4 <l_~f>a Xm= 2 (2.2-13)
m
// 2 A Xc” ’
I]a[ - v a 4+ (1+ 2a) <_Jng_ﬂg‘> otherwise
m

where a is given by Equation 2.2-9.

2.3 Empirical Correlation Procedure

Assuming s = 1, Equation 2.2-13 has only one degree of freedom,
Xm. A second degree of freedom can be added by allowing s to vary.
The first question to be answered is whether the equation is capable
of adequately representing the curves obtained from integration of
long~term weather data.

For each location and slope, for each hour of each month, a
non-linear regression program was used to find the values of Xm and s

which minimize the root-mean-square (rms) error of ¢, i.e., the
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standard deviation of the differences between the actual values of

¢ and the corresponding estimated values from Equation 2.2-13. This
procedure was repeated to find the optimum values of Xm alone when

s = 1. Thus two sets of optimum values of Xm were obtained: one

set corresponding to optimum values of s, and a second set when s = 1.
These values are optimal in the sense that they minimize the differ-
ence (i.e., the rms error) between values of ¢ obtained from many
years of weather data and values of ¢ obtained from Equation 2.2-13.
In the following pages, both sets of optimum values of Xm are de—

signated X

m,opt and are distinguished by specifying whether s is
E

variable or constant. The mean and range of optimum values of s
will be discussed later in this section. Values of Xm derived from
correlations to X are denoted X . X will be used to
m,opt m,est’. ~m,act
indicate the minimum value of Xm at which the actual value of ¢ is
less than 1 x 10—5. "Actual" values of Xm and ¢ are calculated from
many years of hourly horizontal data using Equations 1.3-12 and
2,1-1.

When X is used in Equation 2.2-13 to estimate ¢, the

,Opt
residual error is a minimum. Table 2.3-1 lists values of the mini-
mum rms error of ¢ for morning hours.from 8 A.M. to noon for a surface
tilted at 60° in Madison. Fach number in the table represents the
standard deviation of 25 to 50 observations, scaled such that ¢ varies
from 0 to 100. Allowing s to vary does decrease the errors, al-

though for most months and hours the improvement over the simpler

one-parameter model is small. The magnitude of the errors is essen-—



41

Table 2.3-1

Unavoidable error from the use of Eq. 2.2-13: Hourly Results

Madison, slope = 60°, azimuth = 0°, morning hours

2-parameter model: 1-parameter model:

X and S selected for each : S= 1; Xm selected for each

hour by non-linear regression |hour by non-linear regression

Minimum RMS Error in ¢ (%) Minimum RMS Error in ¢ (%)

Hour Hour

Month . | 8-9 9-10 10-11  11-12 189 9-10 10-11 11-12
Jan 1.12 1.21 :1.06 1.04 1.72 1.82 1.61 1.68
Feb 1.40 1.47 1.30 1.14 2.40 2.25 1.84 1.54
Mar 1.12 1.16 1.11 1.08 1.60 1.64 1.64 1.62
Apr 1.07 1.15 1.27 1.27 1.28 1.37 1.62 1.50
May 0.73 0.83 0.84 0.68 0.95 1.09 1.09 0.89
Jun 0.63 0.75 0.73 0.54 0.75 0.92 0.85 0.61
Jul 0.63 0.66 0.52 0.47 0.81 0.73 0.57 0.57
Aug 0.69 0.61 0.52 0.56 0.93 0.79 0.59 0.71
Sep 0.98 1.07 1.02 0.84 - 11.38 1.58 1.47 1.27
Oct 0.66 0.92 1.11 1.09 0.91 1.49 1.80 1.86
Nov 0.30 1.29 1.40 1.41 0.64 1.46 1.68 1.87
Dec 0.25 1.30 1.34 1.24 0.41 1.51 1.63 1.58




42

tially independent of time of day, but tends to be larger for winter

months than for summer months. Similar results are obtained for
afternoon hours and for other tilts and locations.

Table 2.3-2 lists the combined rms error for all hours and
months, using the one-parameter model, for each location and slope.
Apparently the form of Equation 2.2-13 is quite adequate, even when
s is set to 1, provided that an adequate correlation for Xm can be
found.

The optimum values of Xm‘and s, or of XmAalone when s = 1, were
examined using MINITAB (23), a linear statistics program. The pro-

cedure followed in correlating Xm is outlined briefly in Table

»Opt
2.3-3. 1In general, a table of correlation coefficients between all
pairs of parameters was generated. Only correlation coefficients

to Xm,opt are shown in Table 2.3-3. A single~parameter estimate of
Xm,opt was then found by linear regression, and a table of correla-
tion coefficients was generated between all parameters and the error
from the single-parameter model, (Xm,opt - Xm,est)' Plots of the
error versus any parameter of interest could be generated. This in-
formation was used either to suggest modifications to improve the
single-parameter model, or to suggest a second parameter to add to
the model. In either case the procedure was then repeated. Consid-
erable trial-and-error was required, since the best one-parameter
model does mnot necessarily lead to the best two-parameter model.

Table 2.3-4 lists a number of models constructed in this manner for

a subset of the dats.



Table 2.3-2

Unavoidable error from the use of Eq. 2.2-13: Annual results
l-parameter model: Xm selected for each hour by non-linear
regression; S = 1. Combined results for all hour receiving any

insolation whatsoever

Minimum r.m.s.

Location Slope Azimuth error in ¢ (%)
Albuquerque 0° 0° 1.09
Albuquerque 90° | 0° 1.29
Madison 0° 0° 1.01
Madison 60° 0° 1.42
Madison 90° 0° 1.50
Seattle 30° 0° 1.39
Seattle 90° 0° 1.29
Madison 43° 45° 1.10

Madison 90° 90° 1.35
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Table 2.3-4
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Linear estimation of Xm (optimum S)

Data from Madison 0°, Madison 60°, Albuquerque 0°, Albuquerque 90°

X =1.13+0.222 Rb/IE
X =0.751+0.456 R/k

X =0.731+0.487 Rcos8/k

X =0.534+0.146 Rb/iZ+o.423/"1€
X =1.07+0.490 R/k-0.665 Rk

X =1.05+0.523 Rcos§/k-0.667 Rek

X =1.50+0.869 R/k-1.05 R-0.255/k
X =1.13+0.554 Rcosd/k-0.757 Rk

-0.0694 cosB/k

X =-0.252+0.917 R/k-1.13 R-0.300/k

+:1.89 cosS

Correlation
RMS coefficient
Error between
of Xm Xm,opt and Xm,est
.2058 . 883
.1844 .907
.1809 .911
1497 .940
.1351 .95%
.1299 .955
.1308 .954
.1203 .962
.1196 .962
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The usefulness of this approach depends on the observation that

although the rms error in estimating Xm is not linearly related

,O0pt
to the rms error in estimating ¢, it generally provides a reliable
indication of the trend, i.e., models which estimate Xm,opt more
accurately generally lead to more accurate estimates of ¢ as well.
This relationship is shown in Table 2.3-5.

The parameter s was found to have an average value of about 0.97
and a standard deviation of about 0.12. Attempts to correlate s met
with little success, as Table 2.3-5 indicates. Adding a fourth term
to an equation for Xm is more advantageous than adding a second term
to an equation for s. Since setting s to 1 also makes very little
difference, s was abandoned as a useful variable. This leaves Equa-
tion 2.2-13 with a single degree of freedom.

The procedure outlined above allowed a large number of possible
correlations for Xm to be examined quickly and inexpensively. Tables
2.3-6 and 2.3-7 list a number of correlation attempts. Models con-
taining the parameter Vbd (defined by Equation 1.4-6) look promising
in Table 2.3-7, but were abandoned (perhaps prematurely) on the basis

of the data presented in Table 2.3-8. The model selected for further

investigation is the one given last in Tables 2.3-6 through 2.3-8:

X =C + czfa/Ez - C4 (cosB) /"122 - C, %/ (cos§) (2.3-1)

Using data from four months of the year, with XC varying in

increments of 0.1 from XC = 0.05 to Xc = minimum (X 2.45),

m,act’

the constants in Equation 2.3-1 were evaluated by non-linear re-
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Table 2.3-6

Linear estimation of Xm (8 = 1) excluding Seattle data

Data from Madison 0°, 60°, 90°; Albuquerque 0°, 90°

Correlation
coefficient
rms between
error Xm,opt and
Model of Xm Xm,est
X_ = 0.739 + 0.506 R/% .2556 .884
X = 0.766 cosS + 0.508 R/ .2525
X = 1.07 + 0.163 R/E .2203 .915
X_ = 1.06 + 0.174 Reosd/k" .2161 .918
X = 1.04 + 0.186 R(cos8) 2 /K> .2140 .920
X = 1.11 + 0.558 R/K - 0.847 R'K .1994 .931
X =1.08 + 0.598 ReosS /K — 0.854 Ric .1955 .934
X =1.20 + 0.163 R/KZ - 0.237 cosB .1933 .935
Xm = 1.18 + 0.175 %cosS/EQ - 0.222 cosB/(cosG)2 .1869 .940
X_ = 0.165 R/EZ - 0.235 cosB + 1.24 cosd .1858
X = 1.17 + 0.187 ﬁ(coss)z/‘iz - 0.240 cosB .1852 941
X = 1.13 + 0.181 E/‘Ez - 0.659 (cosB)/E2 .1811 .943
Xﬁ;=—0.794+—0.l66ﬁ}kz-—O.ZBl cosB+ 2.05 cosS L1845 .941
X_=1.19+0.559 R/K - 0.772 ReE- 0.219(cosB) /(cosd) .1689 .951

X_=1.99+0.147 R/K*~0.0800(cosB) [kP-1.14%/ (cos8) * . 1446 964



Table 2.3-7
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Linear estimation of Xm (s

1)

Data from Madisonm 0°, 60°, 90°; Albuquerque 0°, 90°; Seattle 30°, 90°

Cl + C2 R/k
C, + C, RjEZ
1 2
~ 9 cosP
Cl + 02 R/k + C3 'EZ
cosfP

2
3 k

c, +¢ R/kK“+C, =2 +¢C

k

4 (cosﬁ)2

Correlation
coefficient
rms between
error X ont and
of X »OP
m m,est
.566 .835
.513 .841
.541 .850
.508 . 869
. 419 .913
.368 .922
.368 .922
453 .879
445 .883
. 387 .913
. 343 .933



Table 2.3-8
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Estimation of ¢

¢ calculated for 4 months only:

January, April, July, October

RMS Error in ¢ (%)

Albuquerque  Madison

Model 0° & 90° . 0°, 60° & 90°
C .
_ 1 1 - cosB
X =— +0, [ Vgt o (—~—-—-—-—~2 )} 1.92 3.45
K
R ~_
X =G +C,—+ Cy Rk 1.34 2.88
R cosf i
Xy =6 T8 g2+ 0y 12 6 782 1.18 2.12
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gression to minimize the error from Equation 2.2-13. The evaluation

was done for all locations combined, and repeated for each location

independently. For the combined data the following results were ob- '

tained:
Cl = 1,856
CZ = 00,2024 (2.3-2)
C3 = (0.0980
CL}. = 1,053

Using these comstants, the error was re~calculated for a few loca-
tions and slopes, and calculated for the first time for the data
for non-south-facing surfaces. The results of these operations are
summarized in Table 2.3-9. Large errors in Seattle occur primarily
in winter months, particularly near sunrise and sunset, when radia—
tion levels are unusually low. The results for azimuth angles other
than zero are not entirely satisfying but are at least encouraging.
The constants C, and C4 in Equation 2.3-1 are strongly corre-

1
lated with each other (r = 0.97). Setting Cl to zero and re—evaluat-
ing the constants for a 30° surface in Seattle increases the rms
error to 4.56%. From the values of Cq and C, obtained by fitting each

location independently, the relationship between them is found to be

approximately

The value of Cl is lowest for Albuquerque and highest for Seattle,

suggesting a possible linear relatiomnship to 1/k. Unfortunately,

substituting these conditions into Equation 2.3-1 yields a negligible
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Table 2. 3-9

Effects of Location and Azimuth Angle

Model: X =C + Cz%— Cy C_";B - c4———kw—5
n k k (cos8)
RMS Error
Best fit of constants for: in ¢(%)
Albuquerque 0°, 90° 1.18 Rb > 0 throughout hour
Madison 0°, 60°, 90° 2.12 throughout month
Seattle 30° 3.06 > Zero azimuth
Seattle 90° 2.78 January, April, July, October
XC in increments of 0.1
All combined 2.96

Civen constants for best overall fit:

~

X_ = 1.856 + 0.2024 “5 - 0.0980 %8 1.053 —E—
k k (cosd)
RMS Error

Location Slope Azimuth din ¢(%)

Madison 69° 0° 2.70 R > 0 throughout hour
Seattle 30°,90° 0° 3.43 throughout month
Madison 43° 45° 3.99 All months

Madison 90° 90° 4,22 X, in increments of 0.05



53

decrease in the overall error, as shown by the first equation in Table

2.3-10,

The second equation in Table 2.3-10 is a modification of Equa-
tion 2.3-1 which could not be examined by linear regression using
MINITAB. Again, no improvement was found.

Using MINITAB, the nature of the error in estimating Xﬁ with
Equations 2.3-1 and 2.3-2 (i.e., Xm,opt - Xm,est> was examined for
each location and slope. The correlation coefficients and mean bias
errors presented in Table 2.3-11 suggest that the constants obtained
from the combined south-facing data represent compromise between
the vertical surface in Seattle and all other data, and that the non-
zero azimuth results might be better approximated if the 90° surface
in Seattle were eliminated from the correlation.

On this basis the constants of Equation 2.3-1 were re-evaluated
by non-linear regression for all south-facing data except the verti-
cal surface in Seattle. Errors for the orientations excluded from
this evaluation were then computed. The results are presented in
Table 2.3-12. In effect, the accuracy of the predictions for
Seattle 90° has been sacrificed to improve the accuracy of the pre-
dictions for non-south~facing surfaces. Further justification for
the procedure will be provided in the following section.

Finally, the constants were evaluated for thecsix sets of data
for south-facing surfaces, excluding Seattle 90°, for all twelve
months. Again, all hours between 6 A.M. and 6 P.M. for which Ry is

positive throughout the hour throughout the month were considered.
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Table 2

.3-12

Final Correlation Data and Results

Data: Albuquerque 0°, 90°; Madison 0°, 60°, 90°; Seattle 30°
Azimuth = 0; .4 months: January, April, July, October
All hours between 6 AM and 6 PM for which Rb > 0 throughout
hour thorughout month
Total, 4003 observations.
Results: X = 1.871 + 0.1699 %= - 0.0620 £25B _ 1 o45. K
—_— m —2 —2
& k (cos9)
RMS error of ¢ = 2.73%
Azimuth Location Slope RMS error of ¢(%)
0° Seattle 90° 4.96
45° Madison 43° 3.43
90° Madison 90° 3.19
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For computational reasons, values of XC were taken in increments of

0.2 rather than 0.1. A total of 6329 observations were included in
the regression. Repeating Equations 2.2-9 and 2.2-13, the final

correlation is given by:

0, X >X
c—™ m
X 2
= ¢ <l - ——5> X =2
¢ X > Tm
m
2 Xm - Xc 2
\ !al - a” + (1 + 2a) <—————X———-— otherwise
™
Xm -1
where a = —2*—':—3(‘;— (2.3—4)

and X_ = 1.85+ 0.169 R/EZ - 0.0696 (cosp) /K% - 0.981 k/(cos8)?

2.4 Correlation Results and Comparisons

The values of k andifi used in developing Equation 2.3-4 are
long-term averages calculated from the hourly weather data used to
calculate ¢. In practice, however, the correlation will be used
with k andiii estimated from the monthly-average daily clearness
index, K, by Equations 1.4-2 — 1.4-4 and 1.3-8 - 1.3-13. It is
important to determine how the accuracy of the present correlation
is affected by the use of these estimates. It is also instructive
to compare the present correlation with the more complicated expres-—

sion for ¢ presented by Huget (Equation 1.5-6).
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Using published (6) values of K, the parameters k andvfi were

calculated using the equations listed above, and were used with
Equation 2.3-4 to calculate ¢. Figure 2.4-1 shows ¢—curves obtained
from long-term weather data and from the two correlations for a few
sets of conditions. 1In practice, additional uncertainty enters
through the need to estimate Xc' Estimates of Xc for use in Equa-
tion 2.3-4 were obtained from the "actual' values used previously:

I

e ca C

T
T,est

Xc,est - Xc,act IT,act/IT,eSt (2.4-1)

Estimates of-fT and XC are not required for the correlation of Huget,
since calculation of E& is built into the equation and the critical
level enters as Icffo.

Table 2.4~1 lists the mean bias error and the standard devia-
tion of the error (i.e., rms error) in estimating ¢ for each loca-
tion and slope. A positive mean bias error indicates that on the
average, over all months, hours, and critical levels considered, ¢
is underpredicted. Results are presented for the present correla-
tion using actual long-term averages of k and.fT, and for both the
present correlation and Equation 1.5-6 using appropriate estimated
values.

For the present correlation, the use of estimated rather than
actual radiation parameters significantly increases the uncertainty
for steeply tilted surfaces. For horizontal or slightly tilted sur-

faces the effect on the uncertainty is small and may either increase



Madison 60° June

SRESENT CORRELATTON, HOURS TZ=1—ANB—3—+
.00 .50 1.00 1.50 2.00 .50
1.0 n||nu|n||||||u|||u;nn|||‘ng||u|nn||n.2| §-U
E—_ ———= Actual —E
.8;_- —__.8
5__ Correlation -:._
.85_— —58
| T 3 E
‘! 0-— ‘4;- ~—:v.‘4
! 3 L34 E
| -2 P - 4.2
| - 12-1 N -3
-0||H||II||I|II‘IIH|I||\I‘- AEEARNERRRNERARN 1
.00 .50 1.00 1.50 2.00 2‘58
| .
\ A XC

HUGET CORRELATION. HOURS 12-1 AND 3-4

.00 .50 1.00 1.50 2.00 2.50
1.0 llllllI.I||||||Ill||llll|ll|||l||l|llll|ll|I|llll q-,o
-8;-— ———— Actual _-; 8

\ - Correlation <3
6F 4.5

| = F 3
| - 4E .4

: - ' - -
~ 2F 7N 3.2

11 - 12-1 S K

\ 0|||llnnlnnlunlnu nl'nnlunlnnlnu':
w .00 .50 1.00 1.50 2.00 2.58

XC

Figure 2.4-1: Comparison of Correlations with Long-Term
' Weather Results.



Madison 60° December

PRESENT CORRELATION, HOURS 12-1 AND 3-4

.00 50 . 1.00 1.50 2.00 2.50.
l'O_llll||l]l|llll|llI!|I|l||||ll|l!|v1|||ll|llll]llll:?'o
3 ~——— Actual e
B .8
= N Correlation
e ~ . -
B \\\ 1.6
T 3 ™ 1 E
TR 3 [N Ty ER
= 12-1 NI E
-2": - \\‘ \\\\ -2
.0:7|ulnnlnnlnnlnnl||nlnnll\cTHH.L e
.00 .50 1.00 1.50 2.00 2 58
XC

HUGET CORRELATION, HOURS 12-1 AND 3-4

.. .00 .50 1.00 1.50 2.00 2.50 .
1'0Tllllllll|Il|l|llll|llll|llll|ll|l|_|lll|llll|llll§'D
E_— === Actual ERE
BE N\ -4.8
F N\ Correlation -
,.6:-— \\ -:-:.-46

b ~ -

—t o ~ -
o 4 NS an 3.4
2F 12-1 7 Xy TVII: 3.2

-Oz-lllllllIIIIIII'Itlll‘llllllllllllll'l\ll\l"‘lt-l-J. '
.00 .50 1.00 1.50 2.00 2.58

XC

Figure 2.4-1 (continued)




61

Seattle 90° June

—PRESENT CORREEATIONSHOURSTZ=F AN 3=

-O

.50 1.00 1.50 2.00 2.?00

TTITTT T vy rr iy ey vy vy preTirrTrig i .

1.0

- Actual

.8 .8

Correlation

PHI

N
N
N

'|'lll|l|l'lllllll‘l'l'l'llvl'l‘(ll‘l -'Q

et bida bl b dbane e adat

N
(RERRERRARERENENRE NN, KRR NNENAENENENNEN)

. .50 1.00 1.50 2.00 2.58

XC

e

.0k

o
O

HUGET CORRELATION, HOURS 12-1 RAND 3-4

.00 .50 1.00 1.50 2.00 2.§q0

‘ O RN RN RN R R RN AR RRN RARRERRREREN

———— Actual
.8

Correlation

PHI

N
N
~
~
~

AR EENRAAREREERNEE T S LlllllI|I|I|l|l|||||ll’58

.00 .50 1.00 1.50 2.00 2.

"'l!'llllll'll"|'|||ll'll'lll|'|ll
lxluIJxlxl|||‘|l1|:lllth|||ll|h|| u

-

.0

XC

Eigﬂre'zyéfl '(;qn?}nued}



Seattle 90° December

62

"PRESENT CORRELATION, HOURS 12-1 AND 3-4

1.0

PHI

.0

HUGET CORRELATION. HOURS 12-1 AND 3-4

.00 . .50 1.00 1.50 2.00 2.50
1.0 lll]llll]!lll|llIl|ll'Illllllllll“lll]llll;llll:§'0
F ———— Actual ?
.BF 1.8
. Correlation i
| 6F 5.6
T 3 i
a AE .4
2f .2
J]inntlnwﬁnllntsillcl}la|nllx||I|1||I||||I||||I|||ﬁ
.00 .50 1.00 1.50 2.00 2.50
XC
Figure 2.4-1 (continued)

00 .50 1.00 1.50 2.00 2.?0

UL SR R N N N R R A RN AR RN R RN RRRRE 1.0

- ———— Actual =

- Ny ' .8

; Correlation é

;' \\\\ W ‘__:-6

;_' \\\\1\\\\\ /3-—4' —_-;

:_' ) \\\\ N\‘s\\ ‘_5-4

2 1212 -3

hl:lllllll||tll||||l|||{'||||l||||||nnllitlallllﬁ .

0o .50 1.00 1.50 2.00 2.58
XC




63

uo

T1BT9110) 198nYH

60°L LT°T- 259 [A%NrAn 12°¢ 66°0- LLYT 206 UoSTPBR 206
S0 ¥ 90°'T 5y €6°1- 8€°¢ 9,70~ 8L0% oEY UOSTPEW 0S¥
A 0T ¢ c9°¢ 18°¢ €6y 0L°T 019% -06 9T33888 o0
90°¢ YA 7S¢ 9T°T 7L°¢ 9T'T 8CTS o 0¢ @T33E"§ o0
€e ¢ 780 71y (AN €ee 9¢°0 gTyy 006 UOSTPER o0
¥6°'y 70°1 LS°€ €70 0z°¢ €270~ 6LG% .09 UOSTPER o0
8C°¢C ¢L°0 7L'T Ly 0~ T0°¢C 9%° 0~ L6LY o0 UOSTPEK o0
GL Y 06¢°1 9"y 18°0- 2 AN A 06€£€ .06 onbisnbnqry o0
9%°T z0°T 78T  Ty'0—-| 8S'T g€ 0- LY8E o0  °nbxenbnqly o0
xoxxd (%)¢ IO Toxxqd (Z)¢ 30 101xg (%)¢ 7o | sSuoTIBAISS]O 2doTg UOTIBDOO0TT YINWIZY
SuX Ioxxdq SmI Ioxayg SuIT I011y Jo #
SBTIg se1qg seTq
uesl | L uesy | uBay
” 3 PeIBWIISH xX¢ Hnm.vmumaﬂumm NnHwa T8N0V
| (9-6*1 °bxE) (9—g*7 °bg) uvorieTaa10) JUSSVIJ

s1Inse1 IsyieoM Wial-SuOT PUBR SI[NSDI UOTIBTSIL0D IO uostaeduo)d

T-¥°7 °T19BL




64

or decrease the rms error.

The first six lines of Table 2.4~1 represent the data used in
evaluating the constants of the present correlation. For this data,
Equation 2.3-4 is consistently slightly more accurate than Equation
1.5-6. The comparison is not entirely fair, however, since Equation
2.3-4 was specifically fitted to this data while Equation 1.5-6 was
not. The present correlation (Eq. 2.3-4) is more accurate for two

~of the three remaining lines in the table.

Perhaps more significant is the correspondence between the un-
certainties of the two methods. To a good approximation, the rms
error of one method could be used to predict the rms error of the
other method. The consistency of this relationship for the three lo-
cations considered suggests that the same may hold for other locations
as well. The relative accuracy of the two methods for other loca-
tions has not been examined, but very similar accuracy can at least
be expected.

The rms errors reported in Table 2.4-1 are somewhat misleading,
since large errors are generally observed for hours near sunrise and
sunset when the amount of emergy involved is small. This is shown
by Table 2.4-2, which gives rms errors of the present correlation for
each morning hour of each month for a vertical south-facing surface
in Albuquerque. Similar patterns are obtained for afternoon hours
and for other slopes and locations.

An energy-weighted comparison is provided in Table 2.4-3. For

this comparison, the same values of T, were used throughout--

T,est
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Table 2.4-2

rms errors (%) of present correlation for a vertical south-facing

surface in Albuquerque

Time (A.M.)
Month 7-8 8-9 9-10 10-11 11-12
Jan - 3.9 3.0 2.6 2.1
Feb 6.1 4.9 4.0 3.1 2.5
Mar 4.6 3.6 2.8 2.0 1.1
Apr 3.4 3.0 2.8 2.1 1.3
May - 4.5 3.6 2.9 2.2
Jun - - 1.9 1.6 1.3
Jul - 3.8 1.5 0.6 0.3
Aug 1.2 3.0 1.6 1.3 1.2
Sep 5.0 2.6 1.8 1.6 1.9
Oct 17.0 6.7 3.6 2.7 2.4
Nov - 11.7 4.9 2.6 2.0

Dec - 8.5 3.4 2.4 1.9
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the ones calculated as outlined above, not the ones given by the de-

nominator of Equation 1.5-6. All energies are given in Watts per
square meter. The uncertainties estimating‘fi alone are included
in the table. These values are somewhat inflated by occasional
small (+ 0.01) discrepancies between the published value of K used
in this comparison and values obtained from the hourly data used to
calculate ¢act’
The most striking feature of the data in Table 2.4-3 is the
very strong relationship between the uncertainty of'fT¢ from either
method and the uncertainty of-fT alone. It should also be noted that
for all locations and slopes examined, the present correlation is
slightly more accurate than Equation 1.5-6 in estimating‘fi¢, which
represents either utilizable or unutilizable energy depending on the
definition of Ic' These differences, however, are quite small, and

may be reversed for other locations. The primary advantage of the

present correlation is its simplicity.

2.5 Recommendations for Further Work

As shown in the previous section, the present correlation is
slightly move accurate (i.e., closer to results obtained from long-
term hourly horizontal radiation measurements) than the best method
previously available, at least for the locations used in developing
the present correlation. The strong similarity in the rms errors of
the two methods suggest that this relationship may hold for other lo-

cations as well. Verification of the accuracy of the present correla-
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tion for other locations would be desirable.

The possibility of giving Equation 2.2-13 a second degree of
freedom by allowing the slope of the curve at XC = (0 to vary was
discussed in Section 2.3. If a second degree of freedom is
deemed necessary, an alternative which might prove more fruitful
is to allow the slope of the curve at Xc = Xm to vary. This can be
accomplished as shown in Figure 2.5-1. The equation for this curve

is given by:

/ (X - X_.) l
- - o -4 - ¢ m2
) !al .\ (1 a) [l a sz + = ]
m2
x . - %)% - %% +x
m2 ™ m2 me 9.5-1
a = 2 2. (2.5-1)
(XmZ - Xm) - Xm2 + ZXmZ

where Xm and Xm are defined as indicated in Figure 2.5-1.

2

Preliminary investigations using this equation indicate that
caution is required in finding optimum values of sz. The sum of
squares function apparently has local minima at sz = Xm and sz =
Xm 4+ ~ 0.5. The latter is usually but not always the better of the
two, and the value found by non-linear regression is not necessarily
the better of the two. The minimum possible error from this equa-
tion is just slightly lower than the minimum possible error from the
two-parameter model previously discussed. No attempt has been made
to correlate sz.

Equation 2.2-13 could presumably be used just as well to cor-

relate.E, the daily average fraction of incident energy above a daily



0,0)

Figure 2.5-1: Alternative Form for Correlation of ¢
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average critical level. A different form might be required to cor-

relate the daily equivalent of Xm, but the form and methods des-
cribed in the present work should at least provide a useful point
of departure. In the present correlation the effect of azimuth
angle enters solely through the term E (i.e., T&/f) and adequate

results are obtained. Similarly, the effect of azimuth angle on ¢

may be adequately represented by the daily equivalent,'ﬁ&/ﬁ.
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Chapter 3. Photovoltaic Design Methods

3.1 Introduction

The present work began as an investigation into methods for
predicting the long-term average performance of photovoltaic systems
from system characteristics and monthly-average weather statistics.
The type of system considered and the control strategy assumed in
this study are discussed in Section 3.2. The development of correla-
tions for estimating system performance is based on comparisons with
hour-by-hour simulations. Hourly simulation programs are discussed
in Section 3.3.

The problem of predicting photovoltaic system performance can be
divided into three parts. First, the monthly-average efficiency of
the photovoltaic array is required. Methods for estimating this
average array efficiency have been developed by Evans (8, 9) and
by Siegel (24). The equations proposed by Evans (8) are provided in
Section 3.4. Once this electrical conversion efficiency is known,
the total electrical energy generated by the array can be calculated.

Second, it is necessary to determine the fraction of the energy
that can be used directly by the load. This depends strongly on the
distribution of the load over the day, and can conveniently be ap-
proached by the method of hourly utilizability. This led to an in-
vestigation of methods for estimating hourly utilizability, the re-
sults of which are presented in Chapter 2. The use of the hourly

utilizability function for predicting the performance of photovoltaic
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systems without energy storage is also described in section 3.4.

This is a straightforward extenéion of a method proposed by Siegel
(24) for estimating the performance of systems without storage ex-
posed to a constant 24-hour load, using the daily utilizability
function.

Energy generated in excess of the requirements of the load may
be dissipated, sold to a utility, or stored in a battery for future
use, depending on the system. In a system with a storage battery,
energy must still be dissipated (or sold) when the battery is full;
in general, not all of the energy available for storage can ultimately
be used. In Section 3.5 an empirical correlation is proposed for
estimating the effect of adding a storage battery to a photovoltaic
system. This correlation, in conjunction with the equation for
system performance without storage given in Q@ction 3.4, can be used
to estimate the overall performance of photovoltaic systems with
storage, given any load profile.

The accuracy of the complete design method is examined in Sec-
tion 3.6. A sample calculation is provided in Section 3.7. Recom-

mendations for further work are given in Section 3.8.

3.2 Photovoltaic Systems

The type of system modeled in the present study is illustrated in
Figure 3.2-1. The flat array of photovoltaic (PV) cells is passively
cooled, and is required to face south since the methods for estimating

monthly-average array efficiency discussed in Section 3.4 were de-
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veloped for south-facing surfaces.

The power conditioning equipment must include a maximum power
tracker, an electronic device which continuously adjusts the voltage
across the array to maximize the power output of the array. For a
maximum power tracking array, the instantaneous electrical conversion
efficiency, Ng» can be treated as a linear function of PV cell temp-

erature:

ng=n, [1-8T, - TI] (3.2-1)

where Tc is the instantaneous cell temperature, n. is a reference
efficiency at a specified reference temperature Tr (often 28 C), and
B is a temperature coefficient dependent on the cell composition,
roughly equal to 0.005 C_l for silicon cells. Values of Ngs Tpo and
B should be obtained from manufacturer's data.

The power conditioning equipment also includes voltage regula-
tors, control logic, and an inverter for converting d.c. power from
the array or storage battery to a.c. power. In the present work
the efficiencies of the maximum power tracker, nmp, and of the re-
mainder of the power conditioning equipment, npc, are treated

separately and are both assumed constant. The total instantaneous

electrical energy generated by the array is given by:

E = ACGTTT] Ul

e mp (3.2~2)

where AC is the total PV cell area, G is the instantaneous incident

insolation per unit area, T is the transmittance of any protective
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glazing not included in the determination of the reference effic-

iency, and Ne and nmp are defined above.

The storage battery in Figure 3.2-1 represents a coliection
of lead-acid cells connected in series and in parallel. The bat-
tery is considered to be charged only by the array, never by the
auxiliary power source. Priority is given to meeting the load; the
auxiliary power source is used only when the battery is empty, and
the battery is charged only when the entire load is met by the array
and excess power is available.

The major inefficiency in using a storage battery is due to the
higher voltages encountered when charging than when discharging,
and depends on the typical charge and discharge rates at which the
battery is operated. Based on extensive computer simulations using
detailed battery models, Evans et al. (8) recommend using a constant
average battery storage efficiency, Ny » of about 0.87 for lead-acid
batteries.

The shape of the load profile can-have a significant effect on
system performance. The load is taken as a known input for each
hour of the day, and is assumed to be repetitive from day to day.
Evans et al. have examined the effect of random fluctuations about
an average base load, and have found tﬁat monthly-average system per-
formance is remarkably insensitive to such.fluctuations. Thus the
assumption of a smooth and repetitive diurnal load profile appears

justified.
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3.3 Computer Simulation Models

Detailed computer programs currently exist (11, 16) for pre-
dicting PV system performance from hourly meteorological data. All
of the computer simulations reported in this chapter were performed
using TRNSYS (16), a general simulation program for solar energy
systems. The photovoltaic system components now available in TRNSYS—-
a thermal/photovoltaic collector, a regulator-inverter, a storage
battery, and a combined electrical subsystem--were provided by
Evans et al. (10). The combined thermal/photovoltaic collector
model was used in its simplest mode, with thermal collection turned
off and with the collector thermal loss coefficient, U , and cover
transmittance, T, assumed constant.

The battery model, in its simplest mode of operation, multiplies
incoming power by a constant battery efficiency without calculating
currents and voltages. For purposes of the present study, a modest
decrease in the expense of simulations was achieved by writing a
combined regulator-inverter-battery subroutine comparable to the
simplest modes of the battery and regulator-inverter models supplied
by Evans. A listing of this subroutine is provided in Appendix B.
The regulator in this subroutine differs from the regulator model
supplied by Evans in that energy quantities within a single timestep
can be partitioned between storage and dump or between storage and
auxiliary if the battery is nearly full or neérly empty at the be-
ginning of the timestep. Evans's regulator treats energy to or from

the battery as an indivisible lump sum over a single timestep, in
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order to minimize the need for iterative calculations when a more

complex battery model is used. The effect of this difference be-
tween regulator models is greatest when the battery capacity is small
relative to both electrical generation and electrical demand and
when the timestep is large. A comparison between the results of the
two simulation models is shown in Table 3.3-1. 1In this table, and
throughout this chapter,'i'represents the average daily load, D re-
presents the average daily energy dissipated (or not collected, or
sold to a utility) when the storage battery is full, and f represents
the fraction of the load met by the photovoltaic system. BC is the

battery storage capacity, and E is the average daily electricity

generated:

T =1
B = N ho%rs AcItTnenmp (3.3-1)

where N is the number of days in the month.

Results are shown for two timestep sizes, t = 0.05 and t =
0.5. The twd:models yield very similar results with the shorter
timestep. The present model is nearly unaffected by increasing the
length of the timestep. A half-hour timestep was used in all simu-
lations described in this chapter. In order to avoid the expense
of simulating multiple years of operation, the Typical Meteorological

Year (TMY) data base (27) was used for all simulations.
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Comparison of simulated models

At = 0.05 At = 0.5
DA £ DL £
Present model 0.129 0.488 0.130 0.488
Evans model 0.127 0.489 0.123 0.493

System: Madison, January TMY data

[v5]

_c
L
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3.4 Previous Design Methods for Photovoltaic Systems

Of an instantaneous of hourly basiy, the photovoltaicelectrical

conversion efficiency, N can be treated as a linear function of PV

o>
cell temperature as given by Equation 3.2-1, provided that the
associated control equipment includes maximum power tracking cir-
cuitry. From this equation and an energy balance on the array,
Siegel (24) and Evans et al. (8) have derived approximate equations
for the monthly—-average array efficiency,'ﬁe. Both equations are
limited to south-~facing arrays, and both agree well with simulation
results obtained using Equation 3.2-1 on an hourly basis. The equa-
tion given by Evans et al. has been used in the present work be-

cause it is computationally simpler and because it can be used iter-

atively to improve the accuracy of the prediction:

_ Cetla = ny) X .
n=nr[l-6-————~u—————— + T, -T. +3°C (3.4-1)

L

1.0.789 + 2.996 K MJ/mZhr
X = B ) (3.4-2)
0.219 + 0.832 X kW/m

and

2

-4
Cp=1.-1.17 x 107" (S_ - 8) (3.4-3)

Here S is the collector slope, and Sm is the optimum slope for

the month, given in Table 3.4-1. T, is the monthly mean ambient temper-

ature, 0 is the solar absorptance of the PV cells, and UL is the



Table 3.4-~1

Optimum Slope (Sm) of South-facing Arrays for use in Equation 3.4-3

%
Sm (degrees)

Month

Jan L+ 29
Feb L+ 18
Mar L+ 3
Apr L - 10
May L = 22
Jun L - 25
Jul L - 24
Aug L~ 10
Sep L~ 2
Oct L+ 10
Nov L + 23
Dec L + 30

*], is Latitude (Degrees).
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thermal loss coefficient of the array. The reference efficiency in

the term {o - nr) serves as a first approximation of Ng» and a
slight improvement in accuracy can be achieved by substituting
(o —'ﬁé) for (o - nr) and repeating the calculation. In general,
however, the thermal loss efficient, UL’ and the solar absorbtance,
o, will not be known with sufficient precision to justify iteration.
Evans et al. provide recommendations for estimating the ratio UL/u
from manufacturer's data.

Once the monthly-average array efficiency is known, the average

daily d.c. power generation can be calculated:

E=AHRTAN, (3.4-4)

Evans et al. (9) have prepared a set of graphs for predicting
the solar load fraction met by a photovoltaic system with energy
storage for 41 load profiles. Table 3.4-2 provides a comparison
between this graphical method and TRNSYS simulation results. While
the accuracy of the graphical method appears to be quite satisfactory,
an analytical method suitable for computer implementation is desirable.

Assuming a constant 24-hour load, Siegel (24) has applied the
monthly-average daily utilizability approach to estimate system per-

formance. A critical insolation level, H is defined as the radia-

C,

tion level at which the rate of electrical energy production is just

equal to the daily demand:

LE
H =— = =% (3.4-5)

=
o
|
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Comparison between design method of Evans (9) and TRNSYS simulation

Month
Jan
Feb
Mar
Apr
May
Jun
Jul
Aug
Sep
Oct
Nov.
Dec

Year

System:

Evans et al. (9) (see Table 3.5-2)

Evans
.26
.36
.50
.62
.66
.69
.71
.69
.55
A2
.28
.19

.49

Hl!nm

Solar Load Fraction

TRNSYS
. 26"
A1
.54
.56
.67
.67
.68
.58
.55
.49
.28
.22

.49

Bc _

= =

Evans TRNSYS
.29 .29
.46 .46
.71 .75
.87 . 84
.91 .93
.96 .93
.96 .97
.94 .93
.82 .83
.60 .62
.32 .32
.23 .23
.67 .68

Seattle, slope = latitude, "Unimodal Load #6" from
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The value of the monthly-average daily utilizability function, ¢,

calculated (28) from this critical level is the fraction of the
electrical power which must be dissipated in a system without stor-
age or utility feedback capabilities. The monthly-average rate at
which energy is dissipated from such a system is given by

DO = ACHTT nenmp ¢ =E ¢ (3.4-6)

and the solar load fraction without storage, fo, is given by
£ =AHTnN N (1-9)/L=EQ1-¢)/L (3.4-7)

In a system with battery storage, energy is dissipated only
when the battery is full. Siegel has proposed a correlation for
estimating the actual rate of energy dissipation in a system with
storage,-ﬁa, as a function of the dissipation rate without storage,
'56, and the ratio of the battery capacity to the average load,
Bcff.* The monthly solar load fraction with storage is then given

by
f = fo + nban(Do - Da)/L (3.4-8)

This method for predicting system performance is limited to systems

exposed to a constant 24-hour load profile. A comparison between this

*The battery storage capacity has wmits of energy (e.g., Watt-hours).
Since the average load has units of power, the ratio B_/L has units
of time, and must be expressed in days. Alternatively, the storage
capacity can be considered a daily quantity, e.g., Watt-hours per
day, in which case BC/L is a dimensionless ratio.
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method, the graphical method of Evans, and TRNSYS simulation results

is provided in Table 3.4-3. The accuracy of the two design methods
is quite similar--both yield rms errors between 2% and 3Z%.
For systems without storage, hourly utilizability can be applied

in a straightforward manner to extend the method of Siegel to allow

prediction of system performance for any load profile. For the ith

hour of the day, a critical level can be defined in terms of Li’ the
average load for that hour:

L.
i

Ic,i = o (3.4-9)
cTnenmpnpc

The fraction of insolation received at a rate exceeding this
level, ¢i’ can be calculated by methods described in Chapter 2. The
monthly solar load fraction without storage is found by summing

hourly results over a typical day of the month:

£ = [i ATy 4T = 6 |/ ¢ L) (3.4-10)

The monthly-average daily energy which must be dissipated is given

by

D, =L AT, T, NN 0 (3.4-11)

¢ T,i 4 'emp'i

This approach to estimating photovoltaic system performance
provided the motivation for the examination of hourly utilizability
methods presented in Chapter 2. The remaining problem, estimation of

the effect of adding a storage battery to a photovoltaic system, is



Table 3.4-3

Comparison between design methods (9, 24) and TRNSYS simulation

Solar Load Fraction

iﬁ = 0 B /L = 0.25

L
Month Evans Siegel  TRNSYS Evans Siegel  TRNSYS
Jan .16 .16 .16 .17 .20 .17
Feb .23 21 .22 .26 .28 .26
Mar .35 .31 .33 42 ) 4L
Apr .37 .36 .40 .48 .49 46
May % .40 43 .55 .53 .54
Jun .46 41 .46 .57 .54 .56
Jul W47 .43 47 .62 .57 .61
Aug .38 40 .46 .54 .54 .57
Sep .37 .35 .36 .42 .48 L47
Oct - .31 .26 .27 .36 .37 .34
Nov .18 17 .18 .19 .23 .19
Dec 4 .11 .12 14 .14 14
Year .32 .30 .32 .39 .40 40

System: Seattle, Slope = 60°, constant load
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the topic of the next section.

3.5 Estimation of the Effect of Electrical Storage

The performance of a photovoltaic system without energy storage,
given any load profile, can be estimated using Equations 3.4-1,
3.4~9, 2.3-4, and 3.4-10. '56, defined by Equation 3.4-11, represents
energy which cannot be sent directly from the photovoltaic array to
the load, but must be dissipated, sold, or stored. Siegel (24) has
proposed a correlation for estimating D,, the energy dissipated
from a system with storage; this correlation is applicable only for
a constant 24-hour load profile. 1In this section a correlation is

developed for estimating Afs, defined as the increase in the solar

load fraction met by the system due to the addition of storage:

Afs = f - fo (3.5-1)

where f is the solar load fraction met by the system with storage,
and fo is the solar load fraction met by an equivalent system with
no storage. The primary objective is to predict Afs as accurately as
possible regardless of the shape of the diurnal load profile.

If all energy dissipated without storage could be stored, (i.e.,

BA = 0), the resulting value of Afs would be-BO/f multiplied by the
battery storage efficiency and the efficiency of the power condition-
ing equipment. This combination of parameters will be used fre-

quently, and for the sake of brevity will be referred to as x:
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x = mn, DO/L (3.5-2)

It is useful to begin by considering the physical constraints
which limit the possible values of Afs. I1f x is much less than
BC/E, the ratio of the storage capacity to the average load, then
the battery is never filled and D, is zero. Regardless of the

A

storage capacity, this limiting case occurs as x approaches zero:

Lim Afs = X

230 (3.5-3)

Therefore a graph of Afs vs. x should have a slope of one at x = 0.
Next consider the case where x is very large. A quantity Afmax
can be defined as the limiting value of Afs as the energy available
for storage becomes very large relative to the load:
fmax = ?;: Af (3.5-4)
Clearly Afs cammot exceed 1 - fo’ since the load fraction met by
the system camnot exceed unity:
iiz Afs_f 1- fo (3.5-5)
For sufficiently large x, all of the daytime portion of the
load will be met directly from the array. The battery will then be
discharged only at night, and Afs may be limited by the effective
daily storage capacity of the battery relative to the load:

Lim Af < npch/L (3.5-6)

K0
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Combining Equations 3.5-4 through 3.5-6, the limiting value of

Afs as x becomes very large is
Af o = min(l - £ anBC/L) (3.5-7)

An equation for Afs which satisfies the constraints described

above for very large and very small values of x is:

AE, = 2o

’ - ]
N [ x + Afmax —//(x + Afmax) bAx Afmax (3.5-8)

Taking AfS as the ordinate and x as the abscissa, this equation des-
cribes a hyperbola which passes through the origin with a slope of
one. One asymptote of the hyperbola is a horizontal line at Afs =
Afmax' The parameter A, Which is the only degree of freedom in this
equation, has no apparent physical significance; in terms of a graph
of the equation it is the inverse of the slope of the second asymp-
tote. In practical terms, A can be used to vary the rate at which
Afs approaches Afmax as x increases. In Figure 3.5-1, Equation
3.5-8 is graphed for several values of A, with Afmax = 0.5. When
A =1, the equation yields two intersecting straight line segments:
for this special case, the equation is equivalent to

Afs aet = min (x, Afmax) (3.5-9)
This is precisely the result expected for infinite storage capacity,
provided that energy carryover from month to month can be neglected.

Thus Equation 3.5-8 is suitable for all battery sizes as well as for

all values of x. The remaining problem is to develop a correlation
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for A to minimize the difference between Equation 3.5-8 and hourly

simulation results.

The simulations used in developing the correlation can be
divided into three sets. In the first and most extensive set, an
array in Madison with a slope equal to the latitude (43°) was model-
led; all system parameters. were held constant except for the array
areé, the storage capacity, and the shape of the load profile. Fif-
teen different load profiles were used in conjunction with three
battery capacities and a variety of array areas, for a total of 56
simulation years. The conditions used for these simulations are
summarized in Table 3.5-1. The fifteen load profiles are depicted
in Figure 3.5-2. Only the daytime portion of the load is shown,
together with the percentage of the load occurring during the day.
Since the battery storage efficiency is assumed constant, the dis-
tribution of the night-time portion of the load is irrelevant. These
load profiles are not necessarily realistic, but are intended to
cover the spectrum from very well-matched to entirely mis-matched
loads.

The second set of simulations consists of nine years: three
battery capacities in Albuquerque, three in Madison, and three in
Seattle, with the slope equal to the latitude and all other parame-
ters fixed. The parameter values used in these simulations are
given in Table 3.5-2.

The third set of simulations consists of eight years, using

two battery capacities, two battery efficiencies, twe power condi-



Table 3.5~-1

Parameter values for first set of TRNSYS simulations: 56 years

(672 months)

Data base: Madison, WI TMY

Latitude = 43° B = 0.0045 ¢t
Slope = 43° n, = 0.0902
Azimuth = 0° T = 47 C
p=0.2 Npp = 0-96

T = 0.9 n, = 0.85

o= 0.8 npc= 0.87

U = 24 W/mZ C L = 25 Watts

BC/L = 0.25, 0.50, 1.00

2 2

Array area: 0.5 m“ < Area < 3.5 m

15 load distributions: see Figure 3.5-2
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A
100W 100
100 100%
12 18 12 18
2000 200W
100W 100W
. 50% 100%
12 18 12 18
200 200W
1000 1000
100%
50% , .
12 18 12 18
2000 200W
00w 100W
0% 100%
12 18 12 18

Figure 3.5-2:

Load Distributions Used in First Set
of Hourly Simulations
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2000 200W
100W 1 100W
50% 33.3%
6 12 18 6 10 12 14 18
2000 | 2000 |
100W 1 100W
100% l/////N\\\\\AZSA
6 12 18 6 9 12 15 18
200w 1 2000 1
100W 1 100W
81.3% 16.7%
6 8 12 16 18 6 11 13 18
2000 |
100W
75%
6 9 12 15 18
Figure 3.5-2 (continued)
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Parameter values for second set of TRNSYS simulations: 9 years

(108 months)

3 locations: Albuquerque, NM Latitude = 35.05°
Madison, WI Latitude = 43.13°
Seattle, WA Latitude = 47.45°
Toe Bc
3 battery sizes at each location: —Ef:f—- = 0.25, 0.75, 2.0
L
For all simulations:
Slope = Latitude UL = 24 W/m2 C
Azimuth = 0° B = 0.0045 CT
Area = 2.0 m2 n, = 0.0902
1 = 25 Watts T =47¢C
T = 0.9 nmp = 0.96
o = 0.8 ny, = 0.9
p=0.2 npc = 0.8
Load distribution: TLoad
"Uaimodal Load #6" from
Evans et al. (9) j !
| |
6 12 18

Time
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tioning equipment efficiencies, and two array slopes (horizontal

and vertical). The arrangement of these simulations, given in
Table 3.5~3, is suitable for a half-fraction factorial analysis of
variance; this will be discussed in Section 3.6.

In developing a correlation for the parameter A in Equation
3.5-8, the values of all other parameters were taken from simulation
results, rather than using estimates from Equations 3.4-1, 3.4-10,
and 3.4-11. Taking simulation results for the values of x (defined
by Equation 3.5-2), Afmax (Equation 3.5-7), and Afs, Equation 3.5-8
can be solved explicitly for the "correct" value of A for each month.
Unfortunately, unlike the situation described in Chapter 2 for cor-
relating Xm’ the accuracy of attempted correlations for estimating
A is not strongly related to the resulting error in Afs. As examina-
tion of Figure3.5-1 indicates, small changes in the value of A have
a relatively large effect when x is nearly equal to AfmaX and A is
near one. The sensitivity of Equation 3.5~8 to changes in A de-
cr?ases as A decreases, and the value of A becomes nearly irrelevant
when x is very small. Consequently the use of linear regression
to minimize the error in estimating A is not a reliable tool for
minimizing the error of Afs. All hypothetical models for A were
therefore evaluated injterms of their effect on the root-mean-square
(rms) error of Afs, using a non-linear regression program.

Initial correlation attempts used only the first set of simula-
tions described above, consisting of 672 monthly observations (56

years). If A is assumed constant for all months and conditions, the



Table 3.5-3

96

Parameter values for third set of TRNSYS simulations:

(96 months)

Year # e Ty
1 0.6 0.6
2 1.0 0.6
3 0.6 1.0
4 1.0 1.0
5 0.6 0.6
6 1.0 0.6
7 0.6 1.0
8 1.0 1.0

For all simulations:

Area = 2.0 m2

25 Watts (constant)

Load

Azimuth = 0°

T=0.9
a=20.8
p=0.2

U, = 24 W/m? ¢
-1
B = 0.0045 C

Slope

0°
0°
0°
0°
90°
90°
90°

90°

I

Il

fi

0.25

2.0

0.0902

47 C

0.96

8 years
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best value of A for this set of data is 0.90, and the resulting rms

error of Af_ is + 0.037. Table 3.5-4 lists a number of attempted
correlations for A and the corresponding rms errors of Afs. The
last equation in this table was selected for further study.

The second set of simulations covers a broad range of values of
the monthly-average daily clearness index,'i. Examination of this
set of data suggested that K should be included in a correlation for
A. Table 3.5-5 lists five models for A and the resulting rms error
of Afs, based on the combined data from all three sets of simula-
tions-—a total of 876 observations (73 years). The first model in
this table is of the same form as the last model in Table 3.5-4. The
remaining four models introduce K in various forms. The last egqua-
tion in this table is the final result of the present study:

£ L
A = 1.315 - 0.1059 n" = - 0.1847
pc ¢ K

(3.5-10)

The use of this equation in Equation 3.5-8 results in an rms error

of 3.0% in estimating Af_, based on 876 simulated months, when

values of x and fo are taken from the simulations. Correlation co-
efficients between the error in Af  and various parameters are given
in Table 3.5-6 for each of the three sets of simulations. A positive
correlation coefficient indicates a tendency for Afs to be increas-
ingly underpredicted (or decreasingly overpredicted) as the parameter
in question increases. The proportion of the error in Afs that can
be explained by a linear relationship to the parameter in question is

given by the square of the correlation coefficient. Thus, for
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Table 3.5-4

Attempted correlations for the parameter A in Eq. 3.5-8

Data: 672 monthly simulations (56 years) summarized in Table 3.5-1

rms error

Model of Afs
A = 0.9005 0.0368
D
A= 0.968 - 0.193 £ - 0.0231 o - 0.0346
pc ¢

A=1.-—E (0.0402 - 0.118 £) 0.0344

n B o

pc ¢

_ n D

A=1.-0.124 —2 4+ 0.119 2_2° 0.0343
n B B

pc ¢ c
A =0.979 - 0.150 £ - 0.0248 0.0343

o n B

pc ¢
A = 0.948 - = (0.00469 - 0.119 £ ) 0.0337
npc c
A =0.940 - £ <:0.0363 - 0.141 —& > 0.0337
o N B
pc ¢
-

A= 0.942 - 0.122 ~59———— 0.0337

B
pc ¢
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Table 3.5-5

Attempted correlations for the parameter A in Eq. 3.5-8
Data: 876 monthly simulations (73 years) summarized in Tables 3.5-1

through 3.5-3

rms error

Model of Afs
f L
A= 0.952 - 0.110 no 5 0.03368
pc ¢
£ T n._B. K
A =0.862 - 0.0869 — +0.1806 2SS 0.03269
npc c L
folf T
A = 1.021-0.0658 -0.0316 ——— 0.03180
n n_B X
pc ¢ pc ¢
f L .
A= 0.58 - 0.1123 = + 0.7194 K 0.03061
pc ¢
£ L
A = 1.315 - 0.1059 —2—— - 0:1847 0.03015
n_B -
pc C K
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Table 3.5-6
Correlation coefficients between (AfS,TRNSYS - Afs,DESIGN) and
various parameters

Data Set
Parameter #1 #2 #3
Afs,TRNSYS .105 .339 .735
NpNoe DO/L -.196 .033 .277
nmPE/L -.257 101 .321
Afmax 011 .099 .317
fo -.190 .227 460
nPCBC/L -.023 .351 .547

KX .027 .014 .278
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example, in the first set of data only 6.6% of the error in Afs can

be accounted for by a linear relationship to nméﬁff; in the second
and third sets of data, the error is weakly correlated to nmég/f
in the opposite sense. The accuracy of the predicted values of Afs
is essentially independent of all of the parameters in Table 3.5-6.
The relatively large correlation coefficients in the third set of
data are most likely a comsequence of the particular load profile
used in generating the data, since both the first and third sets use
precisely the same weather data.

In practice, values of fo and x for use in Equations 3.5-10 and
3.5~-8 must be estimated rather than taken from simulation results.
Tn the next section the accuracy of the design method as a whole

is examined.

3.6 Analysis of Design Method Results

On a monthly-average basis, the fraction of any specified load
that will be met by a photovoltaic system without storage, fo’ can be
estimated by Equation 3.4-10, using the hourly utilizability function
correlation developed in Chapter 2. The energy avallable for stor-
age is estimated by Equation 3.4-11, and the increase in the load
fraction met by a photovoltaic system due to the presence of storage
batteries, Afs, is estimated by Equations 3.5-10 and 3.5-8. The
load fraction met by a photovoltaic system with storage is then

simply
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f= fO + Afs (3.6-1)

A computer program which performs all of the necessary calcula-
tions is listed in Appendix C. In this section, the accuracy of the
design method program relative to hourly simulations using TRNSYS
(16) is examined. Results are presented primarily in terms of the
mean bias error, which is the average difference between simulation
and design ﬁethod results, positive when the design method under-
predicts performance, and the root-mean-square (rms) error, which is
the standard deviation of the differences between simulation and
design method results.

Errors in the monthly solar load fractioms, fo’ Afs, and £, tend
to average out over a year. Consequently the rms errors of estimated
annual solar load fractions, Fo’ AFS, and F, are considerably smaller
than the rms errors of the monthly values. Rms errors are presented
below on both monthly and annual bases.

Results from the first set of simulations, based on a single
location and a wide variety of load profiles, are given in Table
3.6-1. The mean bias errors are less than +1% in all cases, in-
dicating that the design method has very little tendency to system-—
atically underpredict or overpredict performance. The rms error of
3.9% in the monthly load fraction is due primarily to errors in
estimating the effect of storage; prediction of the load fraction
without storage is remarkably accurate. The same is true on an

amnual basis.
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Table 3.6-1

Accuracy of Design Method relative to first set of hourly simulations

672 Monthly Mean bias rms error
Load fractions error (%) (%)

f 0.3 1.7

o

Af -0.8 3.7

s

f -0.5 3.9
56 Annual

Load fractions

F 0.3 0.7
)

AF -0.8 2.5
s

F ~-0.5 2.4
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The second set of simulations examines three locations and

three battery capacities, using a single load profile. Results are
summarized in Table 3.6-2 for the combined data, for each location,
and for each battery capacity. Mean bias errors are the same whether
calculated monthly or annually, and are given only with the monthly
results. On a monthly basis, the uncertainty in the predictions

is greatest for Seattle and for the large storage capacity. The
annual rms errors based on only three years should be considered
rough approximations; in general they are comparable to or less than
the annual rms errors from the first set of data. In contrast to
the monthly results, the uncertainty in the annual load fraction is
smallest for Seattle.

Figures 3.6-1 and 3.6-2 are scatter plots of simulated vs.
estimated monthly load fractions. In Figure 3.6-1 the data are
identified by location, and in Figure 3.6-2 the same data are identi-
fied by storage capacity. The design method tends to underpredict
large load fractions and to overpredict small load fractions, regard-
less of the location or the storage capacity. Examination of the
correlation coefficients given in Table 3.5-6 suggests that this trend
is primarily a consequence of the single load profile used, not a
general property of the design method. The large rms error of the
Seattle data is apparently due to the fact that the values of f
cover the broadest range in Seattle. No other location-dependent

trend is apparent.
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Table 3.6-2

Accuracy of design method relative to second set of hourly simulations

Mean bias error + rms error of:

£ Af

Data “o s £
Combined .013 + .022 -.008 + .038 .004 + .046
Albuquerque .013 + .016 -.010 + .021 .003 + .020
Madison .008 + .023 .004 + .038 .012 + .050
Seattle .016 + .02;6' -.020 + .050 -.003 + .059
mpcBCff=0.25 .013 + .022 -.009 + .027 .003 + .038
0.75 .013 + .022 —;015,i .033 -.003 + .040
2.0 .013 + .022 ~-.0003 + .050 .012 + .058
Mean bias error of:
Data AFS F
Combined .020 .017
Albuquerque .018 .016
Madison .021 .024
Seattle ' .021 .009
npch/I = 0.25 .018 .015
0.75 .017 .005

2.0 .025 .026
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POINTS IDENTIFIED BY LOCATION

1‘0

= A;Seattle
[0 Madison
. ®© Albuquerque

F TRNSYS

AL

a - .
I‘I!||lll|||ll!I|||ll|ll||l‘l|lll|lll|l

.O1I‘I|I|I|'|[|||I|||')i|||||l|l|l|||l|||
1 .2 <3 -4 .5 .6 -7 -8 .9 1.0

o

F DESIGN

Figure 3.6-1: Simulated vs. Estimated Monthly Load Fractions
Identified by Location



107

POINTS IDENTIFIED BY BRATTERY CRAPRCITY

)

1.0

€]

. _
nPCBC/L

"mn_B /L
0N, B /L

0.25 o.m

It

0.75 ~ ' u

O‘ T ——=
ﬂPCBc/L 2.0

F TRNSYS

al

an
l]lll'lll‘l‘|'|~|Illll!\illl‘lllll'l]l'l
B
b

'O|||’|I|l||v||||I'|||o||'|||I|||'|l|'||l
.1 2 .3 .4 -5 .6 .7 .8 .9 1.0

[on)

F DESIGN

Figure 3.6-2: Simulated vs. Estimated Monthly Load Fractions
TIdentified by Storage Capacity
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The purpose of the third set of data is to examine the in-

fluence of the power conditioning equipment efficiency, the battery
efficiency, the slope of the array, and the storage capacity to
average load ratio on the accuracy of the design method. The pro-
cedure used is a half-fraction factorial analysis, details of which
can be found in reference (2). Briefly, each of the four parame-
ters is used at a high level and a low level as shown in Table
3.5-3. The effect of a parameter on the error is given by the
average error at the high level of the parameter minus the average
error at the low level. A large effect indicates that changing

the parameter changes the accuracy of the design method; ideally all
effects should be small. Second-order effects are confounded with
each other in a half-fraction analysis. For example, the effect of
changing both the power conditioning efficiency and the storage
capacity ratio cannot be distinguished from the effect of changing
both the battery efficiency and the slope.

Seven effects can be calculated: the effect of each parameter
separately, and three pairs of second-order effects. (The four first-
order effects are actually confounded with third-order effects,
which are assumed negligible.) These effects are listed in Table
3.6-3 in order of decreasing magnitude. All effects are positive,
indicating that for each parameter the design method underpredicts
performance more (or overpredicts less) at the high level of the

parameter than at the low level.
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Table 3.6-3

Results of factorial analysis of variance

Effect of parameter

Parameter on (fgryurarion ~ TpESTGN
B /L .0272
C
e .0163
nb-BC/L, an'S .0150
Nye'Be/Ls My*S L0142
S .0117
S BC/L, nb-npc .0029

Ny .0025



110

Fot the constant 24-Hour load profile used in this study, changing the

stora\gé“» capacity to load ratio from 0.25 to 2.0 changes the error of the.
design method by 2.7%. Whe;her or not a similar effeét of the stor-
age ratio on design method accuracy would be found for other load
distributions remains unclear. The correlation coefficients given
in Table 3.5-6 indicate that for the first set of data, the error in
estimating Afs is independent of the storage ratio, but no ratios
greater than 1.0 were used. For the second and third sets of data,
the error in Afs correlates relatively well with the storage ratio,
but only a single load profile was used in each case.

The fact that the six remaining effects in Table 3.6-3 are all
of the same sign indicates that they are not entirely random. How-
ever, since all are relatively small, the effects of the power condi-
tioning efficiency, the slope of the array, the battery efficiency,
and the various second-order interactions on the accuracy of the
design method can be considered unimportant.

In conclusion, the design method agrees with hourly simulation
results with a standard deviation of less than 4% on a monthly
basis, and about 2.4% on an ammual basis. The accuracy of design
method predictions is nearly independent of all parameters examined,
with the possible exception of storage to load ratios greater than
1.0. Reasonable results are obtained with storage ratios of 2.0,
the largest storage capacity considered. The form of the correla-
tion is such that reasonable results are expected for even larger

storage ratios, provided that significant seasonal storage does not
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occur.

3.7 Sample Calculation

In this section the use of the design method is demonstrated by
the analysis of a hypothetical photovoltaic system in Boston,
Massachusetts. The characteristics of the system are given in
Table 3.7-1. Based on limited information, the load profile used
is appropriate for an average residential application (i.e., several
houses) (8).

From reference (6), the average rate of horizontal insolation in
Boston in January is 62.45 W/mz,the mean ambient temperature is -1 C,

h

and the average day of the month is the l7t . From Equation 1.3-4

the declination is

" 360

§ = 23.45 sin [ 227 (284 + 17)] = -20.9° (3.7-1)

and from Equation 1.3-5 the sunset hour angle is

wg = cos T (~tan 42.37 tan -20.9) = 69.6° (3.7-2)

Average daily extraterrestrial radiation is given by Equation 1.3-3

with n= 17:

2
— _ (1353 W/m") [ . 360)]
HO = ——“—‘_af““—' 1+ 0.033 cos <l7 365

(cos 42.37 cos -20.9 sin 69.6
(3.7-3)

Giégﬁ sin 42.37 sin _20.9> = 157.7 W/m°
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Photovoltaic system characteristics for sample calculation

Boston, MA
2
Area = 600 m
Slope = 50°
= 40 W/m® C
UL = m
T=1.0

0.88

o

0.2

Y
Bc = 140 KW-hr

Load profile:

12.5kW+

Latitude

42.37°
0.10

28 C
0.0039 ¢t
0.98

0.90

0.87

12.5 kW

- sinusoidal, peak at 17:00, amplitude/average = 0.25

O\'K"

Time
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and from Equation 1.3-2, the daily clearness index is

K = 62.45/157.7 = 0.396 (3.7-4)

The daily average diffuse fraction is calculated from Equation

1.4-4:
-ﬁd/ﬁ==l.317—~3.023(.396)4—3.372(.396)2-1.76(.396)3==0.539 (3.7-5)

The next step is to determine the monthly-average electrical

conversion efficiency, Ny From Table 3.4-1, the optimum slope for

January is
Sm,= 42.37 + 29 = 71.37° (3.7-6)

and from Equation 3.4-3 the correction  factor for non-optimum
slope is
-4 2
Cf =1-1.17 x 10 (71.37 - 50)" = 0.947 (3.7-7)
Since UL is given in W/mzC, Equation 3.4-2 is converted to W/mzz

X = 0.219 + 0.832 - 0.396 = .5485 kW/m> = 548.5 W/m? (3.7-8)

Equation 314-1 gives the average array efficiency as

n_ = 0.10 }[l _ .0039(0.947 . 1 .(0.88-0.10)-548.5

40
(3.7-9)
+ (~1) - 28 + 3):] = 0.106



114

Next the day is divided into hours, and system performance is

estimated for each hour. In January the first hour after sunrise is
from 8:00 (w = 60°) to 9:00 (w = 45°). At the midpoint of the hour,
the hour angle is 52.5°. The average hourly clearness index is

estimated from Equation 1.4-2:

a = 0.409 + 0.5016 sin (69.6 - 60) = 0.493
b = 0.6609 - 0.4767 sin (69.6 - 60) = 0.581
k = 0.396 (.493 + .581 cos 52.5) = 0.335 (3.7-10)

The hourly average diffuse fraction is estimated from Equations

1.4-3 and 3.7-5:

‘x'd/ = 0.539/(.493 + .581 cos 52.5) = 0.637 (3.7-11)

The ratio of tilted-surface to horizontal beam radiation from Equa-

tions 1.3-9 and 1.3-10 is

Rb = zgzg“'= [8in(~20.9)sin 42.37c0850-31in(-20.9)cos42.37sin50
Z

+ c0s(-20.9) cos42.37cos50c0s852.5
4+ co0s(-20.9)sin42.37sin50co0s52.5]

'[sin(—20.9)sin42.37+cos(—20.9)cos42.37c0852.5]~l

0.611/04180

1

3.40 (3.7-12)

Using Equation 1.3-12 with the average hourly diffuse fraction, the

average ratio of tilted-surface to horizontal total radiation is
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14+cos50 1-cos50
5 + 0.2 5

=
it

(1 - .637) - 3.40 + .637-

1.79 (3.7-13)

The hourly extraterrestrial radiation from Equation 1.3-8 is

I_=1353 + 0.180 [1 + 0.033cos<al7 --%%% ]= 250.9 W/m® (3.7-14)

From Equation 1.3-13, the average hourly radiation incident on the

array is

T, = 250.9 - 0.335 - 1.79 = 150.8 W/m? (3.7-15)

The average load for the hour from 8 to 9 is found to be 10614

Watts. From Equation 3.4-9, the critical insolation level for the

hour is
10614 2
I = $00-170.106-0.98-0.90 ~ -89-21 W/u (3.7-16)
The critical insolation ratio is
X =71 /I =189.21/150.8 = 1.25 (3.7-17)

c ¢ T

The hourly utilizability function given by Equation 2.3-4 is then

evaluated:

X = 1.85+0.169 - l.79/(0.335)2—-0.0696c0550/(0.335)2

— 0.981 . 0.335/(cos(-20.9))% = 3.77

_3.77 -1 _ ~1.565

a=95 3,77
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=
Il

‘1—1.565{ —V/(—l.565)2 + (1 + 2(~1.565)) <£L%g%%;g§_2 ]

¢ = 0.341 (3.7-18

The average electrical energy generared for this hour is given by

k= ACITTnenmp .

1l

600+150.8-1-0.106-0.98

]

9399 W-hr (3.7-19)

The energy dissipated without storage is the product of E and ¢:

Do = 9399-0.341 = 3205 W-hr (3.7-20)
The energy received directly by the load is
EL = npc E(1-¢) = 0.9-9399(1-0.341) = 5575 W-hr (3.7-21)

The calculations represented by Equations 3.7-10 through
3.7-21 are repeated for each hour between sunrise and sunset. Re-
sults of these calculations for January are shown in Table 3.7-2.
The numbers in this table for the hour from 8 to 9 differ slightly
from the numbers shown above Because more decimal places were carried
in the former.

Summing the hourly results and averaging over a 24-hour day,

D) —‘!-—— — -
E = 242 E 2910 W (3.7-22)
and
D = 3;2 D = 2749 W (3.7-23)
o 24° Yo =T
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Results from sample calculation for January

Time Load(W) Kk EE(W/mz) X E; (W-hr) D (W-hr)
8-9  10614.0 .336  150.0 1.268 .356 5561 3124
9-10 11314.5 .378  259.2 0.782 .465 7746 7468
10-11 12095.5 .408  348.9 .621 .528 9195 11423
11-12 12904.5 .424  399.5 0.579 .545 10147 13499
12-13 13686.0 .424  399.5 0.614 .524 10623 12971
13-14 14386.5 .408  348.9 739 .463 10464 10014
14-15 14958.0 .378  259.2 1.034 .354 9339 5698
15-16 15362.5 .336  150.0 1.835 .191 6774 1776
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The solar load fraction without storage is

f =—=—--"7—= 0.233 (3.7-24)

The next step is to determine the effect of the storage bat-

tery. From Table 3.7-1,

From Equation 3.5~2,

x = 0.87 - 0.90 - 2749/12500 = 0.1722 (3.7-26)
and from Equation 3.5-7,

Afmax = min[(1l - .223), 0.9-0.4667] = 0.420 (3.7-27)

Equation 3.5-10 yields

0.1059-0.223 0.1847

0.9:0.4667 _ 0.396 0.79 (3.7-28)

A=1.315 =~

The increase in the solar load fraction due to storage, from Equa-

tion 3.5-8, is

R S 2_
Afs = 20.79 [.l722+.420W/(.1722+.420) 4(.79)(.1722) (.420) ]
= 0.154 (3.7-29)

The fraction of the load met by the system in January is then

f =0.233 + 0.154 = 0.387 (3.7-30)
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The entire procedure is repeated for each month. In Table

3.7-3 the results of the design method calculations for each month
are compared with results from an hourly simulation of the system
using TRNSYS. The results without storage are in remarkably close
agreement. The agreement of the overall results with storage is

less spectacular, but certainly adequate for design purposes.

3.8 Recommendations for Further Work

The design method described in the previous sections is limited
to south-facing arrays only for the purpose of calculating the
monthly-average array efficiency. The assumption that the array
faces south enters the design method through Equation 3.4-3. 1In
effect, this equation accounts for the influence of the slope of the
array on its average operating temperature. An array which does
not face south will operate at a slightly lower temperatﬁre and
therefore a slightly higher average efficiency than a similar south-
facing array. Since array efficiency decreases as the temperature
increases, a well-designed array will have a large thermal loss co-
efficient, and the effect of the azimuth angle on photovoltaic cell
temperature will be small. Furthermore, the array efficiency is a
fairly weak function of temperature--for silicon cells, a tempera-
ture coefficient of 0.0045 per degree celsius is typical. Tt seems
likely, therefore, that the effect of the azimuth angle in Equation

3,4~1 can be ignored with minimal loss of accuracy.
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Table 3.7-3

Results from design method and from hourly simulation using TRNSYS (16)

fo £
Month Design Simulation Design Simulation
Jan .233 .233 . 386 402
Feb .295 .285 494 .513
Mar .332 .330 .565 .578
Apr . 379 .362 .619 .610
May .408 .405 .656 677
Jun 425 454 .681 . 754
Jul 417 422 .668 . 704
Aug .392 410 .633 .682
Sep . 376 374 .636 .675
Oct .326 .309 .563 542
Nov .230 242 .371 .401
Dec .215 214 . 344 . 347

Year .336 .337 .552 .574
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For example, under reasonably typical conditions (B = 0.0045-

¢ n,=0.10, T = 20 W/m“C, K = 0.5, o = 0.9),

. = 28C, T, = 20C, U

r L

changing the slope of a south-facing array from S = Sm‘to S = Sm-+
40° changes the average efficiency from 9.087% to 9.18%. Increasing
UL decreases the effect of the slope. Since UL is unlikely to be
much less than 20 W/mZC, and arbitrarily assuming the effect of
changing the azimuth angle is unlikely to be much greater than the
effect of a 40° change in the slope of a south-facing array, the use
of Equations 3.4-1 through 3.4~3 for non-south-facing arrays is
expected to overpredict array efficiency by less than 0.1%. A more
detailed examination of the effect of the azimuth angle on the accur-
acy of Equation 3.4-1, and the resulting effect on the accuracy of
the design method as a whole, would be desirable.

For the purpose of estimating the effect of energy storage, the
shape of the load profile is characterized by fo’ the solar load
fraction without storage, and by nbnpéﬁoff’ the potentially useful
load fraction available for storage. The data presented in Section
3.6 suggest that the correlation might bemefit from the inclusion of
additional information about the shape of the load profile in Equa-
tion 3.5-~10. 1In addition, or perhaps alternatively, there is evi-
dence that inclusion of a parameter (other than %b which varies
seasonally, such as the declination or the sunset hour angle, might
be useful. These parameters were not examined in the development

of Equation 3.5-10.
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APPENBE =

THIS PROGRANM CALCULATES HOURLY VALUES OF XC AND PHI
USING THE HETHOR OF HUGET (12), INPUTS ARE A8 FOLLOWS!
Ics CRITICAL RADIAVION LEVEL
IHOR? AVERAGE HOURLY HORIZONTAL RARIATION
HRKTAYS AVERAGE HOURLY CLEARNESS INDEX
RR: RATID OF VILTED-SURFACE TO HORIZONTAL REAM RADIATION
S1.OPES IN DEGREES

Lo B o B B B o N B o

SUBROUTINE HRFHIC(ICs 1HORsHRETAVsRRsSLOFEsXCsPHID
RINENSION AKT(&)sF(3)sQ(3)E1(A)5ER(H) s EZ(A)ROUT(S)
REAL ICsIHOR
DATA FI/3+14159/XKNAYX/0.864/8KT/0.50.2550,7550,86450.50./
RAYA P/1.,0:21.557,0,177/0/70.24951.8470./
RRCONV=FI/180.
ny 3 I=1:5

51 ROOT(I)=1,
NROOTS=0
VRI=RR-({1.4+COS{SLOPEXRRCONYY) /2,
D=0, 2%(1,-COS(SLOPELRRCONVI Y /2,
G=ICXHRKTAV/IHOR
GAMNA=0 .
IF(HRKTAV.LE.0,288)60 TO 10
GAHIA=F (HRKTAY)
EOQ=1./GANNA

€ FIND CRITICAL CLEARKESS IMIEXs XKCR -

10 f=RR+D-URR
XKCR=G/R
IF(ARS(VRI .LT.1.,E-6)G0 TO B0
DET=BRRI0. P96 3VBINLE
IF(BET.LT.0.)GO TQ 20
ROOT(L)=((~RY-BART(UETY )/ (. 498%VRI)
ROOT(2)=({(~-R)+SURT(RET) )/ (., 49B%XVEI)

20 R=RE4N-1, 55732YRD
DET=B%R$}7 . 36RVRDRE
IF(DET.LT.0.)GD TO 40
ROOT(3)=({(-R)-BRRT(DET) )/ (3. 68%VRID)
RODT(4)=((-RI+SART(NET) I/ (3, 68%YRDM)

40 B=RR+D-0.177%VRL
IF(ARS(R)LLT.1.E-8)GO 1O 80
ROOT(5)=C/B
XKCR=1 .
ARCR2=0.,
RO 40 I=1,3
IF(ROOT(2RI-1) LT AKT(I).OR.ROOT(2%I-1) . CT.AKT(I4+12)60 TO 590
NROOTS=NRDOTSH1
IF (NROOTS.GE.3)B0 TO &0
XKCR=ANIN1(ROOT(2%I-1) s XKCR)
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XKCR2=AMAX1 (XKCR2:ROOT(2%1-1))

b ol W A0 Y 5.3 ool A % 73 S W 5 T D
L L W VAR08 ¥ N S SO B8 S Y S % 5,2

]
o]

IF(ROOT(2%D) LT AKTCX) LORLROOT (2T 6T AKT(IH1)I60 TO 40
NROOT3=NROOTS+1
XKCR=AMINI(ROOT(2%1) s XKCR)
XKCR2=ANAX1 (XKCR2yROOT(2%[))
60 CONTINUE
80 IF(XKCR.GT .1, )XKCR=1.
AKT(3)=XKCR
ARKT{8)=XKLR2

£ XKCR HAS REEN FOUND, FROCEERN WITH FHI CALCULATION,

ACRINT=0,
AINT=0.
IF (GANMALBT.0.)GD TO 83
po 82 I=1,6
E31(I)=0.5%AKT(1IRAKT (1)
E2(D)=EX(IYRAKT (LI %2, /3,
B2 EZ(D=E2(T)%AKT(1)%3E. /4.
CRTERN=GX (XKNAX/2, ~XKCREXKCRIXKCR/ (2, R XKHAX) )
GO T0 95
85 D2 90 I=156
E1 (D) =EQX{ART(I)-ED)
E2(I)=EQR(AKT(I)RART (L) -2, 3EL1(L))
?0 E(I)=E0R (ART (I RRI-T REZ(I))
CRTERM=GR((EQ0-E1(4) /XKHAX)KEXP (GAMMAXYNKMAX) ~(E0-E1(3) /XKNAX)ZEXF
1 (GAMMARXKCR))
?5 IO 110 I=1,3
Ci=RE+D-VBDXP(I)
C2:=YRIKA(T) .
AHI=(CIR(EL(TH1D~E2 L+ ZXKHAX I HO2R(E2(TH1) ~E3 L T+1) FXKHAX) JRENF
1 (GANHARAKT(I+1))
ALO=(CIR(EI(T)-E2(T)/XRMAXY FC2RCEZ (T ~ET (1 )/ XRHAX) JREXF (GAHNKA
1 kART(I))
AIRT=AINT+AHI-ALD
IF(XKCR.GE.AKT(I+1))60 T 110
IF(XKCR.LE.AKT(I)IGD TO 100
ALO=(CIX(EI(3)-E2(3) /XKHAXIFC2R(E2(HI-ES (D) /XKMAX) JREXF (GANHA
1 ¥AKT(3))
100  IF(XKCR2.LE.XKCR.DR.XKCR2,6E.ART(I+1))6B0 TO 103
IF(AKCRZLELAKTOINIGO 10 110
AHI=(CIR(EI(A)-E2(6) /XKMAXIFC2R(ERZ(H)-ET () /XKHAX ) I REXP (GANKA
1 %AKT(6))
CRTERN=6X ((E0-E1(8) /XKHAXIXEXP (GANMARNXKCR2) - (E0-E1 (5) /XKNAX) REXF
1 (GAMNMNARXKCRY)
105  ACRINT=ACRINTHAHI-ALOD
110 CONTINUE
IF(HROOTS,LYT . 3) 60 TO 120
E&=EOX(RODT(3)-EO)
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ER=EOX(ROOT(S)RROOT(E) -2, XEM)
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CRCAP=CX({EQO-E1(4) /XKNAXIKEXP (GANMARXKNMAX) - (EO-EA/XKMAX Y REXP
(GANMAXROOT(S) )

AHI=(CIRCELI(4)~E2(4) /XKHANYHFC2R(E2(4)-EZ{4) /XKNAX Y I REXF (GANNA
$AKT(4))

ALO=(C1X(EA-ER/XKNAXIHC2R(ER-FC/XKHAX) IREXF (BANNMA
¥ROOT(G)) :

ACRINT=ACRINT+AHI-ALD

CRYERN=CRTERM+CRCAP

CONTINUE

Ci=2 . /XKHAX

IF (GANMA BT 0. ) C=CANMARCANHALIKHAX/ CEXF (GANNARXKHAX) ~BANNAX
XKMAX-1:)

XC=6/(CXAINT)

PHI=(ACRINT-CRTERM)/AINT

IFC(PHILLT 0. )FPHI=0,

IF(G.LEQIPHI=L,

RETURN

FUKRCTION F(XKTAV)

DIMENSION ARRAY(52)

DATA ARRAY/.04815.2B4850.51%850.741%950.963751.,18B1951.397151.80975
1:820452,029652,2378,2.443452.48529,2.8607:3.069%:3,279023,490%,
3,704253.920554.140054, 263254 .590954,823695,062155,307155.55%6;
5eB20656.091156:372426,8648026,97%85,7.2968,7.6382,8,0002,8.38605
8,7992:9.244259,7262510,2514910.8284511.4661512.176%9512,.97605
13.8827:14.9223516.,1276917,543%519:2306:21.2764,23.,8093,27. 02685
31,2497/

IF(XKTAV.BT.0.B)XKTAV=0,.8

I=INT(100. 2(XKTAV-0.28))

REHDR=100 kXKTAV-INT(100. ¥XKTAV)

IF(I.GE.L)BO TO 10

F=AHAX1( (XKTAV-0.288)/0.002:0.)%ARRAY (1)

RETURN

‘F=ARRAY (I)+REMDRX (ARRAY (I+1)-ARRAY (1))

RETURN
END

A
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THI

AR RENTR—F

8 PROGRAM MORELS A COMBINED PEAK-POWER TRACKERs REGULATOR:

INVERTERsANI BATTERY, THE RATTERY 185 MORELEN RY HULTIFLYING
POMER IN RY A CHARGING EFFICIENCYS VHUS FILLING THE BATTERY
REQUIKES MORE ENERGY THAN EMPTYING IT. THE MODEL DEALS WITH
POUER OMLYs NOT CURRENT AMD VOLTAGE.

FARAMETERS?

1)
2)
3)
43
9)
4)
7)

EFMPT? MAX POWER TRACKER EFFICYENCY
EVINV: INVERVER EFFICIENCY
EFRAT! RATTERY CHARGING EFFICIENCY
FMAXE MAXIMUM FRACTIONAL STATE OF CHARGE OF BATTERY
FHING MINIWUM DITTO
RCAPS TOTAL RATTERY CAPACITY IN WATT-HOURS
$ INITIAL FRACTIONAL STATE OF CHARGE OF RATTERY

INPUTSE

1
2)

FA! POUER FROM ARRAY (KJ)
PLt POWER OEMANDED RY LOAD

QUTPUTS

1)
2)
3)
4)
3)
4)
7)
)
?)
10}

FAXEFMFT? USARLE FOWER FRON ARKAY (REFORE IMVERSION ETC.)
Fi FRACTIONAL STAVE OF CHARGE OF BATTERY

RIN! FOWER RECEIVER RY BATTERY (AFTER CHAREING LOSSES)
|OUT: POMER DRAWM FROM BATTERY

R POWER WASTED IN CHARGING BATTERY

PL¢ POWER RECEIVEQ RY LUAD FRONM PV BYSTEM

FUTIL: POWER SENT TO LOAR FROM UTILITY

DUMP: POWER THROWM OUT OR SOLL TO UYILITY DUE TO FULL BATTERY

DNS: FOWER DUMFER IN ERUIVALENT SYSTEM WITH MO STORAGE
PLNS: POMER RECEIVELR RY LOAR FROM PV SYSTEM XN EQUIVALENT
SYSTEM W1TH ND STORAGE.

SUBROUTINE TYPE3S(TINMEsXINsOUTsFs NFITsPARs INFO)
DINENSION XINC2)0UT(20):PAR(7)sINFO(10)
CONMON/SIN/TINEOs TIMEF»RELT

INTEGER CASE

IF(INFD(7),6E,0)G0TD 10

INFO(6)=20

CALL TYPECK(1:IHFB52:750)

SET FARAMETERS

EFHPT=FAR(1)
EFINV=FAR(2)
EFRAT=FAR(Z)
FHAX=FAR(4)
FRIN=PAR(Z)
RCAP=PAR(S)
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127

10

C
c
100

c
C
200

c
C
300

COMTINUE
IFCINFO(7)ER.-1IDUT(16)=F0
IFCINFOCZ) JEQQINUT(16)=0UT(2)
FI=0UT(14)

F=0UT(2)
PA=XIN(1)REFNFT
IF(PALT.OIPA=0.
PL=XIN(2)
PXS=(PA-PL/EFINV)SDELT
IF(PXS,LE.0.)B0 TO 20
BXS=(FMAX-F ) ERCAF/EFRAT
IF(8XS.BE.PXS)ICAGE=1
IF(RXS,LT.FX5)CASE=2

IFCRXS.LE.0.)CASE=3
G0 TO (10052005300)sCASE

R=(F-FHIN)RCAP
IF(R.BE.~FXS)CASE=4
IF(R.LT.~PXSICASE=S
IF(R.LE.O.)CASE=¢4
GO TO (40055005600):CASE-3

CASE 13 EXCESS ENERGYS RATTERY CAN HOLR ALL
BIN=PXSYXEFBAT
- F=FY+RIN/ECAP
BOUT=0,
BY=¢(1,-EFRATIRFXS
PUTIL=0.
nUNF=0.
DNG=PXE8
PLNS=FPL
G0 TO 900

CASE 2¢ EXCESS ENERGYs BATTERY CAN HOLD SDME RUT NOT ALL
F=FHAX
BIN=BXSXEFRAT
ROUT=0.
RW:=(1,-EFRATIRRXSE
PUTIL=0.
DUKP=FX8-BX8
BNE=PXS8
FLNS=FL
G0 TO 900

CASE 3! EXCESS ENERGY: BATTERY FULL
F=FHAX
RIN=0,
ROUT=0,
Buy=0,
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PUTIL=0.

Yit Hn‘.ErEF#S
RIS

DNg=PX8
PLNS=FL
GO TO 9200
c
C - CASE 4% ARRAY ENERGY INSUFFICIEHTS RATTERY CAN SUPFLY ALL OF REFICIT
400 BIN=0.
BOUT=~-PXS
F=FI-ROUT/BCAF
RW=0,
PUTIL=0.
DuMk=0,
ING=0,
FLNS=FAREFINV
. 6N TQ %00
C
c CASE 5% ARRAY INSUFFICIENTS BATTERY CAN SUPPLY SOME OF REFICIT
500  F=FHIN
RIN=0.
ROUT=R
Bl=0.,
PUTIL=PL-(PA+B/RELT)XEFINV
PL=FL-FUTIL
nuke=0,
DNS=0,
FLNS=FAREFINV
G0 TO 900
C
¢ CASE &! ARRAY INSUFFICYENTS RATTERY EWFTY
400  F=FNIN
BIN=0,
BOUT=0Q.,
BW=0,
FUTIL=FL-FAXEFINV
PL=PL-PUTYL
NUKF=0,
DHG=0 .
PLNS=PAXEFINV

200  OUT(1)=FA
puT(2)=F0
IF(VINE.GT.TIMEQ)DUT(2)=F
gur (L) =RIN/DELT
QuY(4)=ROUT/RELT
QUT(3)=RUY/DELT
QUT(6)=FL
QUT(Z)=PUTIL
QuUT(8)=DUMF/RELT
DUT(R)=DNS/DELT



OuUT(10)=FLNS

REFHRN
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END

ve
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APPENRIX C

OO ODODOOOoOoOnROnNEDNEDNoOoDNoOoO o000 0o0

C

THIS PROGRAN CALCULATES PHOTOVOLTAXC SYSTEM PERFORMANCE,
MONTHLY~AVERAGE WEATHER STATISTICS AND SYSTEM PARAHETERS
ARE ENTEREDR AS FOLLOWS:

HBRAR? MONTHLY-AVERAGE NALLY HORIZONTAL RADIATION (W/M2) ~-12 VALUES
TANRY  MOMTHLY-AYERAGE AMBIENT TENPERATURE (CELSYUS) --12 VALUES
ALAT?  LATITURE IN NMEGREES
SLOPE: (N NEBREES
RHOG CROUND REFLECTANCE
TAU: TRANSHITTANGE OF PROYECTIVE GLAZING (GENERALLY TAU=1.)
ALPHAL  SOLAR AESORPTANCE OF PHOTOVULTAXC CELLS
ETAREF ! REFERENCE EFFICIENCY OF ARRAY (GENERALLY INCLURES
TRANSHITTANCE OF PROVECTIVE GLAZING)
TREF{  TEMFERATURE CORRESPONDING TO ETAREF
RETA TEMFERATURE COEFFXCIENT OF CELLS
ETAMF: EFFICIERCY OF MAXIHUM FOMER TRACKING CIRCUITRY
ETAPCY EFFICIENCY OF POMER CONOYFIONING EQUIPHEMI (EXCLUDING
HAX FOMER TRACKER)

H THERMAL L1038 COEFFICIENT OF ARRAY (WATTS/H2C)
ETAR?  BATTERY STORAGE EFFICIENCY
RCt EFFECTIVE BATVYERY CAPACITY?! NOMIMAL BATTERY CAPACITY IN

WATT-HOURS TIMES FRACTION OF BATTERY USER
LPROF!  ZERO IF A SINGLE LOAD PROFILE [S TO RE USEQ FOR ALL HONTHS
ONE IF A LDAR PROFILE IS 70 BRE ENTERED FOR EACH MOWTH.
AREAN? TOVAL AREA OF PHOTOVOLTALC CELLS (M2)
N» (TIME(IDsXLOAR(I)>T=1,N) ¢ N MUST BE AY LEAST 2 AHD HOT HORE
THAN 25, TINE(1)=0., TINE(M)=24.
XLOADN I8 IN WATTS,
THIS SET OF PARAMETERS IS ENTERER 12 TIMES IF LFROF=1

DIMENSION HRARCI2) s TAMR(12) s TTHE (25) s XLOADN(2G) s DAY (12) s M)
REAL [TsIHOR:I0:IC
DATA DAY/17.547.975.510%,9135,5162.9198, 9228, 5208, 7288,531R9344./
DATA SH/29,918,93,5-10,7-22,7-23,2-24,9-10,9-2,310,923,530,/
DATA FI/3,14159285/8C/13%3./
ROCONY=PT/180.
REAR(#RsX)HRAR
REAR(Xs %) TAKR
READCXs %) ALAT ¢ SLOPE s RHD» TAUs ALPHA
READ(Rs RIETAREF s TREF 2 RETAETANPETAPC
READCR- XIULSETAR
READCR %) LPRUOF
REAN(Ks XIRCs AREA
READCKs )N (TIME(I) s XLOAR(I) 5 I=19N)
PRINT DUT PARAMETERS: ANU HEARINGS FOR RESULTS.
WRITE(ks4YAREAs ALAT »GLOPES UL
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WRITE(%s5)TAUALPHASETANPETAPC
WRITE(X>6)RHOsETAREF s TREFsBETA

WRITE(X8)BC,ETAR
WRITE(X: 2)HRAR s TANR
WRITE(%27)
2 FORMAT{(/* HBAR?! ’»12F%2.0/ YEHWP! "512F%.1/)
4 FORMAT(’ AREA = ‘5F7.2:T1%’ LAT = ‘3F7.297%72' SLOPE =
+ F7.2,T33¢" UL = “sF7.2)
5 FORBAT( TAU = 73F7.2:T195* ALPHA = ‘oF7.2:73727 ETAHP = ‘5

+ F7.2:715%5s ETAPC = 'sF7.2)
6 FORKAT(’ RHO = “sF46:1:T19s "ETAREF
+ Fé.15T55:7 BETA = ‘sF%.4)

it

"9F7.25T372’ TREF

f
™

8 FORMAT(’ RCAP = ‘sF8,4:T19s ‘ETARAT = ‘9F7.2)

7 FORMAT(T30s 'SOLAR LOAD FRACTXON’/T16s/AVERAGE’/3Xs 'ARKAY 5117,
+ CLOADY s T295 FWITHOUT 25142, ‘WITH /1%y 'EFFICTENCY 9 5X» " (KW) ' s T29
+ ‘SBTORAGE sT42,/STORABGE’/)

€

DO 100 MN=1-12
IF(LPRDF.NE.1 ,OR, MH.EQ.3)GO TO 20
READCESYIN (TINE(Y) s XLOAR(T) 2 X=10]N)
20 CONTINUE
DECL=23,45%SINC(284, +DAY (HN) I /388, 42 . %P1}
SIMNREC=SIN(RECLYXRDUONY)
COSDEC=COS(DECLARICONV)
TANDEC=3INQEC/COSNEC
SIMLAT=SIN(ALATERICONV)
COSLAT=COS(ALATXRDCONY)
TANLAT=SINLAT/COSLAT"
COSSLP=CO3(SLOPEXRDCONY)
COCWB=~TANRECKTANLAT
WS=ACOS(COSYS)
SINUE=SIH (WG
WEF=ACOS(-TANDRECXTANC (ALAT-SLOPEYRRDCONV))
WaP=AKIN1 (UGS HEP)
I=COSLATXCOSDECESINWSHWSRSIRLATRSINDEC
HO=DRBC/PIR(1 .40, 0334005 (2 %PIRDAY (HN)/365.))
L HO IS IN WATTS/HM2
XKT=HBAR(}N) /HO
C CALCULAYE MONTHLY-AVERAGE ELECTRICAL COHVERSION EFFICIENCYs ETAPV
CF=1.,-0,000117%(SH{HNY FALAT-SLOPEY R (SH (NN Y +ALAT-SLOPE)
A=219.+832. XXKT
£ X HAS UNITS OF WATTS/M2 TO HATCH URITS OF UL,
A=TAUR(ALPHA-ETAREF ) RCFXX/UL
ETAPV=ETAREF%(1,~RETAX(A+TANB(HN)-TREF+3.))
A=TAUX(ALPRA-ETAPVIXCFR/UL
ETAPV=ETAREF%(1.~RETAX(A+TANR(HN)-TREF+3.,))
C  IMITIALYIZE MONTHLY VALUES TO ZERD.
E=0,
no=0,
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PLO=0.
DEMAND=O .,

HT=0,
C CYCLE THRU LOAD PROFILE. DIVIDE TIKE IHTERVALS INTO INCREMENTS OF
c OME HOUR OR LESSs INTERPOLATING LOAR.

00 306 I=2sN

DELT=TINE(I)-TINE(I-1)

IL=XLOARCT)-XLOADMI-1)

ISTER=INT(UELTH.999)

STEP=ISTEF

D 300 J=1,I8TEP

X=J4

Ti=TIME(I-1)+RELTR(X~1)/8STEP

T2=TIME([-1)+DELTRX/STER

XL1=XLOAD(I-1)+DLR(X~1)/8TEP

XL2=XL0ARCI-1) +OLXX/SVER

AVLDAD=(XL2+XL1) /2,

BY=12-T1

DEHAND=HEMAND+AVLOADXRT
C  AVLOAD XS IN WATTS
C  DEMAND IS IM WATT-HOURS/DAY

Wi=(T1-12,)%PL/12,

W2={T2-12.)%PI/12.

W=(W1+U23/72,

IF(MItLTi-wSDORDMQDGTOHB)GO T0 300
C CALCULATE HOURLY RARIATION PARAMEVERS

ANGLE={ALAT-SLOPE ) XRRCONY

COSTH=COS(ANBLE Y XCOSNECRCOS (W) +SINCANGLE ) ¥SINDEC

COSTHZ=COSLATXCOSIECKCOS (W) +SINLATEBINDIEC

RB=COSTH/COSTHZ

RD=(1.4COBSLF) /2,

D=RHO%(1 . -COBSLP) /2,

10=12,/FIXSCR(1,+0,0334COS( 2, %PIADAY (HN) /365, ) )X (COSLATRCOSRECK

1 (SINU2Y-SINCHL) Y H(U2-BXSINLATRSINDEC)
C 10 IS EXTRATERRESTRYAL RADNXATION IH WAYT-HOURS/H2 (DECLARER REAL)
C HOURLY CLEARNESS INODEX FROM COLLARES-PEREIRA & RABL CORRELATION

£=0,40940, 501 6%8IH(WE-40 . ERRCONYY

RB=0,6609-0,4747%8INCWS-50, XRDCONV)

HRKT=XKT%(A+RXCOB{(H))
C ERES CORRELATIOM FOR DAILY AVERAGE DIFFUSE FRACTION CONVERTEW TO
c HOURLY AYERAGE FRACTION USING RELATIONSHIPS OF LIULJORDAN AMD
C COLLARES~FEREIRARRARL . ’

FRT=( (1, 78XXKTH3 372)R4KT-3,. 023 Y ¥XKT+1.,317

FRT=FKT/(A+RECOS(W))

R=(1.-FETIXRRIFKTRROID

THOR=HRKT¥I0

IT=THOR%RR

IF(IT.LE.G..OR.IHOR.LE.O.)B0 TO 200
C IC IS IN WATT-HRS/M2
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IC=AVLOADEDRT/ (AREAXETAPVXTAUXKETAHPRETAPC)
G CALCULATE PHI

XC=IC/17T .
%H=1.85+, 169%R/ (HRKTHHRKT) - . 0696 %COSSLP/ (HRKT#HRKT) -« 981 %HRK'1/
v (COSRECXCOSREC)
FHI=0.
IF(XC.CE.XM)BO TO 40
IF(XH.HE.2)G0 T0 30
FHI=(1 . ~-XC/XHIR{1 . -XC/XH)
G0 T 40
30 A=(XNH~1,)/(2=2XK)
DISCR=A%A+ (1,42 XA R (XH-XCYR(XN-XC)/ OIHEXN)
C¥d THE NEXY 5 LINES APPEAR TO BE UMNECESSARY ANR COULR BE DELETED.
IF(DISCR.GE.0,)B0 70 3G
URITE(Rs1?)XCsXHsAsRISCRI Ws HN
19 FORMAT(’ FHI PROBLEHW! XCsXMsAsDISCRsHsMNI ‘5sBF10.45214)
RISCR=0,
38 CONTINUE
FHI=ARS(ARS(A)-SART(NISCR))
40 COMTINUE
C CALCULATE HOURLY AVERAGE ELECTRICAL RESULTS WITHOUT STORAGE
EHR=AREARITRTAUXETAPVRETANF
IHR=EHR¥FHI
PL=EHR%(1.-PHI)XETAFC
C SUMMEDR VALUES: EsDOsPLOSHT
¥ SUFFIX 0 INRICATES NO STORAGE
E=E+EHR
RO=DO+1HR
FLO=PLO+PL
HT=HT+IT
300 CONTINUE
FO=FLO/NEXAND
EL=E/DEMAND
C CALCULATE EFFECY OF STORAGE
DFG=0,
IF(BRC.LE.D.)BO TO 560
A=1,315~0,1052%FORDENARDN/ (ETAPCXRC)~0.1B47/XKT
A=ANINI(A-1.)
X=ETARKETAPCXINO/REHAKD
DFH=AKINL(1, -FOsETAPCXBC/DEHANDR)
DISCR=(X+DFHIYRCXFDFHI 4  RARNKDFH
Ck¥ THE NEXT S LINES APPEAR TO BE UNMECESSARY ANO COULR BE OELETED.
IF(DISCR.GT.0.)G0 T 80
WRITE(%s17)A> X DFHs RXSCRIMN
i7 FORMAT(/ WARNINGs DFS ERROR. AsXsDFHsNISCReHNE ‘»4F10.4:214)
RIGCR=0.
80 CONTINUE
BFS=(X+DFH-SRRT(DISCR) ) /(2. %A)
40 CONTINUE



F=FO+DFS
AVLDADN=NEMANIL/24000
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100

11

e

WRITE(s 22ETAPV AVLDADSFOSF
FORMAT(4XsF4,3sT15sF7.3s130sF4:39T43:F4.3)
SUNPLO=SUNPLO+PLO
SUNPLS=SUNFLSHIFSXDENAND
SUMLD=SUNL O+ REMNAND

CONTINUE

AVLDADR=SUNLDI/ (24000.%12,:)
FO=8UHPLO/SUNLD
F=(5UNPLO+SUNPLE) /SUNLD
WRITE(R211)AVLDANSFOF
FORMAT(/14X35F7.35T305F4.3:T43:F4.3)
STOP

(END
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