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ARSTRACT

The effective thermal capacitance of structures is investigated

in this paper. The effective thermal capacitance of a structure

is the value of thermal capacitance which permits the accurate

modelling of the distributed thermal mass of the structure as a

gingle lumped capacitance. 1wo methods are used to determine effec-

ctive thermal capacitance of a

tive thermal capacitance. The effe

mparing the results of finite

homogeneous wall is determined by co

utlon of the single

difference gimulations to the analytic sol

citance of a structure

capacitance model. The effective thermal capa

js determined by comparing the results of transfer function model

and modified degree—day model simulations.

Tt is shown that the effective thermal capacitance of a homo-

geneaus wall with one sinusoidal afbient temperature boundary and

one constant ambient temperature boundary 1is defined by two para-

meters: the average Biot modulus and the periodic Fourier modulus.

In Chapter Three it is shown that 1o gatisfactory relationship

exists between actual and effective thermal capacltance when actual

weather data is used to represent ambient conditions. The modified

degree—day nodel is compared tO the transfer function model for fixed

values of lumped capacitance. The lumped model can be fairly accur-—

ate in estimating total heating season 1oads when no solar gains

are considered. A comparison of the constant room temperature and

iid



floating room temperature transfer function models showed that the
del over—-predicts cooling and heating

constant Yoom temperature ™m0

1oads when the room temperature varies.
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Symbols used in this thesis which do not appear below are de~-

fined locally in the text.

Aa ambient temperature gine wave amplitude
AC collector ared

Ay interior temperature gine wave amplitude
ay general transfer fynction coefficient

B, C, D, E. Coefficlents of general analytic solution of lumped model

Bi Biot modulus
Bi average Biot modulus
b, ambient temperature transfer fumction equation
coefficient
CDD modified degree—day model thermal capacitance
Co total effective thermal capaciltance of a structure
Cow effective thermal capacitance of structure walls
Ci thermal capacitance of node 1
Ck thermal capacitance of node k
ffj: c interior temperature transfer function equation
: coefficient
cp material gpecific heat
C, lumped room thermal capacitance
CS actual thermal capacitance of structure walls
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1. TNTRODUCT TON

1.1 Tntroduction

Tn the past building design considerations depended largely om

aesthetics and cost of construction. Little attention was paid to

the energy requirements of the structure. Consideration was given

mainly to aesthetically pleasing placement of windows, doors and

puilding orientation at minimum construction costs. The effect of

these parameters on the energy requirements of the building were

virtually ignored. fnergy for heating and cooling was inexpensive

and plentiful, so building energy use was not a major concern in

the design process.

Constantly rising energy cOstS; however, have forced people to

more closely examine building energy requirements and to seek al-

ternate methods to supply energy for heating and cooling. Proper

use of insulation to reduce energy costs, placement of windows in

order to use energy from the sum, the use of multi-stage thermostats

to reduce energy consumption, and many other factors are now cares

fully considered in the design process.

Building energy use concerns and the need to evaluate the effect

of design changes and energy conserving measures on heating and cool-

ing loads necessitated the development of techniques to accurately

model building enersy consumption. Many methods have been developed

to estimate building energy use. The complexity and amount of com=

putation required to usé these methods varies quite widely. The

gimple degree-day method reguives only a minimum number of algebralc



calculations. Other methods, quch as the finite difference method,

are Vvery complex and require access to a large computer to use the

methods efficiently.

the thermal mass of the structure

In the modelling of buildings,

has a large cffect on heating and cooling loads. The mass elements

e energy Lrom the sun in conven-

of the building can be used to stor

tional buildings as well as passive salar applications. Energy

coliected during the daylight hours can be stored in the building

elements and used at a later time to reduce the energy required from

conventional sources such as gas or oil. Im cooling applications,

the thermal mass of the building can absorb heat during the day which

£ the cooling load. The energy required

would otherwise become part O

to operate an air conditioner is therefore reduced.

All of the elements of a structure; the walls, floors, ceilings,

contribute to the thermal mass. The

furniture, appliances, etc.,

primary mechanism by which thermal mass stores and releases energy

ig through temperature variation. The mass heats UP when exposed

or solar radiation, thus storing energy.

to higher temperatures

armer than the gurroundings, stored energy

When the thermal mass is w

ig released pack to them.

te to the thermal mass do not all have

The elements which contribu

equal storage capacity and are not all exposed to rhe same amount of
solar radiatiom Or ambient temperatul® variation and therefore do not

store equal amounts of energy. For this reason, & rigorous building

ch of the elements. These

model considers the thermal response of ea



elements contribute to the thermal mass individually as a part of a
larger intercomected thermal system. This is a distributed thermal

mass model. Models do exist which consider building elements in this

manner [1, 2,19, 201 and generally estimate building heating and cooling

loads quite accurately. Howevel, these models can be quite cumbersome

to use, and usually require access to a large scale computing SyS—
tem.

A much simpler way to represent building thermal mass 1s tO
consider all mass as a single lumped thermal capacitance. This
model is computationally much sinmpler, and generally easier to use
than the more complex methods .

Modelling a distributed thermal capacitance system as a gingle
thermal mass requires an accurate estimation of the lumped thermal
capacitance in order to predict precise heating and cooling loads.
1f the capacitance is not correctly estimated, the model can gener-—
ate results which are inaccurate and.of little value. Fstimation
of this capacitance, the effective thermal capacitance, and the
general accuracy of the lumped analysis method are the topics of

this thesis.

1.2 Definition of Effective Thermal Capacitance
The effective thermal capacitance is defined as the capacitance
which adequately represents the thermal vesponse of the mass of a

distributed capacltance system. It is a single value which repre=

gents the thermal mass of the entire structure for building modelling



purposes.

To quantify the energy stored in any thermal mass, & representa-
tive temperature OT tempetrature ewing must be associated with the
capacitance. In a distributed capacitance system, each thermal mass
is represented by its own temperature variation which is not meces-
garily the same 83 any other thermal mass in the system. The single

capacitance of the lumped model is characterized by one temperature

variation. Effective thermal capacitance must account for this dif-
ference in temperature vyariations. The physical and thermal proper-—
ties of cach of thermal masses in the distributed model can also
differ, thus giving each mass its oWl thermal capacitance (mcp).

Proper estimation of effective thermal capacitance should also comn—

sider this.
Thus it can be stated that offective thermal capacitance 1s the

single lumped thermal mass characterized by one remperature varia-

tion which accurately represents the combined thermal behavior of the

individual thermal masses in the distributed capacitance system.
The correct effective thermal capacitance used in the lumped model
for heating and cooling load analysis will generate the same loads

as a more rigorous model or as determined from actual data.

1.3 Effective Thermal Capacitance of Walls

Tumped capacitance modelling is mnot limited to buildings. Ln-
dividual elements of a structure, such as a wall, are distributed

capacitance systems and can be modelled as lumped capacitance sys—



tems. A homogeneous wall may not have a uniform temperature varia-

tion throughout. The different components of a composite (multi-

layer) wall can have different thermal capaclitances ipn addition to &

non—uniform_temperature variation.
Like the effective thermal capacitance of a building, the

effective thermal capacitance of a wall accounts for non—uniform

temperature variation and different thermal capaclitances, and 1is

ation. Similar to the

represented by a gingle temperature vari

structure effective thermal capaclitance, the effective thermal

capacitance of a wall is the single Lumped thermal mass character—

riation which accurately represents the

ized by one temperature V&

distributed thermal mass of the wall.

1.4 Current Methods That Use Effective Theymal Capacitance

The physical meaning of effective thermal capaclitance can be
considering how the parameter ig used in cur-=

better understood by

rent simulation and design methods. Two cases in which the effec—

e is used are present here. One case ig from

tive thermal capacitanc
d the other is a de~

the transient simulation program TRNSYS [2], an

passive solar enexrgy gystems.

sign method for direct gain
The TRNSYS Type 12 component 1s an energy/degree-hour space

heating model. When used in mode four, the component models a gingle

thermal capacitance huilding. The component Uuses the lumped

gsive values of room tempera-

capacitance in the calculation of succe

ture, shown as equation 1.4.1.



THAT LT .
T = Tr + JZT (QeX/CAP)dT 1.41

T

The parameter CAP which appears in the denominator of the integrand

in the equation is called the load capacitance. TRNSYS documentation

states that CAP is the sum of the thermal capacitances of the house

structure and furnishings. For accurate load calculation, the value

should be the effective thermal capacitance of the building.

In Monsen's direct gain wnutilizability design method [3], the

fraction of the monthly beating 1load which can be met by solar energy

e structure 1s determined by three

for a finite thermal capacitanc

dimensionltess parameters: -5, X, and Y. ‘5 is the monthly—-average

daily utilizabilitys ¥ is the solar load ratio, equation 1.4.2; and
¥ is the storage—dunp ratio, defined by equation 1.4.3.
ﬁT(‘{&)A N
K = 1.4.2
L
¢, (AT N
= T 1.4.3

¢ Hplta) AN

The storage—dump ratio is the ratio of the maximum solar energy

stored in the house during a month to the amount of solar energy

dumped from the house per month if the house had no thermal capacity.

The parameter Ch’ contained in the storage-dump ratio, is the effec-

tive thermal capacltance of the building.

For given values of‘ﬁ and X, the fraction of the monthly load

provided by solar can be a strong function of Ch' Two plots of the



golar fraction as & function of X and Y are shown in Figure 1-1. For
gpecific values of.é, %, and Tr (the allowable room temperature
swing), the monthly solat ¢raction, F, is a function of Ch only.
Considering a case where X 1s equal to 1.0 and"$ equals 0.3, the
monthly solar fraction ranges from 0.6 to 1.0. For_g equal to 0.7
the solar fraction ranges from 25 percent of the load to the entire
load. The monthly solar fraction is a strong function of Ch and
accurate estimation of the monthly solar fraction is closely re-

1ated to accurate estimation of the effective thermal capacltance.

1.5 Existing Methods to Determine Lumped Capacitance

The most well known method to determine Tumped capacitance is
the diurnal heat capacity (dhc) method presented by Balcomb [4].
piurnal heat capacity 1is essentially the same as the thermal ad~

mittance discussed by some authors 15, 6], and is defined as the

amount of heat Pper unit surface area that is stored and released

per unit of temperature swing.

Balcomﬂs dhe and Davieé (6} thermal admittance* are derived
o assuming that the variation in ambient temperature 1s sinusoidal,
and that material properties are constant. With these assumptions

analytic expressions for dhc are developed. The effective wall

capacitance presented in Chapter Two of this paper is the same as dhc.

T T

P
xdhc is equal £o on rimes the thermal admittance where P is the

period of oscillation of trhe heat flux.
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Ralcomb's method consists of determining the dhc of each of the
elements of the structure. The dhc of the structure is the sum of
the elemental yalues. The limitations of the method are that the
dhc can only be calculated for homo geneous walls, ceilings, and
floors, and the clements must either be insulated on one side, or
have jdentical boundary conditions on both sides for the dhe method
to be applicable.

The largest difference between dhc as evaluated by Balcomb and
the effective thermal capacltance presented in Chapter Three is that
actual weather data was used in this analysis. Non—-homogeneous COn~
struction was also considered. Davies thermal admittance method nmay
be used for non-homo geneous constructions, but the method alsao
assumes sinusoidal boundary conditions. Actual weather is not
strictly sinusoidal, and does affect derived values of the effective

thermal capacitance.

1.6 Objectives

The objective of this study is to find a method or means of
estimating effective thermal capacitance. The method of Chapter Two
shows that the effective thermal capacitance of homogeneous walls
with simple boundary conditions can be determined. Tn Chapter Three
it is shown that the effective thermal capacitance of a structure
is not a cons tant value, OF simply related to physical or thermal

material propexrties when actual weather data ig used to represent
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ambient conditions. In many cases, the lumped’capacitance model does
Thus the utility of lumped capacitance

not predict accurate loads.

modelling, as 1t currently exists, Way be limited.
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2. THE USE oF FINITE DIFFERENCE MODELLING IN THE DERIVATION OF
EFFECTIVE THERMAL CAPACITANCE
2.1 Introduction

In this chapter the method of finite-differences is used to
model walls for the Jerivation of effective thermal capacitance.

Two wall models which represent the thermal mass of the wall in dif-
ferent ways are presented. One model, the finite~difference model,
represents the thermal mass of the wall as & series of smaller in-
terconnected thermal massSes. The second model, rermed the Tumped
model, treats the thermal mass as a single lump. For a specified
get of boundary conditions, the finite—difference»model thermal
response is generated by computer gimulation. The thermal response
of the Lumped model 1is derived apalytically for the same set of
boundary conditions.

For periodic boundary conditions, the periodic steady—-state
regsponses of the two models are gimilar. The 1umped model wall
temperature response equation can be curvefitted to the capaciltance-
weighted mean wall temperature response of the finite~difference
model. The effective thermal capacitance of the wall is derived from
comparison of the curvefitted temperature response amplitude toO the
response amplitude derived in the analytic solution of the lumped
nodel.

The method 18 used to generate the effective thermal capacitance
of concrete walls of different thicknesses subjected to identical

boundary conditions. Convection houndaries are considered. The
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ambient temperature om one side of the wall 1s sinusoidal. The am—
bient temperature is constant on the other side of the wall.
Regults are presented ag a function of two parameters: the
average Biot modulus and a periodic Fourier modulus. Presentation
of the results in.non—dimensional form 1is accomplished by defining
the fractional thermal capacitance of the wall as the ratio of the

effective thermal capacitance to the actual material capacitance.

The method is also used to derive the effective thermal capaci-

tance of concrete walls when the amplitude or mean of the ginusoidal
ambient temperature is different than in the initial derivation. The
effective rhermal capacitance of homogeneous walls constructed of
materials other than concrete are also derived. The results gen—
erated in these WO cases are compared to the results of the initial

devivation. The fractional thermal capacitance is completely de-

fined by characteristic average Biot and periodic Fourier moduli when

one ambient-temperature is sinusoidal and the other is constant.
The difficulties perceived in the extension of the method to
NON~NoMmo geEDEoUs construction and to other ambient and interior bound-

ary conditions are the reasons this method was eventually abandoned.

2.2 Models Used in the pinite-Difference Method

Two wall models are used in this derivation. One model is a one-

dimensional finite~difference representation of the wall, while the
other model, termed the 1umped model, represents the wall as a one=

node thermal mass with two thermal resilstances to the boundary
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conditions.

2.2.1 pinite-Difference Wall Model

The finite-difference wall model represents the wall as a series
of interconnected thermal masses oYX nodes approximated as a series
of coupled first—order differential equations. The representation
of the wall for simulation purposes is essentially that presented
by Myers [71-

fEqually spaced nodes are used in this model, with nodes at each
surface if the wall is of homogeneous constpuctions: Tn the simula-
tion of multi-layer walls, the nodes are evenly—spaced_within each
layer, with a node at each surface and each material interface. The
number of internal nodes, T, in each material of thickness 6, are
selected so that the value &, defined by equation 2.,2,1, is about the

game for all materials in the wall.”

kD’

5 2.2.1

c 8
P P
The model is & one-dimensional representation of the wall; the

¢inite dimension is in the direction of energy flow. Fnd effects

are neglected and all nodal parameters are based on unit depth and

%*Ceylan [8] yrecommended this criterion for selecting the nuwber of

nodes to use in his program RC1 which generates transfer function

coefficients (see Chapter Three) from finite difference wall re-
presentations. No other criterion was found regarding nodal
gpacing in composite walls so equation 2.2.1 is recommended.
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height. GCraphic representations of the wall are shown in Figures

9-1 and 2-2.

The solution of this model for an N node representation requires

the solution of N simultaneous ordinary first-order differential

aquations derived from nodal energy palances. All nodal energy bal-

ances are of the form of Fguation 2.2.2, shown graphically in Figure

2-3a.

qin . qout td= Estore 2.2.2

The nodal differential equation is derived from the substitu-

tion of the appropriate finite-difference rate equations into Fgua~

tion 2.2.2. For node k, bounded by nodes j and 1 (see Figure 2-3b) ,

the nodal differential equation is Bquatiocn 2.2.3. Rjk and Rkl are

the interpodal registances, 4 is any direct energy flow into node k,

and Ck is the thermal capacitance (mﬂ%) of the node.
- - T
Tj Tk Tk 1 B di
a3 f qk = Ck_ﬁ¥w 2.2.3
ik B
if nodes i, kK and 1 are interior nodes, the regsistances, Rjk and Rkl

are conduction resistances. 1f either node j or kis a node repre-

genting the ambient oT interior boundary condition, the respective

resistance will be a boundary resistancé. For example, if node ]

represents a convective boundary condition, Rjk will be a convection

resistance.
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2.2.2 Lumped Model

The second wall model used in this derivation, the lumped model,
represents the wall as & one~node thermal wass connected to the twoO
boundaries by two resistances, as shown in Figure o4, The wall is
to a set of N

temperature, &S opposed

characterized by & single
temperatures for an N mode finite~-difference model.
1 is assumed to have the saue physical dimen-—

The lumped mode
te difference model-—finite only in the direction of

sions as the fini
The thermal conductivity and density are also the same.

energy flow.
del is different than the thermal

1 capacitance in this mo

The therma

capacitance of the finite-difference model. The thermal capacitance
effective thermal capacitance, Cw‘ defined

of the 1umped model is the

in Section 1.3.
in contrast to the finite-difference model which requires the
solution of 2 get of N simultaneous ordinary differential equations,
£ only one differential equation.

ﬂdsmﬂd_mﬂmx% the solution O
The characteristic differential equation for this model is obtained

by the application of the nodal energy halance, Bquation 2.2.2, to
the lumped system. The result is Equation 2.2.4.
..... T -1 T - T, daT
ca W W24+ 4 _¢ 2.2.4
R R, w a7
a i

The thermal registances of the finite~difference model are

boundary registances. This

either internal conduction resistances OF
so the lumped thermal resis—

model consists of only a single node,
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Figure
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tances, Ri and Ra’ are a combination of material (conduction) and
pboundary resistances. The two thermal resistances in series have the
same overall resistance as that used in the finite difference model.
The lumped model is an approximation of the "real," distributed
capacitance, finite~difference wall, as outlined in Section 1.3.
Therefore, unlike the finite difference model where the sum of the
nodal thermal capacitances is equal to the actual material mass times
speclfic heat product, the thermal capacitance of this model is the
effective thermal capacitance. The effective thermal capacitance is
the capaclitance which represents the distributed capacitance of the
real system in & W&¥ such that the two models generate the same Te—
gponse for {dentical boundary conditions. The derivation of this

value, Cw’ i{s discussed in Section 2.3.

2.3 Derivation of Effective Thermal Capacitance From Finite—
Difference—-Lumped Model Comparisons
2.3.1 Assumptions
The assumptions made in this analysis are predominantly related
to the nature of heat transier through the wall. Conduction in the
direction of the finite dimension ig the only energy transfer con-
sidered within the wall. The assumption is made that any initial
transient response of the wall can be ignored. The temperatures
and energy flows of interest are those produced after the wall has
reached a periodic steady-state response. Periodic steady-state is

an approximation of diurnal temperaturée variation. All thermal and
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physical properties of the wall are assumed to be constant, as well
as any boundary coﬁvection coefficients. Finally, the asgumption is
made that the ambient boundary condition can be modelled as a sinu-
goidal input with a period of omne day as reported in references 3

and 6. .

2.3.2 Analytic Solution of the Lumped Model

The analytic solution of the lumped model consists of solving
Equation 2.2.4 for known ambient and interioT boundary conditions,
thermal resistances Ri and R and known heat flow input §- Equation
9.2.4 is solved for convective boundaries assuming ginusoidal ambient
and interior temperature profiles. A special case of this solution,
when only the ambient temperature profile is time—dependent 1s also
presented.

The ambient temperature profile is defined by Equation 2.3.1
and the interior temperature profile by Equation 2.3.2, No heat

flux input is considered.

T = Td + Aa sin(waj) 2.3.1

T

T

=T, + A, sinlw, T B) 2.3.2
1. L 1 1

The thermal registance Ri and Ra are constant and are defined in
Section 2.3.4.
Substituting the ambient and interior temperature conditions

into Equation 2.2.4 and rearranging terms, Equation 7.3.3, the
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lumped model characteristic differential equation is devrived.

dr R, + R RT + R,T, A sin{w,T)
Wy i a _ a a i i + a A
aT W CwRiRa CwRiRa Fwa
2.3.3
A, sin(w.T ¥ B
+ 1 N
R.C
1 W

The full solution of this equation consists of two parts: a trans—
ient solution, and a periodic steady-state solution. Since the
transient response is ignored in this derivation, the corresponding
portion of the solution is not presented here.

The general periodic steady-state golution of a differential

equation of the form of Equation 2.3,3 is given in Fquation 2.3.h.

TW =T + B sin (maj) + C cos(méT) + D 51n(wiT)

2.3.4

+ E cos{(s,T)
i

Substitution of Equation 9.3.4 and its first derivative into Equa-
tion 2.3.3, defines the parameters of BEquation 2.3.4. Equations
2.3.5 through 2.3.10 give the results of this operation.

Ri Ta,+ Ra Ti

o
T TR 2.3.5
L a
2 2

C:M{ 2.3.7
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Ay (wi,SinB - m cosB)
D = —— 5 5 2.3.8
kK. C {(m™ + W, )
i oW i
Ai {m ginf - Wy cosf)
_ 2.3.9

R, C (m2 +m.2)
i W 1

where!
2.3.10

presented in a simpleTr form with the applica-

ation 2.3.4 can be
in Equation

Fqu.
tion of trigonometry- The simplified form 1is presented
2.3.1L.
Ty = T4 T, sin(mai + ¢a) + Ty 81n(mii + ¢i) 2.3.11
where
T = see Fquation 2.3.5
Aa
T N - 2.3.12
R Cfmd LS
a w
~()
o = can ( _a) 2.3.13
a yul
Ai
T, < B T 2.3.14
R. C m2 + w2
i W i
1 n sinf — Wy cosh
—_ - -
d):i. TAN wg sind + m cosP 2.3.15
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A special case of Equation 2.3,11 exists when the interior
remperature, Ti, is constant at Ti” The interior input amplitude Ai

is equal to 2ero and Equation 2.3.11 reduces LO:

TW_= T+ 1 51n(wa¢ + ¢a) 2.3.16

Equations 2.3.11 and 2.3.,16 are the solutions of the lumped
model for two different convective houndary conditions. The effec~
tive thermal capacitance of the wall is derived from the curve fit of
the appropriate egquation to the capacitance weighted mean wall temp-
erature response of the finite~difference model. The capcitance

weighted mean wall temperature must first be defined.

2.3.3 Capacitance—Weighted Mean Wall Temperature

The temperature response of the lumped model is characterized by
a single temperature, T The corresponding response Of the finite-
difference model 1s represented by a series of temperatu¥es distri-
buted throughout the wall. In order to compare the responses of
the two models, 2 single temperature characteristic of the responseé
of the finite-difference model must be defined. This temperature
should be representative of the thermal storage capacity of the
wall and the different storage capacities of the separate layers in
a multi-layer wall.

The capacitance—weighted mean wall temperature, Twm’ is desig-
nated as the representative wall temperature of the finite-

difference model. Twm‘is the eapacitance—weighted average nodal
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temperature and is defined by Equation 2.3.17.

N
T (¢, 1)
T
_i=t
T T TR 2.3.17

b C.l
i=1
1f the wall consists of a single homogeneous slab, T“m‘is given
by Equation 2.3.18, a special case of Bquation 2.3.17.
1 N

T == 1 {(Ax, T.) 2.3.18
R0 L . i i
i=l

2.3.4 Effectlve Thermal Capacitance of a Homogeneous Wall With

ginuscidal Ambient Temperatule Boundary and Constant

Interior Temperature Boundary

The underlying assumption in thie method is that the periodic

steady—-state response of a real wall, as simulated by the finite-
difference model, is of the same mathematical form as the respouse
of the lumped model. Shown in Figures 2-5a, b, and ¢ are the am—
bient, exterior surface node, interior surface node, and capacitance-
weighted mean wall temperature responses of three homogepeous walls
after periodic gteady-state conditions have been reached. These re-
sults are from the finite-difference model solution. The wall mate¥r-
ial, thickness and boundary conditions are shown in Table 2-1. The

three temperaturé€ responses plotted in each of the figures are sin~

usoidal, with the same characteristics a8 the ambient temperature
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TABLE 2-1

Boundary conditions and Composition of Finite-Difference Walls of

FTigure 2-5
Figure 2-5a 2-5b 2-5¢c
Material Concrete Concrete Maple
Thickness {m) .153 305 L4419
T, (¢ 15.6 15.6 15.6
Ay e 19.4 19.4 19.4
W, (hr—l) .262 .262 262
W
h 5 56.8 56.8 28.4
a 2
m C
Ti (9] 15.6 15.6 15.6
A, (©) 0 0 0
i
w, (hr—l) Not applicable
h, A 8.52 8.52 8.52
L 2
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forcing function. This is the sane form as the corresponding lumped

model response, Equation 2.3.16.

The similarity between the finite-difference and lumped model

responses suggests that the effective thermal capacitance of the

wall can pe derived from & comparison of the two responses. The

effective thermal capacitance of a wall was defined in Chapter 1 as

the capacitance which makes the Tumped System,accurately represent '

the finite difference or real system.

Since the analytical form of the lumped model respouse is known,

the lumped response equation can be curvefit to the finite-differ-

ence YESpPOnse. The effective thermal capacltance can be calculated

from the application of the appropriate 1umped model response para”

meter definition (Bquations 2.3.5, 2.3.10, 2.3.12*2.3.15) to the

value of the parameter found in the curvefit.

in this derivation, the effective thermal capacitance, Cw’ can

be obtained from two parameters of the lumped response, Equation

7.3.11: the applitude, ¥, and the phase lag, ¢a. The two para~

meters do not yield the same value of Cw‘ gince the energy storage

in a wall is related to the temperature swing of the wall, T, was

gelected as the parameter from which C_ was to be determined.

Rearrangement of the definition of ¥ Equation 2.3,12, shows

how Cw can be obtained if the other values in the definition are

known. The result of this operation is presented in Equation 2.3.19.
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2.3.19

n be applied, the thermal resistances,

Before this equation ¢&
ection 2.2.2 that Ri

and Ra must be defined. It was stated in S

ination of boundary &

R.
1
and Ra are both a conb nd material resistances.

to the boundary is eas

y to define. It is gimply

The resistance due
The definition

he respective convection coefficient.

the inverse of €
For lack of a

1 resistance is somewhat less clear.

of the materia
nce was assigned

one-nalf of the material resista

better convention,
to each Ri and Ra’ thus defining the two thermal resistances, a8
shown in Equations 2.3.20 and 2.3.21,
1 L
R, =% + % 2.3.20
a
1 L
= = o 3.
R, hi " on 2.3.21

The response amplitude, ra,(as well as T and $a), ig determined
from a curvefit, as stated above. The period of the response is I
K OWTL. T is found by averaging the response over a period. gecondly
¢a,is determined. Finally T, is obtained by applying the partially
fitted equation at any known data point. A1l parameters of Equation
2.3.19 are now known and G may be determined. The results of this

method are presented 4in Section 2.4
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Finite—Difference Method

2.4 Results of The
e effective thermal capaci-

The results of the derivation of th

of a homogeneous wall exposed to & sinusoidal ambient

tance
remperature boundary on On& side, and to 2 constant temperature
on the other are presented in this gection. The fractional thermal

capacitance, FCAP’ i.e., the ratio of the derived affective thermal
capacitance to the actual capacitance (mciP of the wall, is presented

ction of two dimensionless

graphically in Section 9. 4.1 as a fun
parameters, an average pipt modulus and a periodic Fourier modulus.
The graph was generated from the analysis of concrete walls of vari-
mperature boundary. The

he same anblient te

ous thicknesses exposed T

fractional thermal capacitance of concrete walls exposed to other
ambient temperature means and amplitudes and Fopp for other homo—

genenus materials are presented in Section 2.h.2.
The computer program used to obtain the responge of the finite-
ditference walls is listed 1in Appendix A. The routine used to curve-
fit the 1umped model response to the capacitance welghted mean wall

presented as subroutine VALUES in the Appen-

temperature response is

dix.

2.4.1 Fractional Thermal Capacitance of A Homogeneous Conmcrete Waill
The results in this section were obtained from finite-difference
gimulations of concrete walls of various thicknesses exposed to &
on on the ambient side and to

gimulated diurnal temperature variati
a constant temperature o0 the interioft gide. The ambient and in-
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terior convection coefficlents, ha and hi’ were also varied in this
analysis, with the condition that ha was greater than or equal to hi.
The properties of the wall, the boundary temperature conditions and
the convection coefficients of this analysis are given in Table 2-2.
Tt was found that the fractional thermal capacitance of a homo-
geneous concrete wall could be represented as a function of two
dimensionless quantities: +he average Biot number, defined by Equa-

tion 2.4.1, and a periodic Fourier modulus, defined by Equation

2.4.2.
(h, + hy)L
H = __'____w____,.—w—-—‘——”—"‘
Bi o 2.4.1
o} o P
Fo,w = 327 2 2.4.2
- Wgln? 21TL2

The interpretation of Bi is analogous to the interpretation of
the conventional Biot modulus defined in heat transfer analysis fio}.
The value represents & comparison of the relative magnitudes of the
conductive and convective resistances of the system. & Very low
value of Bi indicates that internal conduction resistance is neg—
ligible in comparison toO the surface convective registance. This
implies that the material is nearly at a uniform temperature through-
out.

Normally, the Fourierx modulus, Fo,(\g%>)is viewed as & compari-

son between & characteristic body dimension and an approximate temp—

erature wave penetration at a specific time during the transient
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TABLE 2-2
Material Properties (9], Boundary Cond

Used For Derivation of Figure 2-6

Material

itions and Parameler Ranges

Concrete

2080 kg/m>

1.38 W/m-C

0.838 kJ/kg-C

S 91 x 107 wl/s
.076-.914 m

15.6 ©

19.4 C

24 hr

15.4 C (constant)
6 52113.5 W/ =C

8. 5-45.4 W/mo=C
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response of a gystemn. This analysis is a periodic steady state analy-
sis, and the Fourier modulus, Yo,w, is both defined and interpreted
somewhat dgifferently. Fo,uw {s a comparison between a characteristic
body dimension, the slab thickness, and an approximate temperature
wave penetration during one ambient temperature cycle.

gince the fractional thermal capacitance is a function of Bi
and Fo,w limiting cases of FCAP ag a function of these two para—:
meters can be determined. It is commonly agsumed in heat transfer
analysis that any system with a characteristic Biot modulus smaller
a certain value is at a uniform temperatuTe. This implies that the
system 1s lumped. 1no this case the effective thermal capacitance
is equal to the actual value.

A system 1is normally assumed to be lumped 1if Equation 2.4.3 is
true. [10]. Although an average Biot modulus is used to character—
ize this system, it is assumed that the same criterion holds. There-

fore, when Equation 2 4.3 is true, FCAP is given by Equation 2404,

1f

pi < 0.1 2.4.3

Then

FCAP =1.0 2.4.4

A second limiting case is given by Equations 9 4.5 and 2.4.6.

For Fo,m = *® 2.4.5
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1f
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minimal parameteT variation. only concrete walls and only one
temperature houndary were considered in the derivation. One way to
test the applicability of a representation like Figure 9-6 to other
boundary conditions and to walls of other materials, is to compare
the fractional ¢hermal capacitance predicted from the figure O
derived for the conditions presented in Table 2-2, to the fractionmal
thermal capacitance derived for other materials oY boundary condi-

tions.

fnvestigation of the effect of the ambient temperature ampli-
tude and mean Ou fractional thermal capacitance was conducted on the
homogeneous concrete walls.characterized by'ﬁi and Fo,W presented
in Table 2-3. Finite~difference gimulations of the walls were con—
ducted for the ambient temperature conditions given in Table 2-4,

and the effective thermal capacitance was determined.
Table 2-4 also presents the derived and predicted values of the
fractional thermal capacitance of these walls. The predicted values
were read from Figure 7-6 for wall 1, and derived under the sanme
conditions as those used in the deriwvation of the Figure 2-6 for
wall 2 and wall 3. Tor the cases studied, yariations in ambient
temperature amplitude and mean have 1O effect of the fractional ther-

ance of a concrete wall.

mal capacit
Homo geneous walls consisting of mapie, granulated cork, and as-
bestos cement board were simulated to se€e€ if a representation such
as Figure 2-6 is applicable to other homogeneous wall constructions.
The properties of these three materials are preeented in Table
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TABLE 2-3
Biot and Fourler Moduli of Concrete Walls Simulated Yor study of

Ambient Temperature Variation Effects

Bi Fo,Ww

Wall 1 10. .12

Wwall 2 1.0 .18

Wall 3 10.0 .18
TABLE 2-4

Derived and Predicted Values of Fractional Thermal Capacitance of

Concrete Walls for Various Ambient Temperature Amplitudes and Means

Ambient Tempe&rature Fractional ~Thermal
Capacltance

T A

a a

() (%)) Derived Predicted
Wall 1 21.1 19.6 48 A48
Wall 1 260.7 13.9 48 .48
Wall 1 - 1.1 19.6 A48 .48
Wall 2 10.0 16.7 .78 .78
Wall 3 10.0 16.7 48 A8

T, =T, = 15.4 C for all cases.
i i
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2-5. The ambient and interior temperatures in this analysis are
given in Table 2-2.

The predicted and derived fractional thermal capacitances of
the walls are presented in Table 2-6. gimilar to the result obtained
above, for the cases studied, a representation guch as Figure 2-6,
derived for one material, is applicable to other homogeneous con-=

structions. ANy differences between the predicted and derived values

are probably due to numerical errol generated by the finite differ-

ence approximation.

comparison of ¢, to Balcomb's diurmal heat capacity (dhe) [4] and
to Davies' thermal admittance [6] shows that CW is the same as dhe and
p/2m times the thermal admittance. in Balcomb's dhc method, the
diurnal heat capacity of walls with convectlen boundaries can only
be determined if one side of the wall is insulated or if the two
convection boundaries are jdentical. Figure 9.6 is valid when the

two conveotion boundaries are not jidentical. The values of Cw ob~

;f]' tained from the figure may he used with Balcomb's design method.
The figure should only be used for one—periodic——one—constant
temperature boundaries CASES, zince the two periodic temperature

boundary condition case has not been analyzed.

2.5 Discussion and Problems of The Finite-Difference——Lumped

Solution Curvefit Method

in this chaptex, the method of derivation of the effective ther-
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TABLE 2-3

properties of Maple, Cork, and Asbestos Cement Board [91

Material Density Thermal Specific Thermal
conductivity Heat Diffusivity
J m 7
T = = 10

3)

E]

(

keg~C

()

Maple

Cork

Asbestos
Cement
Board

TABLE 2-6

predicted and Derived Fractional Thermal Capacitance of Maple,

Cork and Asbestos Cement Board Walls

Fractional Thermal Capacitance

perived Predicted

Maple
Maple
Cork

Asbestos Cement
Board
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mal capacitance of 2 homo geneous wall from the comparison of two
temperature responses was presented for a gpecific set of HYoundary
conditions. The resultsgpnesented showed that the fractional
thermal capacitance, the ratio of the effective tO actual value,
js defined by WO parameters, the average Biot modulus and a periodic
Fourier modulus, for @ omo geneous eoncrete'wall. Adaditional resulis
showed that this same representation applies toO other homo geneocus
wall constructlons, and to othet vyalues of amhient temperature ampli-
tudes and means .

One basic underlying premise in this method became the major
. factox which led to the abandonment of this method. The effective
thermal capacitance derived in this chaptel is based on gystem
temperature response. The effective thermal capacitance is the
value which produces the same 1umped model response as @ designated
temperature response of the finite difference model. Wall temperas
fure response does reflect the energy stored in & wall. A motre
direct way Lo consider energy stored in the wall is to model energy
flows rather than temperatures.

fn building energy analysis, it is not the temperature response
of the puilding elements that 1s not generally of interest, but
rather the energy contribution of the elements tO the heating and
cooling requirements. To the designet the remperature response of
added thermal mass ig not desired; it is desired to estimate the ef-
fect of this extra thermal wass on the heating and cooling require-

ments of the building- For example, Mons en'’s Directhain,Unutiliza—
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bility Design Method 131 requires the estimation of the room thermal
capacitance in order to estimate the amount of solar energy which
can be used to reduce a conventional heating load.

Therefore, the effective thermal capacitance should be based
on energy quantities opposed ro temperature Tesponse. The effective
thermal capacitance should be the value which results in identical
energy requirements for both the iumped and "real!’ systems.

Like the methods of Balcomb [&] and Davies [6], the ambient
temperature in this nethod was nodelled as & diurnal sinusoid.
Although daily temperaturée yariation is basically ginusoidal, 1t is
not a perfect sinusoid. The effect of actual ambient temperature
variation on effective thermal capacitance should be investigated.
Discrete teppperature data is compatible with the finite difference
model, but 2 simple (if any) analytic colution of the lumped model
can not be derived for discrete data. The lumped model would have
to be simulated byzlcomputer-with only an estimate of the effective
thermal capacitance and then compared toO the finite-difference solu~
tion. This would be an iterative processurequiring multiple simu—
lations of the lumped model. The finite-difference and lumped models
could be adapted tO this situation, but existing computer programs,
such as TRNSYS {11, are less costly to use.

ryen if further investigation proved that a simple representa-
tion such as Figure 7.6 was accurate enough to estimate effective
thermal capaciltance for "real" condltions for homogeneous walls, it

would be qifficult to estimate the effective thermal capacitance of a
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nonhomogeneous wall. Composite walls are not characterized by single

density and gpecific heat. Thus it

values of thermal conductivity,

would be difficult %o estimate-§1 and Fo,w since they require single

values of thermal and physical parameters. A simple representation

euch as Tigure 9-6 may not be found.

These problems: The effective thermal capacltance defined by

temperature response, opposed to energy response periodic steady~

state assumptions, and difficulties anticipated in the estimation of

the Biot and Fourier moduli for composite walls, were the reasons

the transfer function method

this method was abandoned in favor of

of Chapter 3. The results produced here are meaningful but the

method of Chapter Three better guits the goals of this study.
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3. EFFECTIVE THERMAL CAPACTTANCE OF A ONE-ZONE STRUCTURE
3.1 Introduction

Tn this chapter, tWO models are developed and used to derive
the effective thermal capacitance of a simple one-zONE structure
that consists of only four walls. Omne model consists of transfer
function wall representations coupled to a ToOm model. Transtier
functions model energy flow through & wall as an algebraic func-
tion of the boundary conditions and previous heat fiows. The
second model is a modified degree-day load model connected to a
TOOMm,

Two transier function equations exigt which can he used to
model conduction through walls. The current TRNSYS [1] transfer
function wall model uses the equation presented in the ASHRAE
Handbook of Fundamentals [91. The equation was derived assuming a
constant interior temperature boundary condition. However, the
equation 1s applied in the TRNSYS program for situations in which
the room temperature varies betWeen,specified 1imits. The applica-
tion of the ASHRAE equation 18 not strictly correct in these situa-
tions.

A second transfer function equation exisns for a floating ip—
terior temperature boundary condition {8, 111, and ig used in this
derivation. The drawback of this equation ig that the transfer
function coefficients must be determined DY the execution of computer

programs [8, 12}. The coefficients for the comstant room temperature
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_equation are readily availablg.invppblished form for many walls [9].

Computer simulations are conducted to compare the heating and
cooling loads predicted by the two transfer function wall model equa-
tions. The errors generated through the use of the constant room
temperature equation in floating room temperature situations are
assessed.

The effective thermal capacitance of a simple one-zone structure
ig determined through comparison of trans fer function model and modi-
fied degree—day model results. For given boundary conditions, weather
data, wall construction, and room capacitance, a distinct set of
heating and cooling requirements are generated by simulation using
the transfer function model. The modified degree-day model loads
are a function of the thermal capacitance used in the model for the
game conditions. The effective thermal capacitance of the structure
is the value, when used in the modified degree-day model, that causes
the degree-day model loads to agree with the transfer function model
loads.

The effective thermal capacitance is a function of the construc-
tion material, boundary conditions, and type of load. The effective
thermal capacitance of a structure derived for one set of simulation
conditions may not be the same as the value derived for a different
set. The values derived from heating and cooling load comparisons
may also differ. The value may even change from month to month.

The utility of the effective thermal capacitance concept is dimin—

ished if no one single value or fraction of the actual capacitaunce



46

can be used for 2@ wide range of conditions. The errors generated By
the use of a specified fraction of the real capacitance as the
effective capacitance are asgsessed LO determine the feasibility of

the concept.

3.2 One—Dimensional Transfer Function Wall Models

The transfer function approach to modelling the thermal response
of walls is a method which enables the replacement of the time cob—
guming and expensive numerical solution of the governing differential
equations. The heat flow at the surface of a wall 1s expressed al-
gebraically as a function of previous heat flows and temperatures
in the transfer function,approach. The method is well documented
(1, 12, 13, laa;15a 16} and information about the method not con~
tained here can be obtained from these SOUTCES.

The transter function representation of a plane wall with two
time dependent poundary conditions, slvand S s is given by Equation

3.2.1.%

N M N

Up T % b Sq t-nh N % ey, T-nh 3.2.1
n=0 n=1 n=0

x) word should be said about the sign convention of rhis equation and

the other transfetr function equations in this Chaptetr. Bquation

3.2.1 uses the sign convention of Mitalas, §tephenson and Arsenault
(MsA). The equivalent equation contained in the works of Ceylan uses
a plus () sign instead of a minus sign in ¢ront of the 8. and%.
summations. As & consequence, the ¢_ and d coefficients derived
from.Ceylan's program have the opposite sig% of those generated by
the MSA prografl. In this ChapteT, unless noted otherwise, the sign
convention of MSA is followed.
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1f only one time dependent houndary condition exists and the other is
constant, the transfer function representation of the wall is &

special case of Equation 3.2.1 given by Equation 3.2.2.

N M N
u, = X bnslﬁ—nﬁ- I dﬂut-n& - 5. z e, 3.2.2
n=0 n=1 n=0

The transfer function coefficients (bn, c > dn) depend on the
particular wall construction, the output desired (u), and the bound-
ary conditions (Sl, sr). Mitalas and Avsenault [12] have developed
a calculation,procedure to determine the coefficients of 2 wall using
Z~transier functions. Ceylan [8) has developed an alternate method tO
calculate the coefficients. 1n Ceylan's method, the coefficients are
determined from the analytic solution of the first-order differential
equations generated from the discretization of the wall by finite-
differences. Computer programs are available for both the 7-transfer
function method [12], and Ceylan's method. pawelski [17] developed
a third method to find the coefficients. {n his method the co-
efficients are determined from a linear least squares regression
technique applied tc @ transient response geuerated by an alternate
method, such as finite-differences or experimental data.

The transfer function coefficients required for the calculation
of heat flow through a wall as a fupction of time dependent ambient
temperature and constant interior temperature have been published
for many exterior wall and flat voof types in the ASHRAE Handbook of

Fundamentals, and thus are readlly available. These coefficients were

derived from the Z-transfer functlon method. The TRNSYS Type 17 wall
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and Type 18 roof models are compatible with these coefficients.*

The Types 17 and 18 models are often coupled to a type 19 room
model to simulate & one-zone structuré. The interior temperature in
the room model is allowed to float between user specified limits.
The use of the ASHRAEL coefficients 1is not strictly correct in this
case. Coefficients derived for a t ime—dependent interior boundary
condition chould be used.

However, computer programs must be used to obtain the floating
room temperature (FRT) coefficients. Therefore, during this study,
the differences in the loads calculated by the two models were
assessed. presented in the following twO subsections ate the appli-
cable transfer function equations for the two different interior
temperature conditions. Ceneral comments about the differences ex-

pected between the two models are also presented.

3.2.1 Constant Tnterior Temperature Heat Flow Equation

FEquation 3.2.2 is used to calculate the heat flow through a wall
with a constant interior temperaltur&. The amblent conditions atre
characterized py the gol-air temperaltlure, Te» and the room temperature
is constant at Tr' Tpserting theseé conditions into Equation 3.2.2,
the eonstant room temperature tyansfer funckion heat flow equation,

Equatiocn 3.2.3, is defined.

*The components were written using the sign convention of Mitalas,

Stephenson, and Arsenault. Coefficients generated by Ceylan's

program may be used with these components if the negative of the
c and dn are input to the components.
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N M N
u

= 2 "
q' b T AT yodql a7 T I ¢ 3,2.3
=0 n e,r-nd =1 n- T-nb T e n

There is & constraint petween the coefficients of this equation
and between the coefficients of the equation presented in the next
section which must be satisfied. 1f the sol—aly temperature is

constant with time, for every value ¢f n

T -7 =T - T 3.2.4
e, T-ni T e T
Tquation 3.2.3 gimplifies to

M N N
gt (1.0 + v a)y="1 7 b -T L c o3.2.5

T n = -

n=1 n=0 n=0
This is steady-state condition. Under these conditlons, the heat
flow can also be represented by the overall wall conductance (u-

value) as

q", = Ulle ~ T.) 3.2.6

Comparing Tquations 3,2.5 and 3,2.6 establishes that
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N N
L bn L “n

- n=0 " _ n=0 3.9.7%

w M M e
1+ Zdn 1+ Zdn
n=1 n=1
and

N N
P bn = 7 < 3,2.8%
n=0 =0

These two constraints wmay pe useful tO check the accuracy of any co-—

efficients derived from computer gimulation.

erature Transfer Function Heat Flow

3,2.2 Floating interior Temp

Fquation
The heat tlow through a wall to @ room with floating interior

temperature ig calculated from the application of Eguation 3.2.1.
Like the CRT model, the ambient conditions are represented by the
Inserting

and the room temperature is T,.

sol—air remperature T
e

tion of Ceylan dictates that

*The alternate gign conven

N N
) bn -5 c,
_ n=0 - n=0
Uw M M
1 - & dn 1 - L dn
=1 n=1
and
N N
% bn = - ¥ c
n=0



51

these conditions into Equation 3,2.1 gives the FRT transfer function

heat f£low equation, Fquation 3.2.9.

N ™M N
[ T - d " —
11 niO bn‘e,T—nA nil nd r-nh nzo Cnir,f—na 3.2.9

The same constraints (Equations 3,2.7 and 3.2.8) apply to this equa-

¢ Fquation 3,2.3.

tion &
ture,

Tquation 3.2.9 can also be applied if the room tempera

on 3.2.31s @ spe

cial case of the more g€~

T,» ig constant. Fquati
Equation 3.2.9. The coefficients in the two equa-

eral FRT equation,

tions are exactly the game .
pecial case of the more gen=

gince the CRT heat flow equation is a s
eral FRT equation, the energy flows predicted by the LwWO models will
be equal when the Toom temperature is constant. However, when the
room temperature ig changing with respect to time, the previous YOOI
s becone jmportant. The CRT equation does not account

temperature
ature

for the interior—temperature history. The current room temper
is the only jmportant value in the CRT model. Therefore the model
over—emphasizes the importance of the current rool temperature.
The different manner in which the ToOR temperature history
the two models will cause the heat flows calculated by

is treated in
temperature is not

ons to be different when the room

ﬂmtmoemmﬁ_
eecment between the two models will

constant. The amount of disagtr
be a function of the allowable 1imits oil the room temperatute. As
the allowable remperature range of the room decreases, the heat
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flows predicted by the EwoO models should approach the same value.

In the limit of mno room tempevature variation, the Two models predict
the same results. The disagreement between the two models will also
pe a function of the wall construction since the transfer function co-
efficients depend on the physical properties of wall.

In the calculation of monthly loads, the differences between
the results of the two models will be related to the amount of wvar-
jation of the room temperature during the month. 1f conditions
are such that the room temperature shows little variation during
the month, the loads predicted by the two models should be rela-
tively close. During a month when the ToOm remperature variation is
quite large, greater differences are expected between the models.

A similar relationship should be true for seasonal oY annual loads.

3.3 gipulation Models of A Simple One-Zone Structule

This section describes the gimulation models used to compare
the CRT and FRT transfer function heat flow equations. A description
of the modified degree—day model used to determine the effective
thermal capaclitance of a simple structure 1is also presented.

The structure considered consists only of four walls, all of
the samewconstruction. A window is jncluded in the south wall of
the structure when solar gains are considered. The roof and floor
of the structure are assumed to be adiabatic. The structure is
assumed to be tightly constructed and no energy pains oOr losses occur

due to air infiltration.
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The models used in this derivatlon are " eonstructed’ using
existing components of TRNSYS. However, some changes have been made
to the components. The modifications, and qualitative component
Jescriptions are presented below.

The models presented ip this section are described by component
only, so & brief overview of the system,models is presented. Three
system models are employed in this analysis: the two transfer
function models, and the modified degree—day model. The two rransfer
function models are identical, except one model uses Fquation 3.2.3
to model heat flow through the wall (CRT model) and the other uses
Equation 3.2.9 (¥FRT model). The transfer function models consist
of the transfer function wall models connected to @ floating tempel~—
ature room model. The nodified degree—day model uses degree—hour
calculations LO model conduction rhrough the walls. gimilar to the
transfer funetion,models, the walls are connected to a floating

temp erature ¥O O

3.3.1 Transfer Function Wall Models

The transfer function wall models use the transfer fynction
method described 1in gection 3.2 to calculate the heat flow through
the walls. The TRNSYS transfer function wall model permits model-
ling & single wall, or four walls, if all walls are of the same
construction. gince this study involved modelling a structure
constructed of four identical walls, the four wall option was s&~

lected. 1t 1s possible tO specify windows in any of the walls.



When solar gains were considered, a window was gpecified in the south
wall of the structure.

The present TRNSYS Type 17 transfer function wall model uses
Equation 3.2.3 to calculate the heat flow through the walls. A second
transfer function wall model was written which uses Equation 3.2.9.
Ceylan's program, RC1 [8] was used to generate the coefficients for
the FRT model. A1l other aspects of the model are the same as the
current model. The FRT model Fortran program listing is presented

in Appendix B.

3.3.2 Room Model

The room model used in this study is the TRNSYS Type 19, origin~—
ally developed by Pawelski [17], with some modifications. Two dif-
ferent types of control strategles may be used with this model,
namely, energy-rate control, and temperature-level control. Energy-
rate control is used in this study.

Energy-rate control is a strategy which calculates the load in-
dependent of auxiliary energy SOULCES. Tn this control strategy it
is assumed that the furnace, air conditioner and ventilation are of
gufficient capacity and are controlled in such a manner that when
heating or cooling is required the rate of energy addition oT T&=
moval meeis the 1oad exactly. 1n addition, the room temperature is
fixed at either the upper oOf the lower set point. The heating and
cooling loads generated by this model with energy-rate contral

are the nominal heating and cooling requirements of the structure.



Temperature~level control is a strategy which takes into account
the performance characteristics and transient behavior of the devices
(fufnace, air conditioner, etc.) which add or remove energy from the
room, and the interaction between these devices and the load. With
this control strategy, the rate of energy addition to or subtraction
from the room is device dependent, related to the capacity of the de-
vice. The rate of energy addition or removal does not exactly meet
the leoad in most cases. ExXcess energy nay therefore be added or re-
moved from the room. The energy requirements of the room are device~
dependent when temperature-level control is used.

As written, the minimum and maximum allowable room temperatures
used with energy-rate control were input to the model as fixed para-
meters. To consider the effects of night set back, the model was
modified tﬁ allow the minimum and maximum temperatures Lo vary by
designating these two values as inputs. The values may then be con-
trolled by an external source such as a forcing functlon.

A second modification made to the room model involved the time
distribution of the room energy gains. Tn the model, the loads
due to solar heat gain, conduction, equipment, people, and lights,
were time-distributed by a transfer function which calculated the
current lead from each source as a function of the current gain and
previous loads and gains. The transfer function coefficients used to
distribute the gains are a function of the type of gain and con-
struction weight, as outlined in the ASHRAE Handbook of Fundamentals

[9]. The values of the transfer function coefficients have been
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changed as gubsequent volumes were published. The model as written

used coefficients from the 1972 Handbook. The wvalues in the 1977

Handbook were different. Although some heat gains do not immed-

iately become part of the cooling OF heating load, the uncertainty

er function coefficients led to the

of the magnitude of the transf

ipution feature of the model.

decision to disable the time disty

The solution of the current heat flow and temperature when the

Type 17--Type 19 wall— room combination is uced is an iterative

process. In order toO calculate the current conduction heat flow

through the walls, the current room temperature is required (see

Yet toO calculate the current room

Fquations 3.2.3 and 3.2.9).

t flow through the walls 1is required.

temperature, the current hea

As written, the type 19 room model allowed iteration, but the time

distribution of gains, which is a function of the current gain, was

only calculated at the beginning of the time-step.

The time distributed gains are used to calculate the room

temperature. This new value of room temperature was input tO the

at flow was calculated. When this new heat

wall model and a new he

f1ow was input back to the TOOM model, a New time distributed gain

was not calculated, and the same TOOM temperature was predicted.

In essence, & "forced convergence' was present. Elimination of

the time distribution of the gains alleviated this problem.

The modified room component ig used in the transfer function

structure models and in the modified degree-day model . Computation—

ally, the component serves the same DUrpose in both structure repre-
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gentation. However, the definition of the thermal mass of the room,
Crs differs in the two structure models. In the transfer function
model C. yepresents the thermal capacitanceof the interior space
only; i.e«, the sum of the thermal capacltances of the interior
partitions, furnishings, appliances, etc. The thermal capacitance
of the exteriox walls are accounted for in the transfer function
representation. The modified degree~day wall representation does
not account for walls capacitance. In this model, the thermal
capacitance is a single lumped oT effective thermal capacitance
characterized by a single temperature, the Toom temperature, Cr’
when the Type 19 room is used 1in the modified degree—-day model is
the sum of the interior capacltance and the effective thermal
capacitance of the walls. C. in the modified degree-day model is

designated as Chpe

3.3.3 Modified Degree~Day Loads

The modified degree—day 10ad model used in this study is a quasi-
steady-state model. The ipnstantaneous conduction heat transfer load
is calculated as the product of the structure thermal conductance
(UA value) and a temperature difference. The structure UA is assumed
to be constant.

The ambient conditions in the transfer function wall model are

represented by the gol-air temperature. The same representation
is used in the model. The instantaneous conduction heat transfer

1oad is given by Fquation 3.3.1.
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= A T .
q. U (e,T TI‘,T) 3.3.1

A TRNSYS component has been written to calculate the sol-air
temperature and the instantaneous conduction heat transfer load
for the structure modelled in this analysis. The component

Fortran listing 1s presented in Appendix B.

3.4 Determination of Effective Thermal Capacitance From the

Transfer Function Method

The effective thermal capacitance, Ce, is defined as the value
of room capacitance which causes the modified degree-day model to
predict the same loads as the transfer function model. G consists of
two parts; the effective thermal capacitance of the room, i.e., the
furnishings, appliances, etc., and the effective thermal capaci-
tance of the walls. 1o this analysis it is assumed that the effec—
tive thermal capacitance of the room is known. Tt is the value of
room capacitance, C., used in the transfer function model room.

The eifective thermal capacitance of the walls is the value
which is derived here. The effective thermal capacitance of the
walls® is the effective thermal capacitance, C_, minus the room

rhermal capacitance of the transfer function model.

e

#"The effective thermal capacitance of the walls" will be referred
to as "effective thermal capacitance” in the remainder of this
Chapter.
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3.4.1
= Cpp ~ Oy
when LDD = LTF

The determination of Cew is a trial and error process. Modi~-
fied degree-day model simulations are conducted for various values
of CDD and the loads are determined. The transfer function model

is also used to determine the loads for the same conditions. The
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effective thermal capacitance of the structure is determined through

comparison of the resultant loads of the two models.

The simplest way to estimate C_. is to plot the ratio of the
transfer function and modified degree day model loads as a func-
tion of dimensionless capacitance. The load ratio is the modified
degree-day model load divided by the transfer function load. The

dimensionless capacitance is defined by Equation 3.4.2.

Y=""¢ 3.4.2

The value of ¥ when the load ratio is equal to one defines Cew‘
Theoretically, if CeW is a single value or fixed fraction of the
actual structure capacitance CS, Cew could be determined from
monthly, séasonal, or annual loads. In this study, annual loads

were used.
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3.5 Comparison of Floating and Constant Room Temperature Transfer

Function Models.

Simulation results of the CRT and FRT transfer function models
described in Sections 3.2 and 3.3 are compared in this section.

Two types of wall construction were considered. One construction
was a frame wall (ASHRAE exterior wall #26) and thé other wall was

a 0.3 m thick concrete wall (ASHRAE exterior wall #11). The con-
struction of the two walls and the physical properties of the wall
elements are shown in Table 3-1. The transfer function coefficients
are shown in Table 3-2.

The two transfer function models described in Section 3.3 were
simulated for five different simulation conditions and basic simula-
tion parameters listed in Table 3-3. The five conditions are as
follows. Conduction heat transfer only was considered in the first
situation. Thus T, in Equations 3.2.3 and 3.2.9 is replaced by Ta,
the ambient temperature. The second case consisted of imposing a
4 C setback on the minimum room temperature from 10 B.M. to 6 A.M,
(solar time) daily. Constant internal generation where GEN/UA was
equal to 5 C was considered in the third case. Night setback was
was not considered in this case.

The fourth and fifth cases consisted of replacing one-half the
south-facing wall (3.7 m2) of the stwucture with a double-glazed
window to consider solar gains. In addition, T, was used in Equa-
tions 3.2.3 and 3.2.9. The allowable room temperature limits in the

fourth case were as presented in Table 3.3. The 4 C night setback
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TABLE 3-1

ASHRAE Exterior Walls 11 and 26 Construction

[_ wall 26 (Frame Wall)

Description Thickness Thermal gpecific Thermal
conduc- Density| heat resistance

tivity
) i w (k) |(==e
\m—C m3 kg-C

Outside Surface

Resistance —— - -_
Finish 0.013 0.42 1250 1.09
Insulation 0.051 0.043 91.3 0.847
Finish 0.013 0.42 1250 1.09

ipnside Surface

Resistance —_—— ———— ———— —
Wail 11 (.3m heavy welight concrete)
. —
Description Thickness Thermal ! Specificf Thermal
conduc—| Density heat . resistance
tivity

(m) ($¢>(§> (ﬁj}i(ﬁﬁ)

Qutside Surface

Resistance —_— —— —— 0.039
Stucco 0.025 0.69 0.84 0.037
HW Concrete 0.30 1.73 0.84 0.18
plaster or gypsum 0.049 0.73 0.84 0.026

1pside Surface .
Resistance —_— - -— —_— 0.121
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TABLE 3-2

ASHRAE Exterio¥ Wall 11 and Exterior Wall 26 Transfer Tupnction

Coefficients
At = 1.0 hr
Wall 26
n a c
n n n
L v
mz—C mg—C
4] 0.11161 - 4.09833
1 0.35908 ~0.25682 ~3.76556
2 0.06097 0.01052 0.19996
3 0.00033 ~0.000002 ~0.00030
Yo = 0. 53243
T
yall 11
n b d c
n go il
W W
— _ﬁi_,f
m ~C m ~C
0 0.000004 —— 6.26317
1 0.00189 ~1.87840 -12.67611
2 0.01748 1.10990 8,22389
3 0.02252 ~0.22354 - 1.90178
4 0.00572 0.01217 0.13523
5 0.00023 -0.00012 - 0.00257
6 0.000002 0,0000002 0.00001

e = 0.04784
n
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TABLE 3-3

Basic Simulation Parameters for Transfer Function Model Comparison

Floor Area 9.3 m2

Wall Area 29.7 m2

Mipimum Room Temp. 18 C

Maximum Room Temp. 25 C

gtructure, UA (no solar) (solar)
Wall 11 71.1 W/C 74.8 W/C
Wall 26 21.0 W/C 31.0 W/C

Room Capacitance
Wall 11 .” 600-1500 kJ/C

Wall 26 800~1000 k3/C
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was imposed on the room temperature in the fifth case. SOLMET TMY
data [18] for Madison, WL, Columbia, MO, and Albuguerque, NM were
used to represent ambient conditions for all cases.

Shown in Figures 3-1 and 3-2 are the monthly loads calculated
for the two wall constructions, three locations and five simula-
tion conditions. The FRT model loads are plotted as & function of
the CRT model loads. The heating season is defined as October through
April and the cooling season a8 May through September.

The general trend shown in the figures is that the CRT model
tends to predict larger monthly loads than the FRT model. 1f the
two models predicted the same loads, all points in the figures
would lie on & giraight 1line denoted by the solid line in each figure.

The difference in the dependency of the conduction heat trans-—
fer on the rYoom temperature causes the disagreement between the two
models. The CRT model 1is dependent only on the current value of the
room temperature, while the dependentcy of the FRT model is "time
smoothed by the previous temperatures required in the model. The
greater dependence of the CRT model on the current room temperature
causes the iterative golution of conduction heat flow and Yoom
temperature LO generate larger temperature swings and conduction
heat flows in the model.

The effect of the greateXx dependency of the CRT model of the room
temperature is shown graphically in Figures 3-3 and 3-4 for the two
types of wall construction. The figures show the room temperature

response and conduction heat flow in response LO the same periodic



65

[opoy uofplouni I
pue ainlel

(r9) 08071 300K 183

gt 0°¢ g-1

INTLB3H

1T TIBM IVIHSY~~SPEOT ATY3uol
ajsuelil sinaeiadua] WOOH gurieocTd

adma]y, wood Jue3isuo)d ¥

(r9) 0507 1300H ¥

MovEl3s
B ¥vTl0S

Uy 0S8
NOLIVHINGD
WoyBi3s
NOILONANOS

o4+ X

o uostiedmo)d 1-€ 94nSTd

(rg) QYo 7300W 1¥3

2t1 &

9N17003

(o) 0807 7300W 1Y4



9z TTEM AYHHSY—-—SPEOL ATyIuoK

NS TopoR woTIdUNA 1o3suBl], sinieiadwal WOOH Jutiectd
: . pue oinjeiadua] WOOY jue3suod 30 uosTiedmo) 7-£ 2InBEL
(ro) 0got 73000 L¥3 (r9) Q8o 1300W L¥3
y-1 2-1 0°1 8 g- ¥ Z o.o. y=1 21 0°1 2 g- v & o
; o

] -
- A
i
= ¥
[ao]
=
— 9
- 8-
I
[}
S U 01
EI-
MN. ﬂ e No ﬂ
1 ¥yl
gN1L1B3H gNIT003
Woyalas
g HYI0S X
oY I0S +
NOLIVHENTD ¥
WoveL3s 0]

NQILONGNOD O

(rg) ago’l 7300W 1¥4



= AMBIENT
______ FRT MODEL
- r———— = CRT WODEL

TEMPERATURE (L)

HEART FLOW {KJ/HR)
[
d
Ay
-\-;
|
1
1
/}/
L
\
- ~
—_
S
Vd
s
s
v
{
/{’
1
i
i
‘\‘T‘
3
Vs
/—F
o
AY
i
‘—!_h_j‘-‘
:
[
;
-
1

-600.

-80 % [_;J_j-l—L—l—'—LL_LJ_J_J_!—I—LJﬂ]_J_l_;_L_J_l_L—LJ—J—J—l—Ll .-LJ._I—LJ..-J__I_,}_L—L..LJ_;J_.I-J-_L.J—J—.
po. 210. 220. 230. 240. 280 §0. 270. 280. 290. 300. 310. 320. 330.

TIMNE (HR)

Pigure 3-3 ASHRAE Wall 11 Temperature and Heat Flow Responsé
to a Periodic Ambient Temperature Forcing Function



e

AMBIENT
- FRT MODEL
- - CRT MODEL

TEMPERATURE tch

" HERT FLOW (KJ/HR)

~-500.

L b radod

- _|_|_.__|__,_I_|,J_I—LJ—-L-'—L"J_|.
Bo%hﬂ- 210. 220_- 230. 240- p50. 260 270. 280. pg0. 300. 310 320, 330.

TIME (HR)

Figure 34 ASHRAE Wall 76 Temperaturé and Heat Flow Response
to a Periodic Ambient Temperature Forcing Function

o
3




69
ambient temperature input. The gimulation parameters are presented in
Table 3-3.

The yoomn temperature response of the CRT model is faster than the
FRT model fofr hoth types of wall construction. Hence, the CRT model
reaches the room tenperature minimum OY maximum (in this case the
FRT model room temperature does not reach either 1imit) before the
¥RT model room temperature does. Cconsequently, cooling and heating
are required for longer periods of time in the CRT model and larger
loads are predicted.

The oscillation of the CRT model response of Wall 11 in Figure
3-3 is caused by the use of the model designed for constant room
temperature in a floating room temperature situation. The insta-
bhility is caused by the incorrect use of the model, not by any simu-
lation errors.

Examples of the differences between the TWO models are shown
in Tables 3-4 and 3-5, which compare the heating and cooling season
ioads predicted by the two models. The average load shown in the
tables is the mean of the loads for the three jocations and WO ToOom
capacitances simulated with the FRT model. The standard eYror is
defined by Equation 3.5.1 and FL is the ratio.of the standard

error to the average load.

2
S . = gy = Lrry

= 3.5.1

N obs

The differences in the average heating season loads for the two

models are minimal for the conduction, setback, and generation
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TABLE 3-4

geasonal Average Loads and St

andard ErYors for Wall 11

Cooling

Heating

Average gtandard
Load Error

(@) (eI

Average standard
Load Fryor

(63) (GI)

conduction

gethack

Generation

Spolar

golar and
getback

TABLE 3-53

geasonal Average Loads and gtandard ETTYoTs for Wall 26

Beating Cooling

Average gtandard FL Average grandard .
Load Error Load Exrror
(63 (GI) (GI) (6D

conduction

Sethack
Ceneration

Solar

Solar and
getback
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gcenarios. in these cases, the largest portion of the geasonal load

occurs at times when the room temperature is essentially congtant,
and the two nodels predict the same loads when the room temperatu¥re

does not vary- The error for the setback case jg slightly higher

than the conduction and generation cases because the thermostat set-

back allows the room temperature to decay to the night—time get point.

A larger difference is notl noticed becauseé the room temperature decay

is rapid ip response to the low ambient temperatures.

The addition of solar gains causes the differences petween the
models tO increase during the heating season: Direct solar gain by
fhe Yoom causes the TOOMm remperature to rise during the daytime
hours. At night the room temperature decreases as the energy ab~
gorbed during the day is released to offset conduction losses.
Hence, & floating room_temperature condition exists and the differ-

ences between the models are larger.

in contrast to the heating season, the cooling geason loads

showed the best agreement when solart gains were considered. Yor

rhese cases, the relatively high ambient temperatuyes and the solat

gains caused the room_temperature to stay near the maximum setpoint
for a major portion of the cooling geason. Ihe nearky constant room

remperature caused the two models to generate essentially jdentical

loads.
ation case is relatively good during

The agreement for the gener

the cooling geason. The standard error was 9 percent of the average

load for wall 11, and only 4 percent for wall 26. The constant rate



72

of generation effectively reduces the ambient temperature above
which cooling ig required. Without generation and solax
gains,coolingiﬁ not required until the ambient rTises beyond the
maximum setl point. fnternal generation effectively reduces the
maximum set point to Tmax,e defined by Fquation 3.5.2. Now the
agbient temperature needs to only rise past Tmax,e 5 pefore the YOOI
temperature is pipned at the maximum value and a constant room

temperature condition exists.

_ GEN

Tmax,eff . Tmax UA 3.5.2

Generally, the agreement between the two models 1is

better for wall 26, the frame wall, than wall 11, the con~
crete wall. The better agreement occurs because the room

temperature nistory is not as {mportant for wall 26 as wall

11.

The difference in the importance of the room temperature history
can be shown in two ways. First, the pumber of previous yoom temp-
eratures required to calculate the heat flow through the walls is
less for wall 26. Only three previous room temperatures are required
for wall 26. gix are requirved for wall 11l. The lLesser number of
temperatures required indicates the temperature history is not as
important. The second reason the room temperature history of wall
76 is not as important as wall 11 is related toO the relative im-—
portance of the yoom temperature transfier function coefficients

(¢ -

n
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The importance of a coefficient ig defined as the ratio of thi:
nmagnitude of a coefficient to the sum of the absolute values of all

coefficients of a particular gummation as defined in Equation 3,5.3.

R .= 3.5.3

This relative importance, Rc i is a fractional measure of the con-
cribution of a particular term in a gummation.

The relative importance distyribution of the roOom temperature
transfer function coefficients ¢or walls 11 and 26 is shown in
Figure 3~5., The most important room temperature for wall 26 18 the
current value, the previous temperatures contribute less than the
current value. In contrast, the most {mportant TOOM temperature
for wall 11, trhe concrete wall, is that of the previous time step.
The TOOMm temperature two time decrements 18 even more important than
the present value. The greatet importance of the Two previous room
temperatures is a significant cause of the greateTr disagreement
between the CRT and FRT models for the concrete wall.

gimilar LO the seasonal loads, the monthly loads chowed the
Largest disagreement when the room temperature was not constant.

The largest errors, as @ fraction of the monthly average load,
occurred during the months of March, April, and October for heating,

and during May and September for cooling.
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The loads during these months are relatively small compared TO
the geasonal total. Therefore, the errors in these months do not
contribute significantly to the overall ceasonal error. However, if
precise values of the monthly loads are desired, the usé of the CRY
model tO predict them can produce relatively large erYors. During
the heating ceason the errors were less than 3 percent for the non~
golar cases- When solar cains were considered, the CRT model pre-
dicted twice the load of the FRT model in some months. The rangé
during the cooling season was less than 7 percent for the solar cases
to situations where the crRT model predicted 1pads and the FRI model
did not.

In conclusion, the comparison of the CRT and FRT transfer func-
tion models show that the two models agree quite well if the TOOm
remperature doesg not vary. Significant di fferences can occur when
the room.temperature is not constant. The overall significance of
the errors depends on the desired results. Although monthly errors
may be relatively jarge, the geasonal totals may not be affected.
1f monthly loads are desired, the differences between the two models

can be significant.

3.6 Transfer Function Me thod fifective Thermal Capacitance Deriva-
tion Results
The method used to derive the effective thermal capacitance

of a simple one—zone gtructure was presented in Section 3.4, The

results of the derivation are presented here. 1he effective thermal
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capacitance is not a specific fraction of the capacitance of the
elements of the structure. It is a function of the interior and
ambient conditions, and the structure material, and cannot be

easily derived. AD asgessment of the errors generated by the use of
a specific fraction of the actual capacitance in the modified
degree—day model is made.

In this section, like Section 3.5, structures constructed of
either ASHRAE exterior wall 11 or 26 were considered. The FRT trans-—
fer function model was used. The five simulation conditions: con—
duction, getback, generation, solar and solar with setback were the
same as Sectiom 3.5, Ambient conditions for Madison, Wi, Columbia,
Mo, and Albuquerque, NM were used 1B this study. The basic simula-—

tion parameters are presented in Table 3-3.

3.6.1 Discussion of Effective Thermal Capacitance

The effective thermal capacitance of a structure is defined
mathematically by Equation 3.4.1. Effective thermal capacitance is
meaningful howevel only when the thermal mass of the structure is
active. The thermal mass 1s active when the modified degree~-day
model loads are & function of the value of Cqp used in the model.
1f the loads predicted by the degree-day model are the same for any
value of Gpps the transfer function and modified degree-day models
predict identical loads and effective thermal capacitance ig mean-
ingless. {p this situation the room temperature does not vary in

either model.
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pPresented in Table 3-6 are the transfer function and modified
degree—day model heating 10ads of the structure in this study for
The loads are for the month

C, = 600 k1/C and rhree values of Cpp-
of March in Madison, Wi. The structure consists of four ASHRAE exX—
terior wall 11. Conduction heat transfer is the only energy gain
ess than one percent)

or loss considered. Neglecting the small (1
aumerical errot, the four loads are {dentical. The modified degree-
and the effective thermal

not a function of CDD

day model loads are

capacitance is meaningless.

A second example is shown in Table 3-7. In this caseé, the same
gtructure wWas gimulated with ambient weather conditions for Albu-
s were considered

tion and solar gain

querque; NM in July. Conduc
in this gituation. The loads predicted by che modified degree-day
model are not & function of CDD’ and neglecting numerical errot

{three percent), equal toO the transier function model load. The low
were chosen only to show that the relation-

ax
ig true for

and T
yul
model joads and CDD

values of T .
min

ship between the modified degree~day

cooling as well as heating.
Fxamination of Tables 3-6 and 3-7 shows that in addition to the
equivalence of the modified degree-day and transfer function model
1oads, the average monthly room temperatures are constant at the
appropriate room tempexature set point in all case models and values
of Cpp- Whenever the effective thermal capacitance is meaningless,
the transfer function and modified degree—day model average

tures will be equa

1 and constant at either the minimum

YOOou tempera



March Beating Load

Conduction Only

T.ocation: Madison, WI

TABLE 3-6

s and Monthly Average Room

Congtruction: ASHRAE Exterior Wwall 11

UA = 71.05 W/C
T ., =18¢C

min

Model

Transfer Function
Degree—Day
Degree-Day

Degree—Day

max

(kJ/C)

600.

]

25 C
Cop LOAD
(kJ/C) (1)
- 3.81
600. 3.78
8966. 3.78
19550. 3.78

Temperature——

=

(€

18.0
18.0
18.0

18.0



TABLE 3-7

July Cooling Loads and Monthly Average Room Temperature-=

Conduction and Solar Gains

Location: Albuquerque, NM

Construction: ASHRAFR Exterior Wall 11

UA = 74.89 W/C

T . =3.0¢C T = 10.0 C T = 28.01¢C
min max a
Model Cr CDD LOAD Tr

(k3/C) (I/C) (GI) ()
Transfer Function 600. ~ 5.54 10.0
Degree~Day - 600, 5.71 10.0
Degree-Day - go6l- 5.71 10.0

- 17180 5.71 10.0

Degree—Tay




set point (heating) or the maximum set point (cooling). The room
temperature is constant because the direction of energy flow to or
from the room is essentially constant over the time peried.

The loads presented in Tables 3-8 are for the same ambient
conditions and wall construction as Table 3-6. Solar gains are now
considered. The room temperature varies in this situatiomn, and the
modified degree-day model loads are a function of CDD' The thermal
mass of the structure is active, and effective thermal capacitance
is meaningful.

The transfer function model room temperature does not necessar-
ily have to vary for effective thermal capacitance to be meaningful.
Shown in Table 3-9 are the transfer function and modified degree-day
model cooling loads for the same conditions as Table 3-7, except the
minilmum toom temperature set point is 18C and the maximum set
point is 25C. The transfer function model room temperature is con-
stant at the maximum set point. The modified degree-day model room
temperature does vary in this case however, and the loads are a
funection of CDD‘ Effective thermal capacitance is meaningful. This
condition only occurs when the room temperature is at the maximum
set point.

Tt may not be obvious how the thermal mass of the structure
could be active when the rcoom temperature is constant in the trans-
fer function model. Reference to Figure 3-6, the thermal circuit
representation of the transfer function model, will help explain

this apparent paradox.



TABLE 3-8

March Heatingloads and Monthly Average Room Temperature——

conduction and Solar Gains

TLocation: Madison, WL

Construction: ASHRAE Exterior Wall 11

UA = 74.89 Ww/C

T . =18.0C T = 25.0 C
min max
Model Cr CDD T.OAD
(k1/C) (k3/C) (GI)
Transfer Function 600. - 1.77
Degree-Day - 600. 2.53
Degree-Day - 8061. 1.67
- 17181. 1.38

Degree-bay

(C)

20.7

19.

8

19.7

19.

1



TABLE 3-9
Example of Meaningful Fffective Thermal Capacitance for Constant

Transfer Function Model Room Temperature

Location: Alﬁuquerque, NM

Construction: ASHRAE Exterior Wall 11

Type of Load: Conduction and Solar Gains; Cooling
Month: July

UA = 74.89 W/C

T . =18.0C T = 25.0 C T = 28.01,C
min max a
Model Cr CDD LOAD Tr

(k3/C) (kJ/C) (GT) (9]
Transfer Function 600. - 2.07 25.0
Degree-Day - 600. 2.50 23.83
Degree-Day - 8060. 2.32 24.73

Degree-Day _ 17180, 2.29 24.96



qsot

Note: Cg is actually o distributed thermal
capacitance

Figurse 36 Transfer Function Model Thermal Circuit Representation
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A comstant transfer function model room temperature at the maxi-
mun set point implies that the direction of rhe net energy filow into

, is constant. However, the direction of the

the room, 4. + 9 57

energy flow ©O the wall from the ambient, d;- is not necessarily
constant. This energy flow causes the thermal mass of the structure,
CS, to be active.

iWhen the amblent remperature, Ta or Te’ ig greater than the wall
surface temperature, ijj_ the direction,of q, is as indicated in
the figure. Enersy flows into the wall from the anbient, but due to
the finite therﬁal diffusivity(ﬁi%j>of the wall, this energy 1is
not "seen" by the room until & latir time. If the ambient temperature
falls below Twl’ some of the energy which went into the wall hefore
will flow pack to the ambient, and never be "seen" by the room-

The thermal mass of the wall is actively discharging energy- This

reduces the cooling load of the room.

3.6.2 Results

The initial attempt tO derive the effective thermal capacitance
consisted of using the graphical estimation method of gection 3.4 for
annual loads. Generally, the graphical technique generated curves
gimilar to curve A of Figure 3,7. This curve shape indicates that
+he modified degree-day model loads decreased as the thermal mass
increased.

Thermal mass reduces auxiliary energy requirements by storing
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energy at times when excess energy ig available, and releasing the
energy at a later time. As thermal mass increases, WOTe energy can
be stored. Consequently, the auxiliary energy requirements decrease
as thermal mass jncreases.

On an annual basis, the modified degree—day model loads decreased
as the thermal mass jncreased for all ambient and interior conditrions
except for heating loads when night getback was considered. When
night setback was considered, the ratio of the annual heating loads
as a function of dimensionless capacitance was characterized by
curves similar to curve B of Figure 3-7. The shape of curve B indi-
cates that the modified degree—day loads increased as the thermal mass
of the model increased.

with night setback, the room temperature decays to the night
thermostat set point when the get point is reduced. The rate of room
temperature decay decreases as the thermal capacitance increases.
This a model with a large thermal mass has higher average night-
time room temperature than a model with less theymal mass. The
higher night-time room temperature results in increased conduction
{osses and largel loads.

Tt was found that the effective thermal capacitance of a
structure varied with the interioT conditions, ambient conditions,
wall construction, and type of 1oad, and could not be simply re-
1ated to the actual structure capacitance. Tigures 3-8, 9 and 10
graphically jllustrate the variability of the effective thermal

capacitance.
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Qhown in Figures 3-8 and 3-9 are plots of the ratio of annual

modified degree—day model loads tO the annual transfer functicn

model loads versus the dimensionless capacity Y. The ambient condi-

tions were for Columbia, MO.

The figures show that even o0 an annual 1oad basis, the effec—

tive thermal capacitancé, which is defined by the value of ¥ when the

joad ratio equation to 1.0, can be different for cooling and for heat-

ing, and for different simulation conditions. It ig even shown

that in some Cases, the effective thermal capacitance is greater

than the actual capacitance of the structure.

Thfzeffective,thermal capacitance can ewen vary from month to month

for a particular type of gimulation condition and type of load. Figure

3-10 shows the load ratio as & function of Y for solar cooling

using Albuquerque, NM ambient weather datav The value of Y at which

the load ratio is equal to oOnE, defining cew’ ranges from 0.3 to

r than 1.0 foT the different months of the yeat- The effec—

greate

tive thermal capacitance ig not constant from month to month.

The original goal of ¢his research was to find effective thermal

capacitance. Tables 3-10 and 3-11 ghow the derived values of Cuy

based on comparison of annual loads. The usefulness of these values

is somewhat 1imited however, pecause of the variability of Cew

demonstrated sbove. The values in Tables 3-10 and 3-11 also exnibit

this yariability.

The effective thermal capacitance derived for cooling loads

for the conduction and getback cases are identical because the trans-



..... . e . .. e .. 91
TARLE 3-10

Wall 11 Effective Thermal Capacitance Based on Anpual Loads

Wall Thermal Capacitance: 18950 wi/C (non—solar)
16580 kI/C (solar)

Room Thermal capacitance: 600 kJ/C

Madison

Ll e

Columbia Albuguergue

C
ew

(kJ/C)

Conduction
Heating

conduction
Cooling

gethack
Heating

getback

Cooling

Generation
Heating

Ceneration
Cocoling

Solax
Heating

Solar
Cooling

golar &
gatback
Heating

golar &
getback
Cooling

>16580
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TABLE 3-11

Wall 26 Effective Thermal Capacitance Based on Annual Loads

Wall Thermal Capacitance: 7142 k3/C (non—solar)
999 kJ/C (solar)

Room Thermal capacitance: 1000 kJ/C

Columbia

e e

Madison Albugquerque
e

e i——

C
ew e

(KI/C)

C c
ew ew

(k3/C)

Conduction

conduction
Cooling

Setback
Heating

Setback
Coaling

Generation
Heating

Heating

Solay
Conling

Solar &
Setback
Heating

Solar &
Setback
Cooling
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fer fumction and modified degree—day model loads atre identieei for
Night thermostat csetback has 1o effect om cooling

the two cases-
loads, only heating 1pads. The gmall differemnces (the loads vary
by less than one percent) between the solar cooling and solar with

0 numerical erroY.

set back cooling are due t
The effective thermal capacitance was found €O pe greater than
the actual structure capacitance for the solar and solar with set—
s in several gituatlions. Tntuitively this does

back cooling case

greater amount

not seem correct; it is physically impossible for a
of thermal mass than ezists ip the system to be active. The apparent
put by the

derivation eYroL,

v gipulation oF

y 1s not caused b
ed degree-

anomal

structure capacitance is represented in the modifl

way the
day model.
The thermal circult representatiou of-the txansfer function model
is shown in Figure 3-6. A similar representationCﬂftheumdifieddegree—
are the

day model is shown in Figure 3-11. The solar gains, Ggpl?
game for both models. The difference between the models is rhat the
yonethermalcapecitance,whilethe

model(mntainsonl

modifieddegree—day
) and room
]

rransfer function model contalns TWO: The structure (C
s are separaté in the transfer function

(Cy) thermal capacitance
model, and combined, 0T 1umped (CDD)in_Unemodifieddegree—daynmdel.
tion model, and CDD in the modified

in the transfer func

Y
del are eharacterized by the Toom

T .

C
temperature, *.,

degree—day 10
he room Lempera-

The temperature exiremes of the rhermal mass are t
fure minimum and maximum set points. Cgs however, does not have com~
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stant temperature limits associated with it. The temperature 1imits

of this thermal mass are controlled by the combination of the am~

hient temperature extremes and the room,temperature thermostat set

points.

in the modified degree—day model, any ambient temperature fluxua-

tion immediately generates energy flow into or out of the room. A

time lag exists between an ambient temperature disturbance and any

corresponding energy flow Lo or from the room in the trapsfer func-

tion model. in a cooling gituation, it is possible that some of the

energy which,flowed into the wall in the transfer function model

does not reach the room. 1f the ambient remperature drops to @ value

lower than the ambient side wall gurface temperatuTe, epergy flows

from the wall back tO the awbient and never 1s seen by the room.

n_a way that the

The structurée is acting as thermal stUTaES® in

modified degree~day nodel can not characterize. During periods of

cooling the room temperature ig-at the maximum set point 8O the

modified degree-day model thermal capacitance can store no energy.

The transfer function structure capacitance Cq can store energys

however, because the upper temperature iimit of this thermal mass

is not exclusively controlled DY the maximuam get polnt.

Shown in Table 3-12 are the net conduction cooling joads of the

structure for the transfer function and modified degree—day models.

The loads are for June, July, and August for an ASHRAE exteriot wall

11 gtructure 1ocated in Albuquerque, NM. fn all cases the modified

degree—-day model over—predicts the net conduction load, vet the room
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TABLE 3-12

Transfer Function and Degree Day Model Solar Cooling Copduction

Loads

Location: Ambuguergue

Construction: ASHRAE Exterior Wall 11

c, = 600 ki/C

Cpp ~ 17180 kJ/C

CS = 16580 kJ/C

r . =18.0C T = 25.0 €
min max
Transfer function model Degree-Day Model
Month 'Ta Net Conduction -Tn Net Conduction _ER
(GD (9] (GI) (C)

June 27.57 1.57 25.00 1.80 24.94
July 28.0% 1.64 25200 1.82 24.96

26,90 1.39 25.00 1.61 24.95

August
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temperature in the two models 1s essentially constant. The thermal
mass of the wall in the transfer function model 1s storing energy
during the day by heating uP beyond the maximum room temperature set
point, and releasing the energy O the amblent at night resulting
in a loweY conduction cooling 1load for this model. The modified
degree-day model cannot account for this thermal activity and there-
fore over-predicts the load evel for this case where CDD = CS+-CT.

Analysis of monthly aimulation results jndicated that Cow may
be related to the ambient temperature varjation. An attempt was

made toO correlaUaCeW/CSto the dimensionliess temperature variation,

t%, given by Equation 3.6.2.

T - T
o = 2 3.6.2
g
where
= f i
TSET Tmin oy heating
= T for cooling.
max

No consistent relationship was found.

3.6.3 Comparison of Transfex Function,ModifiedDegree—DayModélLoads
at Fixed Values of Degree-Day Model Thermal Capacitance
The results contained in Section 3.6.2 showed that the effec—
tive thermal capacitance ig not & constant value OT eraction of the
actual capacitance, even for a single wall construction in a single

location. The value of Cew can be different for heating and cool—
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ing loads, and the value for annual loads is not necessarily the
correct effective thermal capacitance of the individual monthly loads.

gince the effective thermal capacitancé can not be easily de-
fined, an alternative method to assess the atility of 1umped ther-
mal capacitance modelling is to estimate the errors in load estima-—
tion generated py the use of the modified degree—day model. The
loads generated,by the modified degree-day model for & gpecific
value of the CDD can be compared LO the analogous transfer function
nodel loads and an assessment of the differences between the tWO
models can be made.

Conducting this comparison for a wide range of Cpp enables one
to assess the sensitivity of the errors to the value of CDD used
in the modified degree—day model. In 2 case where 1ittle exrrorl
is shown by the use of the modified degree—day model at any value
of CDD’ 1umped capacitance modelling is useful, and although, Cew’
may not be easily definable, any value of CBD generates accurate
results. Conversely, if Cqp has a large cffect on the error in
load prediction, 1umped capacitance modelling may be of little use.

gimulations were conducted tO assess the gensitivity of errors
and the accuracy of lumped capacitance modelling.- The transfer
function and modified degree—day model loads were compared for three

yvalues of CDD:

b CDD = Cy
2 CDD = Cr G 0D CS
5. Cpp = Cxr + Us
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The first value represents the minimum capacitance of the room and
structure. The third capacitance is the total actual thermal capacl-
tance of the system. The second value was chosen based on the re-
sults presented in Tables 3-10 and 3-11. In these tables a large
number of the cases show Cew to be in the range of 40 to 55 percent
of Cg- A representative fraction of 45 percent was chosen.

ASHRAE exterioT walls 11 and 26 were modelled. Weather data
for Madison, WI, Albuquerqueé, NM, and Columbia, MO were used to
represent ambient conditions. The basic simulatien parameters are
presented in Table 3-3. The simulation conditions areas in the last
section: conduction, night setback, generation, solar, and solar
with setback.

The two models were compared for both total season loads and
monthly loads within the respective season. ~The heating season
is defined as October through April; the cooling seasom, May through
September. The statistic used to compare the two models is the
standard error (S.E.) defined in Equation T T

Tables 3-13 and 3-14 present the results of this analysis for the
two walls for seasonal total loads. The standard errors are pre-
sented in normalized form as FL the ratio of the standard error to
the transfer function model average load. The transfer function
average load ig the mean load predicted by the transfer function
model for the two room capacitances and three locations simulated

for a particular gimulation condition.
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TARBLE 3-13
Wwall 11 Relative gtandard Errors for Three values of CDD——

geasonal Total Loads

Cooling Season

Condition Average FL(fraction of load)

1{?}?? Cop = % Cpp Gt 4505 Con” C¥Cs
Conduction 0.26 (+) 2.17 (+) 0.14 (-) 0.14
setback 0.26 (+) 2.17 (+) 0.14 (-) 0.14
Generation 2.12 (+) 0.29 (+) 0.03 (-) 0.04
golar 6.14 (+) 0.55 (+) 0.2% (+) 0.15
golar & getback 6.14 (+) 0.55 (+) 0.21 (+) 0.15

Heating Season

Conduction 18.11 (+) 0.01 (=) 0.002 {-) 0.004
Setback 16.72 (=) 0.01 (+) 0.04 (+) 0.06
Ceneration 12.09 (+) 0.03 (0) 0.000 (=) 0.01
Solar 9.15 (+) 0.51 (-) 0.04 =) 0.16
Splar & Setback 7.86 (+) 0.53 (+) 0.06 (=) 0.07

(+) indicates OVEY prediction of loads by modified degree—day
model.

(-) indicates under prediction of loads by modified degree—day
model.

(0) indicates agreement of loads.
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TABLE 3-14
Wall 26 Relative gtandard Errors for Three values of CDD——

geasonal Total Loads

Cooling Season
FL (fraction of load)

Condition Average

%Eﬁ? Cop ~ €, CDchr%'ASCs CDD=Cr+Cs
Conduction 0.11 () 0.18 (=) 0.03 (=) 0.14
setback 0.1l (+) 0.18 (=) 0.03 (=) 0.14
Generation 0.67 (+) 0.04 (+) 0.01 (-) 0.03
Solar 525 (+) 0.21 (+) 0.18 (+) 0.15
golar & Setback 5.25 (+) 0.21 (+) 0.18 (+) 0.15

Heating Season

Conduction 5.36 (+) 0.001 () 0.003 (=) 0. 004
gsetback 5.03 (=) 0.008 (+) 0.003 (+) 0.01
Generation 3.63 (+) 0.002 (-) 0.005 (=) D:0L
Solar 4 .30 (+) 0.09 (-) 0.03 (-) 0.12
Solar & getback 3.79 (+) 0.09 (+) 0.03 (=) 0.10

(+) indicates over prediction of loads by modified degree-day
' model.

(-) indicates under prediction of loads by modified degree—day
model.
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The values of FL can be used to assess the accuracy of the modi-
fied degree-day model, and to estimate how sepsitive the accuracy
of the model is to CDD" A small value of FL indicates that the de-
gree—day model is relatively accurate in predicting loads. If FL
ig about the same for any value of CDD’ the accuracy of the degree-—
day model is not affected by the value of CDD' A large FL indicates
the degree-day model is mnot very accurate, and if FL varies greatly
for different values of CDD’ the accuracy of the model will be
affected by the CDD specified.

on a seasonal basis, the conduction, setback and generation
heating cases showed the best agreement between the transfer func-
tion and modified degree-day models for both walls. The accuracy of
the modified degree-day model was relatively insensitive to Cpp-
Cenerally, the modified degree:day model was quite accurate for
these three cases.

The result may be somewhat misleading however. For these three
cases, the largest portion of the seasonal 1oad occurs when the room
temperature in both models 1s esgentially constant at the minimum
gset point. It was shown above that the models will predict the same
load in this situation, and effective capacitance is meaningless.
Therefore, the accuracy shown here 1is biased by the months when the
room temperature is comnstant.

For the solar and solar with setback heating season cases, the
modified degree-day model was most accurate for the middle values of

CDD' Both large and small wvalues of CDD jncreased the error of the
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modified degree-day model. Small values of CDD caused the modified
degree—day model to over-predict the season total load, and larger
volumes caused the model to under—predict.

These results are not biased by any months with constant room
temperature as found in the conduction, setback, and generation cases.
The solar gains cause the room temperature to vary even during the
coldest months. The modified degree—day model accuracy is sensitive
to CDD because the room temperature is wvarying.

The modified degree-day model accuracy exhibited a close de-
pendency on the value of CDD during the cooling season in all cases,
indicating that the accuracy of the model is quite sensitive to the
value of CDD used. However, with the exception of the solar and
solar with setback cases, the middle value of CDD generated the
least error. The large errors for the solar and solar with setback
cases are present because of the incorrect modified degree-day model
representation of the structure capacitance (CS) discussed in
Section 3.6.2.

These results suggest that, for most cases, a modified degree-
day model capacitance of about one-half the structure capacitance
plus the room capacitance will cause the modified degree-day model
to generate relatively accurate seasonal total loads for amy simula-
tion condition except cooling with solar gains. This conclusion 1is
valid for these limited cases.

It was shown in Section 3.6.2 that the effective thermal capaci-

tance is not necessarily the same for monthly loads as annual loads.
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For this reasom the middle values of CDD may generate large errors
in monthly 1oads even though season total loads are relatively
accurate.

Shown in Figures 3-12 through 3-17 are the ceasonal monthly
loads generated by the LwO models for the three values of CDD‘ The
same general trends regarding the accuracy of the modified degree~
day model are present for the monthly loads as the geasonal total
1oads. The accuracy of the modified degree—day model is mote sensi-
tive to CDD on a monthly basis.

Generally, the modified degree—day model was most accurate when
the middle value of Cpp was used. The monthly 1oads for this case
are shown in Figures 3-14 and 3-15. The largest relative standard
errors for this case are shown in Tables 3-15 and 1-16. The tables
ghow that the largest errors generally occurred during the transi-
+ion months: April, May, September, and October. The Lloads in
these months are generally small compared to the total season load,
so the errors generated do not greatly affect the accuracy of the
modified degree-day model on & geasonal total basis.

1f monthly loads instead of seasonal loads are of interest, the
modified degree—day model errois can be significant, as shown in
Tables 3-15 and 3-16. The accuracy of the modified degree—day model
is also motre sensitive tO Cpp for monthly loads. Therefore, the
atility of the modified degree—day model 1is 1imited if accurate

monthly loads are required.
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TABLE 3-15

L1l

Wall 11 Maximum Relative gtandard Errors of Monthly Loads for

Cpp = c, + 0.45 Cg
Cooling Season

Condition Month Average Load F

(GI) T
Conduction May 0.04 @ raction)
getback May 0.04 (+) 0.51
Generation May 0.11 (+) 0.22
Solar May 0.68 (+) 0.40
Solar & setback May 0.63 (+) 0.40

Heating Season

Conduction November 2,25 (+) 0.03
getback October 0.92 (+) 0.09
Generation Novembetr 0.34 (+) 0.08
Solar QOctober 0.22 (+) 0.14
Solar & getback Qctober 0.15 (+) 0.54

(+) indicates over-prediction by modified

(-) indicates under—prediction by modified

degree-day model.

degree-day model.
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TABLE 3-16

Wall 26 Maximum Relative gtandard ExTors of Monthly Loads for

CDD = Cr + 0.45 C5
Cooling Seasomn
Condition Month Average Load ¥
(cJ) B
(fractlon)
conduction May 0.002 (=) 0.18
getback May 0.002 (+) 0.18
Generation geptember 0.14 (+) 0.01
Solar May 0.83 (+) 0.22
golar & getback May 0.83 (+) 0.22
= Heating Season
” Conduction April 0.38 =) 0,005
getback November 0.64 (+) 0.006
Generation October 0.12 (+) 0.02
Solar April 0.23 (=) 0.08
golar & setback April 0.19 (-) 0.08

(+) indicates over—predictiom by modified degree—day model.

(=) indicates under-prediction by modified degree—day model.
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B Tmplications

The value of the lumped thermal capacitance used in the modi-
fied degree—day model was shown to affect building heating and
cooling load prediction in Sectiom 3.6. In this section the effect
of lumped thermal capacitance on the prediction of building guxil-
iary energy requirements using direct—gain passive solar energy de-
sign methods is assessed.

Two one—zone passive structures were considered in this analy-
sis. One building was constructed of ASHRAE exterior wall 11 and
the other of ASHRAE exterior wall 26. Both buildings were char-
acterized by the same physical dimensions and equal size direct-
gain windows . Monthly average temperature and solar radiation
data for Madison, WI, Columbia, MO, and Albuquerque, NM were used

to represent ambient conditions. The parameters required—E0¥ the

design methods are shown in Table 3-17.

The annual auxiliary energy requirements and fraction of the
load met by gsolar energy were predicted for each structure for three
values of lumped thermal capacitance. one value of capacitance
for each structure was derived using Davies' thermal admittance
method [6] and appropriately scaled to represent the equivalent of
Balcomb's diurnal heat capacity (dhc) [al. The second value corres—
ponded to 45 percent of the structure capacitance as found repre-
gentative in Section 3.6. The third value was equal toO the total

building capacitance.
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TABLE 3-17
Design Method parameters Used for Assessment of Effect of Lumped

Thermal Capacitance oOn Auxiliary Energy Requirements

Window Area 9.3 m2
Number of Glazings 2
(ta) (normal incidence) 0.75
Window Conductance L W/mz—C
Thermostat Minimum Set Point 18.3 C
Allowable Room Temperature Swing 5.6 C

Wall 11 Wall 26

Building TUA 165.4 W/C 48.7 W/C
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The annual auxiliary energy requirements and solar fractions
predicted by the design method are shown in Table 3.18. The effect
of thermal capacitance Ol auxiliary energy requirements was least
when Madison, WL weather data was used. The range of capacitance
studied represented a 3 percent variation in auxiliary energy re-
quirements for wall 11 and a 6 percent variation for wall 26,
but represented a 15 percent effect on the solar fraction. The
greatest effect of the thermal capacitance was found in Albuquerque,
NM. The variation in the auxiliary energy required was 21 percent
for wall 11 and 16 percent for wall 26. The effect on the solar
fraction was 20 percent for wall 26 and 24 percent for wall 11.

The auxiliary energy predicted by the Balcomb-Davies' method

was always larger than the energy predicted by the 45 percent

effective thermal capacitance estimate. The over-predictlion
ranged from 2 to 15 percent for wall 11, and from 2 to 9 percent
for wall 26.

These results show that the value of thermal capacitance used
in the design method can affect the predicted energy requirements
and solar fraction of passive structures. This variatiomn should
be considered in light of the uncertainty surrounding the value

of thermal capacitance to use in a design method.
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116

Annual Auxiliary Energy Requirements and Solar Fractions

Predicted by Direct Gain Method

Thermal Capac-—

Wall 11

Auxiliary Energy
Required (GIJ)

Solar Fractiom

itance 445 19.8 44,1 4.5 19.8 44,1
(MJ/C)
Location (dhe) (0.45C)  (Gy) (dhc) (0.45c)  (Cy)
Madison 59.6 58.0 57.7 0.21 0.23 0.24
Columbia 369 35.1 34.4 0.26 0.29 @31
Albuquerque 25.5 221 20.8 0.39 0.48 0.51
Wall 26

Thermal Capac-

itance 0.7
(MI/C)
Location (dhc)
Madison 22.9
Columbia 14.6

Albuquerque 11.0

Auxiliary Energy
Required (GJ)

(0.45¢) (G

224 21.3
14.1 13.2
10.5 9.4

Solar Fraction

0.7 1.2 Bod
(dhc) (0.45¢)  (C)
0.30 0.31 0.34
0.32 0.34 0.38
0.39 0.42 0.48
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4. SUMMARY, CONCLUSIONS, AND RECOMMENDATLONS
4.1 Summary and Conclusions

The goal of this research was to find the relationship between
lumped, effective thermal capacitance and the actual value. This
would increase the utility and accuracy of design and simulation
methods which employ lumped capacitance modelling. This study
showed, that for the situations and types of wall construction con-
gidered, no satisfactory relationship exists between actual and
effective thermal capacitance for representative walls and actual
weather data. The method appears to work for homogeneous walls
with simple forcing functions.

TIn Chapter Two the effective thermal capacitance of a homo-

geneous wall subject to a mathematically describable forcing

function was derived. The analytic solution of the lumped model
was presented. The response of the same wall was generated by the
method of finite differences. The effective thermal capacitance
was derived from the comparison of the two responses.

The results of the finite difference methods show that for
simple cases the effective thermal capacitance of a homogeneous wall
could be determined. For a sinusoidal ambient temperature forcing
function the effective thermal capacitance is defined by two para-
meters: the average Biot number and the periodic Fourier modulus.

The effective thermal capacitance of a simple structure was
investigated by comparing transfer function and modified degree-day

model simulations in Chapter Three. No simple relationship between
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actual and effective thermal capacitance exists. The effective ther-
mal capacitance was found to be different not only for different
types of wall construction, but for heating and cooling, and for dif-
ferent interior and ambient boundary conditions- pffective thermal
capacitance was found to vary even from month €O month.

Analysis of results using the modified degree-day model show
that errors in the load for the heating season for conduction,
night setback, and generation cases were generally quite small for
any value of lumped capacitance. Cooling loads and heating loads
with solar gains are quite gensgitive to the lumped capacitance used
in the modified degree day model. For any case, monthly loads where
the room temperature is not constant are quite sensitive tO the
lumped capacitance.

A lumped capacitance equal teo the sum of about one-half the

structure capacitance plus the 1lumped room capacitance produced the
most accurate results for the modified degree-day model. Substantial
error can gtill result when this value is used. Therefore caution
should be exercised whenever Lumped capacitance modelling is em-
ployed.

Two transfer function wall models were compared in Chapter 3.
The use of transfer functions based on constant room temperature
were found O over-predict loads and yoom temperature swings when
used in gituations in which the room temperature floated. The con-—
stant room temperature model is 2 gpecial case of the more general

floating room temperature transfer function model. The floating
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room temperature model can be used for any room temperature condition.
Use of the model for all cases will eliminate any over-prediction.

The effect of lumped thermal capacitance OL building energy
requirements predicted by passive solar energy design methods was
shown in Section 3.7. The thermal capacitance was found to have
an effect on both the auxiliary energy requirements and solar
fraction for passive structures. The range ipn auxiliary energy
requirements was from 2 percent for Madison, WI to over 20 percent
for Albuquerque, NM. The range of thermal-capacitance studied
caused the solar fraction to change by 15 to 24 percent.

1t was also shown that the diurnal heat capacity-—thermal
admittance method tended to predict larger auxiliary energy Te-
quirements than the estimate of effective thermal capacitance

which was found tO generate the best results. The amountof

over—-prediction ranged from 2 percent for Madison weather data

£o 9-15 percent with Albuquergue weather data.

4.2 Recommendations
The following recommendations are made for future use of
1umped capacitance modelling of structures and transfer function
modelling of structures.
1. Lumped capacltance modelling of structures should be used
with caution. The lumped thermal capacitance of a struc-

ture cannot be casily defined. Tncorrect values of lumped
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capacitance can cause large errors in load estimation.

1f lumped capacitance modelling is used, the lumped capaci-
tance should be taken as the sum of the room thermal capaci-
tance plus about ome-half the structure thermal capacitance.
This value produced the best results for the most cases

on a seasonal basis.

Lumped capacitance models should only be used to estimate
seasonal or annual total loads. The monthly loads gener-
ally showed more error than the seasonal loads.

A floating room temperature transfer function model should
be incorporated into TRNSYS. This 1s a more general case
of the model in the current version. The floating room

temperature model also works for constant room temperature

conditions.

The coefficients for the floating room temperature transfer
function equation should be published for standard wall
construction as now exist in the ASHRAE Handbook of Funda-
mentals for the constant room temperature model. This
would facilitate the use of the model and eliminate

having to execute a computer program to determine the co—
efficients for many standard constructiomns.

Lumped capacitance modelling should be investigated further.
Conceivably a two capacitance model could be developed
where one capacitance represents the internal portion of

the structure, and the other represents the walls.



APPENDIX A. Finite-Difference Wall Model Computer Program Listing

COMMON AR/ OREGAL s OHEGAR s THARL s ANFL : TRARE s AHFR : PHI

121

G RNk R e e N R R R R R R R R R R R R
e e e e
£ THIS I8 THE HAIN CALLING PROGRAM SET WP Y0 SIRULATE

O 4 OHE-DRIMEMBIONAL BALL VIA FINITE-DIFFERENCES WHEN

0 THOD STHUSCIDAL BOUMDARY COMBITIONS EXIST.

£

£OTHE FROGRAM 15 DESIGHEDR TO SIHULATE & WalL OF UP TO

©oo40 RIFFERENT LAYERS. THE PROGRAK IS LIHITER T0 50

L TOVAL MORER.

&

0 THE MayIWus HUMBER OF RODES THE USER MaY SPECIFY

15 LIWETED 70 49 - THE MUMBER OF LAYERS IN THE

£ #aLl.

¥

0 THE PROGRAM MaY BE USED FOR EITHER TRANSIEWT OR
COPERINRIC STEARY-STATE HEGPOHMGE.

£

O THIS HAIN PROCKEAH MAY &4LE0 BE USED FOR DRE SINUBOI-

£ DAL ANATEMT BOUNDARY TEHPERATURE AND ONE CONSTANT

£ AHBRIEMT BOUKDARY TEHPERATURE BY GPECIFYING THE

GFPREOFLIATE AMPLITUDE (ANFL OR AHFRD 6% 0.0 .

THOUSE THIG FPROGRAH WITH OTHER TYFESR OF BOUHDARY
CONDITIONG: THIZ KAIH PROGRAM HUSY BE ALTER:D 7O

P T s T T e S S R A

=

I

P R

T

P e I e S S

SHET THE USER - PESIRED BOUERARY DUNRITIORGBUR
ROUTIHE #OALT MUSTY ALS( BE ALTERED TO BUIT IHE
RESIRER ROUMBARY COMDITORE

IF $7 18 DESIRED TO USE DISCRETE DATA FOE THE
ROUMBARY COMDITIONS: SUBRDUTINE ROCALL SHEULD BE
HODIFIED 7O READ THE APPROFPRIATE DIATA FROM A& FILE.

THE GURRDUTIKEEZ UEED BY THIS PFROGRAN ARED

i BRAMND SOLVES ARX=R

2 BEAMD CHOLERRY BECOHPBSITOM
i oA MATRIX

3 YHAFR BRLVES Y=akeR

4 BTELES DALDULATES MATRICES FOR
FINITE-RIFFEREMCE RQLUTIOH

S CRANK CHAHK-HICOLBON INTEGRATION

& ELALC CALCHLATES R VECTOR

? freals DALCULATER SfHULATION TIME
IHUHEREMY

& Yol iES FITS ANALYTIC SOLUTION OF



122

e (UMPEL HMOBEL FOR SFECIFG LARE
o
¢ FoR THE STHUSRIDAL BOUNDARY COMILTIOHS: THE
. FOLLOWING INPUTS ARE REGUIRERS
¢
e TRARL LEFT-HAND SINE (LHS) AHRIENY
» VEHPERA TURE HEAH
£ BBFL LHE AKFLITULE
_____________ E P PERION GF LHS SINE BAVE
£ CmARR RIGHT-HANE SIRE (RHS)
¥ SHETENT TERPERATURE HEAN S
> AHER BHE AHFLITURE
£ i cEp il OF RHS SIHE BAVE
£ KLAG BHE FHRGE LAB
e T THE STHULAT IO START TIHE
C IPINAL  SIMULATION GTOF TIHE
o WATERIAL PHYSICAL AND THERAAL CROPERTIES AN

£ HODAL SpERIFICATIONE GRE THPUT IM SiRROUTINE HIRCES.

o

" %3%###$$$¥$$$#%ﬁﬁﬁ%%%S$%%ﬁ%$$#ﬁﬁ%#%%#%%%%%%ﬁ%ﬁ%i#%ﬁ%tﬁ%&ﬁﬁﬁﬁ%
COMROH FTERS Iﬁ&ﬁ?IﬁEyﬂ?IﬁEaTFEﬁ&L@ﬂTiN%E
&»E?‘f:f.ﬂ‘:i%'ﬁifi

C
v IHFUTE FOR GIHEERIRAL BOUHTARY COMRITIONE
£
1 FURRABT L7 7 LFAT SHUE—METHE GHOnG FoR ARE TEHFS, v/
REAQIERD TRARL » pHFL e FIL
READIEL ) T%ﬁﬁ%?éﬁ?%;?ﬂﬁgﬁLﬁﬁ

g START AMOC BTRF TIHE

REATES RS TIKEs TFIHAL

FrH0 FRINT

RRITE (R 20
2 Fﬂﬁﬁﬁ?ifsiﬁﬁﬁfiEFT“Héﬁﬁ GThE AME TENP EOHRET)
WRITE (%, 30 FRAkL 2 ANPL o PEL
) ?ﬂﬁﬁﬁ?iﬁ@ﬁgffﬁﬁﬁﬁ TEHP *9F1%e49i@ﬁﬁ5’ﬁﬁ?L§?UﬂE ‘
i %yyiﬂe%ﬁfﬁﬁiﬁ’?ﬁﬁiﬂﬁ LG Al
L URITE(E 3]
B i Fﬂﬂﬁﬁfifyiﬁﬁﬁfﬁiﬁﬁf“ﬂﬁﬁﬂ 1pE AME TEWF COWNLE" 3
BRIVE(R:5) fﬂéﬁﬁaﬁﬁgﬁu?ﬁﬁfﬁkﬁﬁ
Fﬁﬁﬁﬁ?ﬁfﬁﬁﬁ;fﬁEéﬁ TEHP £§§1§e§§55§X§sﬁﬁpk3}uBE :
%EFiﬁpﬁafaﬁﬁﬁ’?Eﬁiﬁﬁ EyFiﬂaﬁgfﬁﬁﬁxf?HﬁﬁE LAt ‘aFiG.ds/0
py=%, 14159
OHEGAR=T EFL/FDR
aMEGAL=2 EFI/POL
FHI=ELAR/ET 3
raly WTREES

)

b3



123

CaLL CRARR
1, VALUES




124

BUNRGUTIHE MTRCES
%%%ﬁ%%%?ﬁ%@#ﬁ?ﬁ#?%%#ﬁ%%ﬁ%ﬁﬁﬁ@ﬁ%%%ﬁ%ﬁ%#%ﬁ%ﬁ@ﬁﬁ%ﬁﬁﬁﬁ%%%ﬁﬁﬁﬁi%%ﬁ

R

E]

¢ THIG BUBROUTIME CALCULATES THE [ AND & HATRICES

¢ FOR THE Cra0v ¢ 87 = R BEPRESENTATION OF THE

¢ FINITE-DIFFEREHCE WaLL. THE € AMD § HATRICES AN
© pHE THETIAL R VECTOR ARE FRINTED M ECDNINY-

L BANDER FORH.

¢ THE 1HPUTHE REQUIRED FOR THIG ROUTIHE ARED

L.

o1 TITLE SIMULATION TETLE

L2 HMEITE pekR UMLT BYSTEM

£ A HEAT HUMBRER OF LAVERS M OWALL
L4 MERCL FEFT-HAMD SARE BOUNBARY

" COH T IOH

eon HELDER piaHT-HANT SIBE SN NARY

C COMETION

&4 gt BANDWIRTH OF HaTRIE

& fiupes FOR L-0 wall:

e 7 TI IHITIAL TERPERATURE OF HERES
L (MUNBRER OF USBER SRFERIFYEDL HODER HEAT
" § o1 WALLES OF 1D

& enk FACH HALL LAYER?

i

VI I THESHAL COEOUCTIVETY

c 2 BHO MATERIAL DEMSLTY

& 3 CE SPECIFIC HEAT

e 4 FHE P AYER THICKMESS

Lo MEORE HUMKRER OF IMTERRAL HODES

r rop CONVECTION BUURUART PR TaRED

o

et HEFT LW COMUECTION COEFFIGIERT

.

i aHMh DR

L

c 2 HETEHT pHs CONVECTION CHEFFILIERT

o

© o THE ROUNBARY COMDITIONS (MBLLs MECE) ARE BEFINED BY:
"

© 1 apErTFIED HEAT FLUY ROUNDARY

o2 gpECETER SURFALE TEMPERATURE anipoaRyY
o2 SRECIFIED LOVELTION BOURTARY

i

i $¥$$$$£$$$$$$%$$$$$$ﬂgzﬁ%%ﬁ%ﬁﬁi%ﬁﬁ#@%%ﬁﬁ&#%%&%%%ﬁ%$#§$$$$E$$$

COonHOM JRINS ﬁéﬁ@?i@?;ﬁ(ﬂ%siﬁ}ﬁﬁﬁﬁﬁky?iﬁ@%;?iﬁ%)9N&EL%%3$E33@UEEE
SGAUED S HODTRY

eonEnn SRS &ﬁﬁﬁﬁhyﬁﬁﬁﬁéﬁ5TEQEL%ﬁﬁ?L§T%QRR;&%PR??%E

copmed STHY ﬁBHyTiHE§ﬂ?1ﬁ£5??i%ﬁhpﬁfiﬁ£2



by

oy TE

CHOMHON R/ sy EF T HRIGHT

couKor /07 E%Hﬁféﬁﬂ;i%}s%ﬁﬁéﬁﬁ}

coppap JPROFS ﬁH@éiﬁ?sKKiiQ}@ﬁpiiﬁﬁ5TH§€1%?

DIHEHSTGH EﬁLﬁéi@)%HiS%?aﬁﬁ{T%iﬁ?yTifLE%ﬁQ}gﬁﬁﬂﬂﬁiiﬁ}

READ ARD ECHOPRINT IHFUTS

pEanfgs 1y TITLE
1 FORHATIZUAY]
R E R R TITRE
2 FARKAT(/ 1K 2084570
grahcks 10 UHITE
10 FORMAT(IAS
WRITE (R 100 UHITE
WRETE (ke £
1 Fﬁﬁﬁﬁ?iﬁﬁs’%ﬁﬁf‘sEEg’N%ﬁL“§2X§fﬁﬁﬂﬁf}
READLERD NiSAT o HBCL (HECR
HRITE (8 HNAT s HEOL « HELR
T THE =00
g 100 IsisHEAT
AHIE LD Eﬁii?sRHﬂ€23}ﬁ?(l?g?Hﬁii?pHH&ﬂEii)
RRITE(R:%) %ﬁéi?sﬁﬂﬁ%i?yﬁ?ii?§THE€I}§ﬁﬁﬁﬁ£CE}
TATTHR=TOTTHETHR(T
{04 COMTIHUE
nEgT g kY 1BE
METrE(Es 101 IBY
T FTREA T HHE gAHLUITH 187 s 3K 1Ae/)

125

HLEFT=6,0
MR TGHT=0. 4
EFiﬁ&SéﬁEﬂL?aLgaﬁ} g Yo 11
EEAR{EsRY MLEFT
MELTE g 43 WLEFT

4 Fﬁﬁﬁﬁ?if§ﬁx¥;HLEFFmIFEﬁsﬁﬁf5

ral
i
E".

N
e

LLD 1Fiﬁ%§éﬂ§€83f25¢ﬁ} GOoTO 120
REAT(EsED HREGHT
WRITE( %, 50 HRIGHT

& ?ﬁﬁﬁﬁfiﬁyﬁﬁg“ﬁﬁiGHT#’s?ﬁ§3ai§

MORTHT=0.4
ne 1A I=isHAAT
ﬁﬁﬂ?ﬁ?ﬁﬁﬂﬁ?@T%NﬁﬁﬂEii?

130 DRl EHUE

CHECH HMUBBER OF HRES
ﬁﬁﬁﬁ@fﬂﬁﬂﬁT@?%N%ﬂ?%i

pE o MODTOTLLE 300 go 10 140
WRITE (%: 43 HopToT

& Fﬁﬁﬁ%f%fs%ﬁ@fgﬂﬂﬁﬁ FRROR. YOU Q?ECEFKEE’?13siﬁa*ﬁﬁﬁﬁﬁ&fa

47 HHICH I35 BREATER THAN THE Bl THUK BLLOMERIT 5/
I?iﬁﬁBTQT+ﬁTs§%} aToF
140 WRITEL{#E: 7D MOGTHY



i26

7 P@Rﬁﬁfﬂf&ﬁﬁaiﬁﬁ?ﬁp’f@?ﬁh HOBES Fﬁﬁ.giﬁUL%flﬁﬁgif}

K

CLACULATE HODAL sl IHE

gy TR

ng 159 Jui HIHAT
ﬂELEiJ?ﬂTHK&ﬁEKFLﬁﬁTiﬁHﬁﬁEijﬁ%i3

150 CONTDHUE

GHITIALIZE © AND § MATRIEES

o e

g{fsdi=ll
140 CUMTIHUE

an
o T

WETERMINE © HATRIL

ML D
Mit=1
n 200 gzl s AT
%ﬁxxﬁLL%ﬁﬁﬂﬁﬁiJ}%i
TELLER LD gyt =HUL
RN IR S
170 g=dl L ML
ﬁi%ai}nﬁﬁﬁﬁj}#ﬁF(JE$ﬁELXtJ}
s aMb K FRLLY Cﬁﬁwi}ﬂﬁiﬁsiﬁf?@@

¥ A ERe b
IF{ﬁ+%@vﬁ%ﬁfwﬁﬁﬁ+ﬁ@E@9ﬁUL§ Eiﬁ?ik“ﬁﬁh?iﬁf&»ﬁ
1?§ﬁe£ﬁeﬁUL%ﬁﬁﬂeJ*ﬁﬁwﬂﬁﬁTE Eiﬁ?i?“ﬁiﬁ%i}fﬁgﬁ%i
%ﬁELK{J%i?fﬁﬁﬁﬁ
son DOMTIHUE
ne b ML

HHQiJ%i?&EPﬁj%i}ﬁ

=a0 DOHTIHUE

25 %

FRINT [ HATRIX

WETTE (8177
17 ?QEﬁQTiﬁyiﬁxg’THE CAFACTTANCE HaTRid: Eﬁﬁﬁ@ﬁY”Sﬁﬁﬁﬁﬁ s inRaLGE
AT
i 220 famd e TEY
BRITE(R ¥} iﬁ%é?i}ajmigﬁﬁﬁfﬁfi
asn CONTIHUE

P

BETERHINE & RATRIA

[ B

ng 240 1s1:E0
ULy 00
e 246 CONTIHUE
o HELL=0 0
i HKUL=0.0
po 776 JeisMHAT




127

MEUL =NELLAHHDBE (341
TEeL Bl 1) HEUL=NRILEL
Wi L=HKLL+Y
RO BE0 KeHKLL e HEUL
GiKslym, ORXNCIY/DELECDY
TF (5, EQLHEULY B0 TO 248
mrfs Ak Y/ RELRGI
cam LF L B0 HEUL ARI I NE L HHATS (K s1y= AR /RELXTIITE
LSRRG RELRLIELD )
z?eﬁbaa;&ﬁUh;ﬁﬁﬁ;gyaagﬁﬁ&?emgga;gaxxﬁgdsxﬂﬁhﬁﬁﬁém
TE K EQ, HEUL (AND . 1 NE HHAT Gk s y=-di CH T /BELRLIRLT
g UKL Ef L. ANDL L ERGLY (s Ly =EE (B IELILDD
a5 CONTTRUE
MELL=HEUL
274 CONTTRUE
up 2y% L=y HORTOY
no 273 J=isUEY
YRHAT(D: 7=8(Ts )
274 DONTINGE
TE (ARG IMECLY (BELD) H{1y=HLEFT
[F (ARG (HRCR) (BE. D) H{HOOTOT ) =HRIGHT
poy oHG I=l.H0nToT
Gifa11wBIeLYERIL
2pg COMTINUE
BAYEL=0 .0
':?1‘.-%,.::'{} s b
TFATSTHRCTTHE- 6010283

AaVET={1: 2}
eile2i=l.0
28T IFi%BEé%EE%}@ﬁE@E} an TR 2%0
288 E&UEﬁﬁﬁiﬁﬂﬂ?ﬁ?miaE}
g;wﬁﬂTﬁTw153};§§$

&
e PRINT 8 HATRIX
sofy YRITE(CESB?
& TREMAT(/ #1888 HaTRIN: ECORORY -BARBED STORSABE /)
afy 300 JeleLBU
BRITE R KD %3£I§J?f§ﬂlﬁﬁﬁﬁ¥ﬂ?}
ant COMTINUE
("
© ERTIHATE TIHE BTER FOR THTEBRATIOH
e
ALl BICALD
i
¢ DETERWINE nITIAL B VECTOR aNT PRIMT OUT
{“:v

Call ROALC
WRITE (&a ¥

7 ?&Rﬁé?if&iﬁﬁ%’lﬁi?i%i B OUELTOR /2
WRTTE (Ma k) (o) InlaHODTUD)



p REal IMITIAL TEHRFERATURE DISTRIBUTION

i AMD FPRINT GUT
C
REANEsHY CF(TYeI=1 o HOBTHT S

WRITE(E,12)
1 PRpMaTifs 15 TTHE THITIAL TERPERATURE

WRITE(%: %) (L1 Dt HOOTUTD

B

"@éi&fmfiﬁimﬁTEF

£y TTE

WRITE (R 135 RPTIME

1z FQRH&T%f&EXﬁ’THE EETIHA
WETTE (ks 14D nTIHED

14 EORKEAT (5% THE TTHESTER UBED 18 ‘sF8.49 0
HETUEH
EHD

TER TIHERTEF 157 FR. 40

BIGTRIBUTION s

£y

128




ﬁﬁ?krjﬁsﬁ e U

P I i B

T

b

e e e £

129

BUREQUTIHE ROALC
%#%ﬁﬁ$ﬁ$$$$%¥$%$$$$¥%ﬁ*$%%ﬁ&ﬁ%%&%%ﬁ%&ﬁ%%gﬁﬁﬁﬁ&ﬁ%%#%ﬁ@i%ﬁﬁ%%#&

THIG ROUTIHE IS & USER SPECIFIC SUBKOUTIME WHICH
CALEULATER THE B VECTOR Fof THE SOLUTION OF
PTROT 4+ ST = R AND GHOULD BE WRIVYEM YO
HECOMMODATE UBER SRECIFLER ROUMDARY CORBITEOHS.

”ég?”ﬁﬂfﬁﬁﬁﬁﬂmﬁEﬂEEﬁTIﬁﬁ”ER“HEﬁw”%&U%”Eﬁpﬂ?gmsﬁGﬁLﬂ'”W”””

aE THPUT IM THIS ROUTIRE

46 PREBEHTER HMEREs THE EOUTIHE CALCULATES R FOR
EETHER THd STHUSIOLAL AMBIEHT TEHPERATURE BN~
DaRIES. DR FOR OHE SIMUSHIRAL AME OHE COHSTAHT
HEIEHT TERFERAVURE ERUNDARTES BITHOUT INTERNAL
GEMERATION OR RIRECT HEAT FLUX IMPUT.

FOE AMY OTHER BOUHDARY COMRITION OR RISCRETE BatA
THEUT: THIS ROUTINE AND THE BAIH CALLING FROGEAN
BE HWODIFIER.

%ﬁ%%%ﬁ%ﬁ%#ﬁﬁ&Kﬁ%iﬁ%iﬁ%&ﬁ*ﬁﬁ$$$$$$$ﬁ%&%*i&#ﬁ$$$$$$%¥#$$%%$ﬁ%ﬂ&
COoMHOGH JRENS ﬁiﬂﬁ;i%?gﬁ(ﬁﬁyi&i#ﬁiﬁ%)ﬁ?éﬁ@??Yiﬁ&?;ﬁﬁﬁﬁsﬁﬁﬁﬁﬁﬁﬁﬁgis
$HRAVER  MOETOT
COEHGN SRS QHEEﬁLsQﬁEG%ﬁsTBﬁELs&ﬁPLsTBﬁRR?ﬁﬁFRﬁFHE

e VQH??f“FWHT?ﬁE;EF[HﬁLsﬂTiﬁEZ

o

CONKHOE /RS HELEFTHRIGHT
coMnaN S04 YEMAT(50: 109 BERLBOD
NIHEHEIOH AFLUY (S0 s HTIHF (30

HEAT FLID AMD GEWERATION IHPUTE

n 10 JeisHODTOY
Byt d
AEMA b=t
pFLUX LD
HT1MF (1)
10 DONTIHUE

&

A

AJY
G, 0

Bow

H

1

COHUECTION IHPUTE

HTEHFii3ﬂiTE&RL%%@F&%SINiYiﬁiﬁﬁﬁ%ﬁﬁki}%HLEFT
H?Lﬁ?QNGQTQF}ﬂiY%%RE%%NFR&%E%iTi%E%ﬁﬁEﬁﬁ&%?HiE}$HEEGHT

BETERKINE R

nao20 d=1LH0RTOT

éiﬁ?ﬁﬁ%ﬁé&E%ﬂ?LM%(J?%HYI%FiJ}
20 COMTINUE

BepieRily-BAVEL



130

iﬁ&ﬁ?ﬁ?ﬁﬂﬁiﬁﬂﬂf@?}mgéﬁﬁﬁ
EVLRH
EuE

f
B




SURRDUTINE DTCALC

£ ﬁ%%#ﬁ%#giiﬁﬁﬁ&%%ﬁ?ﬁﬁgﬁﬁﬂﬁﬁggﬁﬁ%i&ﬁ%ﬁ&%ﬁﬁﬁﬁ%%%ﬁﬁ%ﬁﬁ%%%%#$$%$§$
¢ OTHIS EOUTIHE ESTIHATES THE HINIMUM TIEE ETEF
£ OREDUIRED FOR THE CRANK-RICDLBOH IHTEGRATION

£ SCHEHE 1M SUBRGUTIHE CRAHE.

______________ . THE TINE STEP USEL IN THE SIHULATION 1§ TVAKEH
I i ST VALUE SUCH THAT PRINTING S _
¢ KAV DOCUR AT AN INTEGER NUKBER YINE GTEFS.

"
© OTHE WIHIHUM TIME BTEFR I8 ESTIHATER FRiA THE
© OHODRAL UALUFE OF COle1) AMI 84140,
o
¥ ﬁ%%ﬁ%#*ﬁﬁ&##%ﬁ%%$%$$$¥$$$$$$¥$§$$$ﬁ%ﬁ&%gﬁgﬁﬁgﬁﬂ$$$$$%$$$$$$£$
TIMEHRINN THETA(GD)
COMEON FRINHS CiRGe10 s QIS0 100 s R0 2 TLE0I VIGO0
LHRCL pHEOE SAVE L SAVE 2 NODTOT
COMBOH FRS ﬂﬁﬁﬁﬁhEﬁﬁﬁéﬁﬁaT?ﬁﬁiwﬁﬁ?&ﬂTE&EE?&%?E&PHE
COnRiE JEPIHS TEl s TINE DV IME  TFINALDTINEY
COMMOM JOTS HOHM
[
¢ ERTIEATE TIHE BIEF
i
BYIHE=1.,00+83
T T Ty
Giil=0.0
nooH U=1sIBW
GUM=EUMIARE(E(T 00
S DONTIHUE
THET&€T§2?LQ$F£EQEEKEUﬂ
10 BTIME=AMTHICOTIME THETALI )
i
o oFICE IHTERER FRADTION

%

iH=l 0/ DT IHE

MO TR LN
BTIMEZ=1,0/FLOAT (HOH)
RE FURH

BRI




o132

SUBROUTIRE CRANE

W %%%ﬁ%&ﬁﬁ&%ﬁ%ﬁ%ﬁ%%&ﬁﬁ%&%ﬁ%%@ﬁ%%%%ﬁﬁﬁ%gﬁﬁgﬁﬁﬁﬁgﬁ%gﬁﬁﬁﬁﬁﬁﬁﬁ%ﬁﬁgﬁ
r
[OTHIG BOUTIME USES THE CRAME~-MICOLEOE TNTESRATION
o OMETHOD TO SOLVE CTRGT gF = B
L
¢ THE RRUTIME ALE0 PRINTES
............. {; 1 . ?D IPEE S .. S‘Iﬁﬁiag?igﬁg‘gf Iﬁg e
L 2 (ML HEAT FLUXY AT LHS BURFACE
£ (EOSITIVE IHYD WALl
[ BOUTE HEAT FLUY AT RME SURFACE
£ CEORITIVE OuUY OF Watio
E 4 Fe el LHE 2URFACE TEHPERATUHRE
£ 05 TEHPE BHE SURFACE TEHPERATURE
oA Uik &4 CARATTTANOE -WE SGHTED HE &K
i BAaLl TENPERATURE

©ooaT LATIHE STER IHTERVALD.
[
¢ THE TIHE STEF 18 CALCULATED 1K SUBRDUTINE DTCALL,

& $$$$%ﬁ$$%##ﬁ#%%%%%ﬁ%%%#iﬁ%ﬁ%ﬁ%%%$%$$$$$3$$$$$$$%$$xﬂﬁ¥$$$$$$$
COMBGH FEDY 5{5@?1%3?ﬁiﬁﬁ@iﬁ}gﬁ{ﬁ&};fﬁﬁﬁ?a?{ﬁl}ﬁﬁﬂﬂtﬁﬁﬁﬁﬁrﬁﬁUEiﬁ
ERAVED  HEDTOT
LOMMON RS ﬁﬂEﬁ&Ls9%&%%@5TE%R&?ﬁﬁFL?THﬁﬁﬁsﬁﬁF&p?ﬁI
TR TR g T TME . TETHAL DTIMED

COMKON Z07 SEHATIS0.100GERIDGS
CoMHoR JR7/ HOH

COMKOGH Jusls THEAN{IOGO)
DIHEMSION %ﬂiﬁﬁsi%}@%i%@siﬁky%ﬁﬂ%iﬁ%?sxtﬁﬁﬁiﬁ
%BIML?EQG@??&EHT%iiQQG}yTi(iﬁﬁ@}s?HiE&@ﬁ)

GATA HEOMAG0/ HUTL TS

HERINT=D
HHE=THT CTFINALY
HCORUNT=1
QEURL=0.0
ASHH=0. 0

[

PRLCULATE IMITIAL HEAT FLOWS AND TEHFG.

B 1 Jwia IR
HSB%EﬂQSUﬁi%%K&ﬁQT@iaﬁimgiiﬁjiiﬁYiji
Hi=HORTOTEL-d
Hﬁﬂﬁﬁxgﬁﬁﬁ%%iXEﬁ%TﬁN&@J?wﬁfﬁisJ}EﬁTéHl}
CRHTIHUE

SIML L) =REUNHIAR(TI-GENIL)
ﬁﬁUTﬁii}ﬂm(QS&%M%H%%@&TE??“%EE%ﬁﬁﬂ?ﬁ??}
TaUk=d. &

DRG0

i 7 I=1eMORTOY

[




TolE=TEUMFTLIR 00T 1)
CauE=CSUKiCiIs1

2 OCOHTIRUE
THEANS L= TSUM/CBUN

pEIHT INITIAL TEHFS. AKR HE&BT FLIOME

WElTE k.3 TIHE

3 FORMATCI L 1SN TIHE = rF10Ae/

R T
4 ?ﬁﬁﬁéTiﬁﬁm’ﬁIﬁL’sSxy’ﬁGHTR‘EEEJ’TEﬁPL“§%£yf¥EﬁFﬁ‘§ -
Guy .y THEAH T

WETTE(R:52 ﬁIMhﬁi?s@ﬁUTR{i}yTﬁi?;?iNﬁﬂ?ﬁT}y?%Eéﬁéi}
Fﬁﬁﬁﬁ?ii%?i?ﬁiipﬁfﬁiﬂﬁaiFﬁliaﬁk;ffi

MRITECLIR,13) EIﬁﬁsﬁﬁﬁhii}g@ﬁUEﬁii?@Tﬁii?féﬂﬁﬁTﬁ?);?ﬁﬁﬁﬂii}
Ti¢iisTiEy

TR =TIHDDTOT?

DTR=RTIREZZ. 0

TIREQ=TINE

Lha

TRANBIENT SOLUTION

nE & [=isHBOTOT

LG Jdele IRE

ACLTs =i JIRE{T JPRDITE
Be e it Dby -BLTe JIRDTE

D

e 0

CHOLESKY RECOMFOSITION

LAl ﬁﬁﬁﬂﬂ{ﬁﬂﬁ%sﬂﬁﬁi9%@%?&?;5&@5&&;%@%&)
TE/MAGD.EY, 1Y G0 78 7Y

RO

]

7 TF{HOOUNT-1.0E.HERY GO TH 959
HERTMT=NPRINTHL
0§ I=ieNOITOT

o ORHOM{IYEROL)

TIHE=TIHESRTIRER

palL ReALl

e § Isl HORTOT

iy RROUIT PRI FRNTE

COHTIHUE

)

soLYE Y o= BT O+ XL

Atk YQKP%iHEQ@?%ﬁEL&ﬁ@ﬁTﬁ?ﬁEEH%%?XL?YE?E
GOLUE aLRY = 1

TS 53%@%€HW&@9NEQ&?%U&T&Y&EB%;&&;Y&?}

IELHPRINTHE, HOKY 60 Y0 7
HERINT=0

A33



HOOUNT=NCOUMTHL

Toli= ., &

gl 14 [=1aHODTOY

TRUR=TSUME T RECE A1)
10 DREMTINUE

»
¢ paLDULATE HEAN Wall TEMPERATURE
N THEAN CHOOURT 1=TEUN/DEUH
ﬁ S
¢ PALCULATE SURFACE HEAT FLOWS e
-
geudi=0. 0
G5UEN=0. 0
nn i1 JeilyI1RY
QEUﬁimES&ﬁi%iXKﬁﬁTi1:3}_E£iaJl?ﬁT%J}
HowNGRTOT-J41
Qsaﬁﬁm@guﬁﬁ%sxxﬁﬁfﬁﬂzyjymaaﬁiggy3$T§ﬁ2>
14 COMTIHUE
STHL (HOOURT Y =RSUNMLFR{1Y-BENIL)
&BHT&&NEQU§{}mmi&SUE%%&%NQE?QTEWGEN(EGQTQT}?
T ONEBURTI=TILD
THCHCOURT =T (HORTRTS
C
£ouTRUT
¢

RTTETETEETTIHE

134

17 FORAAT(ISX: "TIHE = TaF10.4: 70
MREITE (¥4
HRITEL®R: 82 ﬁEﬁLiﬁEBUﬁT}@GQUTRQNE@HNTE??E{HQQUHTE5YH{HKQQHT}§
$THEANINCOUNT ‘
WRITE(IZ: 13} ?EHE;GEHLQNRGU%T}yQQU?R{NEQHHTEFYEQﬁEﬁﬂﬁ?§5
%T%iNEﬁHNT}3?%5%%@@&&&%?3

1% Fﬂﬁﬁé?éikyi?ﬁiiFSEﬁiﬁﬁgipﬁzioﬁﬁ}
anorg 7
o HRITEL{E, 1007
106 FOBMATCC 07 5 EHEs TRANR FalLER, LOGK FOR TREUT ERRORE. 2
TERAGR.ER.1Y STOP
ooy BETURH
EWE



135

SURROUTIHE YAYPRINRODW.HL LMy IRMsArReXsY)

& %ﬁ$3ﬁﬁﬁﬁ?$$K%@#3?ﬁﬁ@#ﬁgﬁﬁﬁiﬁiﬁﬁﬁﬁﬁﬁigiﬁﬁﬁﬁﬁﬁﬁﬁﬁﬂﬁﬁﬁggﬁﬁﬁﬁﬁgﬁﬁ
[ THIS ROUTINE WAS WRITTEM RY FROFESSOR G. £, WYERS

AME IS USED MITH HIS PERBIGSEIUN.
ﬁ%%ﬁ%#ﬁﬁ%ﬁ%&%%ﬁ%%ﬁ%ﬁ%$¥$$$$$$%$$$$$$$#§%$$$$$§$$$$ﬁﬁ$$$$$$$$¥

%#ﬁ%%$§$$$*%ﬁﬁ%%ﬁﬁ%ﬁ%?ﬁﬁ%KﬁK$$%$$$$$$¥ﬁ$&$$$ﬁﬁﬁ#ﬁ$i%%%ﬁﬁ%%%iﬁ%%%%gﬁﬁ

??Wf'?:f”}f‘?f’lf’}ﬁ"‘.i

3 {ﬁE$M$UEﬁQ§?KNE CORFUTES ¥ = ARX + B WHEM A I8 A REAL. %

% E‘K'ﬁﬂETFZCﬁﬁ'} gy . %

b OTHPUYTD NROYE s gy RIMENBIOH: pEFINER IH CALLING PRUBRAN %

& HenL = COLUNH GIMENSION: DEFIHED i CALLING FROGRAH S
o S Mo+ HUREER OF ROUS iH BATRIX L
¢ % TR = BANDWIDTH OF KaTRIY (THIS IS AL G0 THE HUWBER OF %
£ & CoLUMNS BEEBED 10 aTasE DIAGONAL AND UFPER BARD &
[ E nF HWATRIX IM &M M BY 1RM RELTAHBULAR ARKAY .} £
i % A o= REAL, SYMMWETRIC HATRIY {0TABONAL WD UFPER BAHD %
i ¥ STORED 48 &M N BY iRY ARHAY #
L & g BIGHT-HAHE-SIDE GECTOR YD BE ABDED TH ARX &
£ ¥ ¥ om BEIGHT-HAND-SIDE VECTOR T BE MELTIPLIED BY 4 %
G ¥ OUTPUT: A ¢ BAMNE AS [HPUY %
L # % = GAHE AE THRUT 3
M 4 ¥ o= GAME A% INFUY %
& # ¥ = LEFT-HAMD-SILE VECTOR = A2X + B S
[ ¥$%%i%$$ﬁﬁi%%ﬁ$$$$$#%K£$$#ﬁﬁﬁﬂ%%ﬁ@@i%ﬁﬁﬁﬁﬁ%?%%%&%%%#&%?%&ﬁﬁﬁ#%ﬁﬁﬁﬁﬁ#

HIHESS 0N ﬁ{ﬁ&ﬁwyﬂﬁﬁh}saiﬂﬁﬁwiyﬁéﬁgﬂ%}s¥€ﬁﬂﬁwﬁ
mr sy H

yoiy = ROLD
Ay = N - T 4 1
TE {JMEE.GT.IBK) JHAL = THY
IR 1 Jele JHAX
19 = I 4 4~ %
3 viry = ¥ify ¥ ALT JIRXELLD

IF (I.E@.1y 60 70 3
Siny = (BH
TF {1L,LT.IBMD JMAX = 1
B 7 Jede iR
S SR 1

2 yeEr o= YT 4 SN TPIE AR
3 COHTIHUE
SETUEH

Fpei
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CUBROUTINE SBAND iﬁﬁﬁwsﬁﬂﬁ&sﬁyiB%zﬁsgaﬁé
ﬁ%iﬁﬁ?%kﬁ?%#%3%@E#%ﬁ%ﬁ?i$$$$¥$$¥§3$£%$¥¥$$$%%Kﬁ%%%%ﬁ%ﬁﬁ%%#%ﬁ&
THIE ROUTINE WAS WRITTEHW BY PROFEGEDR &. £ HYERE
ANT I8 USER WITH Wi FERMISSION.
%ﬁ%#ﬁ##%&%##%%&ﬁﬁ$¥$$$33%$%$$ﬁ%$$$$%%%$$%ﬁ%ﬁ%ﬁﬁﬁ%ﬁﬁ%ﬁﬁ#$%$$$%

£

o,

#&ﬂﬁ%%#$$ﬁ$$$$%%$$%*$ﬁﬁﬁ%ﬁﬁ&#$$&%ﬁ%ﬁﬁ%%%iﬁﬁﬁﬁ%@ﬁ%%%i*%ﬁ#%ﬁ*%ﬁﬁ&ﬁﬁ&%ﬁ

= s A Nt At LA

.................... "_ﬁmﬁﬁiﬁmﬁﬁﬁﬁﬁﬁTEHﬁ quLuEs  akx = B uHEN BIVEN THE CHLERRY %
o RHPOSITION OF A ¥
% TNPUYE  HRUW = it DIKMEHSIOH: NEFINES [H CALLIHG pRgkas ¥

® gonL = COLUNH DIHENS IO, pEFIHED IM EALLING PROGRAN %
i Mo NUMRER DF GUWs I8 HATRIY %
E Ty = BANRWINTH OF MATRIX (THIE IS £1.60 THE HUHBER 3 #
¥ COLUKES HEEDED 1Y STORE BIAGHNAL ANR URPER BAND S
[N # OF HATRIX IH AN H RBY 18W RECTANGULAK ARRAT.J %
L k2 & = CHOLEBRY FECONPOSITION OF WATRIY A (DIAGOHAL AND %
& % AHTE UFFER BAHE GTORED A% AN B BY Tby ARRAY %
& % o= RIBHT-HANT-STRE YECTOR ¥
" ¥ DUTFUTE A = apiE A5 THPUT ¥
& % B GANE A% IRFUT %
£ % ¥ = SULUTION VELTOR L3
£ %Eﬁﬁ%ﬁ%k%ﬁﬁﬁgﬁﬁg33¥¥$$$$§$§¥#ﬁ%&ﬁﬁ%%%%iﬁ##ﬁﬁﬁ?#%ﬁ$§$$$$$¥ﬁﬁ%ﬁ?ﬁﬁﬁﬁﬁt
DIHFHSION %{HﬁﬁﬂaﬂﬁﬁLkgﬁiﬂﬁﬂﬁﬁyiiﬁﬁﬂ%?
GOURELE FRECIGTON DAk, B BE
g 2 Islsh
NEREEL L
YE (41.LELIREY O 0® 3
b o= RILD
i =1 -1
1 td.ni.rl) B0 TR 2
niy i k=dahl
TPt ¢ 1 - KOF 1
01 = AIEeIHRFLI
i peE = BEUE - HER S AT

2 w(ly = DSUM/ALILD
i 4 DizieH
I IR S N
1o 7 4+ IR# - 1
IF (DT o=
nail o= AL
2 = 1 4 1
IF IKF.nT.Jr 68 70 4
a0 % RsKiz
guipt = K - 1 41
ng o= AUIKHIFL
puliy o= BEUE - BRERik:
ye1y = REWH/AELsLD
RE ViR
EH

i N 4
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SURROUTINE DEANI (NROWsNCOLsNyIEWsAsNDGOD)
*!###***t*tk#&tt*#***#*#**#*##K*1&#3**&t*t*****t*t*!**##*t#t*
THIS ROUTINE WAS WRITTEN RY PROFESSOR G. E. HYERS
AND IS USED WITH HIS PERMISSION.
*t***##*#**#Xt*****#tt*#*t#!tt*#***t##*##**l#*****t#t*t*t**t*

t#**##****t#**#**#***¥¥****t**##**#tﬂ*********t#***t**#**###t***t*t*
¥ THIS SUBRDUTINE COWPUTES THE CHOLESKY DECOMPOSITION OF A REAL: ¥
¥ SYMMETRICs POSITIVE-DREFTNITE HATRIX *
¥ INPUT: NROM = ROW OTMENSIUON, DEFINER IN CALLING PROGRAM ¥
NCOL = COLUMM DIMENSIONs REFIKED 1N CALLING PRDGRAM ¥
M = NUMBER OF ROWS IN NAVYRIX ¥
IRW = BANDWIDTH OF MATRIX (THIS IS ALSO THE MUMRER OF ¥
COLUMNS NEEDED TO STORE DIAGONAL AND UPFER BAND ¥
¥
4
¥
¥
¥
X

OF HATRIX IM AN N EY IRW RECTANGULAR ARRAY.)

A = REALs SYMMETRIC» POSITIVE-DEFINIVE HATRIX (DIAGONAL

ANTI UFFER BAND STOREN AS AN N BY IEW ARRAY)
NOGO = 0 IF DECOMFOSITION WORKS

= 1 1F DECOMPOSITION FAILS
% QUTPUT: A = DIAGOMAL AND UFFER BAND OF VHE DECONPOSITION
************#***##*#*t**#t##t***##**ﬁ****#**t#****t3#*21*1????1*tt*i“““““*
DNIMEMSION ACNROWsNCOL)
TOUELE PRECISION DSUMsIM D2, D3, DSART

2 M O IE I HE

Mmoo oOOoODoDoooooDDooOooo0n

NOGO = O
no & I=1sM
IP=N-T+1

IF (IP.GT.IRW) IF = IRW

DD & J=10IP
10 = IR - J
IF ([0.8T.1-1) 1@ = 1 -1
FEtH—=— At

IF (IQ.LT.1) GO TO 2

no 1 E=1+I8
IK = I = K
KFL = K + 1
JFK = J + K

ni = ACIMKIKFL)
N2 = A(THK, JFK)
i nNSUM = DSUM - D1kD2
IF (J.6T.1) 60 V0 3
IF (DSUK) 323+4

P

2 NDGO = 1
_ RETURN
4 D3 = DSART(DSUM)
ACIs ) = I3
GO TO 6
5 AL1sJ) = DSUN/D3
6 CONTINUE

RETURN
END
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SURRDUTINE VALUES

¢ %&%$ﬁ%$%$$$$$$$%$&$$$@%%ﬁ$$$$Q@&ﬁ#ﬁ%&&%%%&@%%&%ﬁﬁ%ﬁﬁ%#%&$%ﬂ%$
T
© THE AMALYTIC SOLUTION OF THE LUHPEDR HOBEL
rOTEHPERATURE RESPONGE I8 CURVEFITTER T
rOTHE FIMITE-DIFFERENCE GERERATED HEaH HALL
e FEMPERATURE REBFONSE IH THIG ROUTIRE, VHE
................................. ¢ ROUTIME I8 FOR THE ONE SIHUSDHTLAL -~ Ok~
£ CONSTANT ABBIERT LR A TURE T T LR B DR
rooOPERIODIE STEADY-STAVE RESPONGE .
[
¢ OTHE RDUTIHE ALRD CALEULATES THE EFFECTIVE THERRAL
© o CAPACITANCE 0F THE HALL BASED 0N HE AHPLIVUDBE
¢ OF THE CURVEFITTER REGPOMSE FOR A UDHNBEHEDUS
oooWALL.
o
& %%ﬁ#ﬁ&%&%*%ﬁﬁﬁ%i%%%%%%%ﬁ%ﬁﬁ@%*%i@%%ﬁﬁ%%%ﬁ%ﬁ#%ﬁ%&&%gﬁﬁﬁiﬁgﬁgﬁﬁ
oMM SPROPS ﬁHBil&EﬁKﬁéiﬁ}gﬁ?ii%?v?%&il%?
COMMON SRS QﬁE&ﬁL@&ﬁ&Eﬁ?:YE&&L;&ﬁ?LyTﬂﬁ&ﬁahﬁPE;?HI
CORMON ZUALS THEAN(LODOD
COBHAN /H/ HLEFT (HRIGHT
DEMENS INH THOSN) s TPROLHOY s TINE(SHO)
T
©STARTING AMD EMBINHG TIME OF FOINTE T0
¢ooBE FIT
«
navs NETART /457 /s HEVOP/A4BLYS
&
¢ CALCULATE LUWFED SESIGTARDES
L
Febomd AHEEETSTHE (IS A02, BXEI10)
TFOHRIBHT . LE 0,00 80 T8 132
Hﬁvibf%QEﬁHT+EHﬁ€1}f{29$XKi13}
GRATIO=RL/RR
£
© FIHD AVERSBE
T
?EﬁﬁziﬁﬁﬁTEﬁ%i%RL%?ﬂﬁﬁR}f{RL%ERE
GO T 1B
17 RH=1.E+23
TaaR=TRAKL
RRATIO=RL/RR
15 [ 1 JeHETARTHETOF
I=0-NETARTEL
THID =THEARLLD
TIHE D y=FLOATLE-1)
i OCOMTIRUE
HNDeNaTOF-NATART
£

¢ FIMD PHABE LAG
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C
np 2 J=1sM2
N=J
IFCTMCD) JLT.TRAR,AND. TM(J41) BT TRAR) GO TO 3
2 CONTINUE
3 SLOPE=(TH(N41)-TH(N))/(TIKE(N+1)-TINE(N))
XINT=TIME(N)-(TH(N)-TRAR)/SLOPE
FHIO=-XINTHOMEGAL
IF(XINT.LE.12.) NAUD=4&
TF{XINTGT.12.) NADD=-12
C
€ FIND AHMFLITURE
C
ETIHE=TIME (N+NADD)
B=(TM(N4NADD) -TRAR) /SIN(OMEGALKETINE+FHIO)
IF(R.LT,0.) B=ARS(R)
MN3=N2+1
gUi§=0.0
C
£ FREDICT TEMPERATURE RESFONSE
C
no 4 J=1sN3
TPRO(J)=RESIN(OMEGALXTIME(J)+FHID) +TRAR
SUK=SUN+(TPRICI) -TH(J) Y R%2
4 CONTINUE
C
C CALCULATE STANMDARD ERROR
C
SIGMA=SQRT(SUM/FLOAT(NAY)
C
L AVERAGE RIOT MNUMRER
€
EIOT=(HLEFT+HRIGHT)XTHK (1) /(2. 0%XK(1))
IF(HRIGHY.LE.O,0) GO TO 17
C
L CALCULATE EFFECTIVE CAFPACITANCE
C
RHOCL2=( (AMPL/ (BKRL) ) %%2-( (RLHRR) /(RLXRR) Y¥%X2) / (UHEGAL ¥R2)
GO o 18
17 RHOCL2=(( (AMPL/RY¥%¥2)-1)/( (DHEBALXRL)¥¥2)
18 RHOCLE=SGRT(RHOCL2)
RHOCLA=RHO(1YRCP(AIRTHK(L)
RHORAT=RHOCLE/RHOCLA
C
C TIMVERSE FOURIER MORULUS
c

b B I o

ALPHA=XK(1)/(RHOC1IXCR(1))
FORIN=OMEGAL®{THK (1)%¥2) /ALPHA

FRINT IT OUT
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WRITE (R T)
3 Fﬁﬁﬁé?iﬁ&iﬁﬁﬁ*%ﬁﬁﬁhﬁ WHat Youtvt REEN LODKIHG FOR 1HE7 900
CEREAR T ﬁiﬂ?fﬁhﬁﬁﬁ?ﬂ&ﬂ?iﬁs?ﬁﬁi%

& Fﬁﬁﬁﬂ?ii@ﬁ%f“ﬁiﬂ? HUMBER = ‘ﬁFgfﬁsfyﬁﬁysbgFT“Mﬁﬁﬁ IDE RESTETRHLE
e ’&?ﬁyi;i?ﬁﬁ;fﬁiﬁHT~Héﬁﬂ RESIGTANCE = ’ﬁgﬁa%afﬁﬁﬁﬁﬁﬁﬁﬁiﬁlﬁﬁﬁﬁ fs
$rRATIE = F$F?eéaf§3§§f1f?ﬁﬂﬂiiﬁ = ' sFRebr/Sd

WRTTE(#s V) RH%&LE;RH&EL&?RH&H%T

? Fﬂ&ﬁﬁ?iﬁ?ﬁﬁa’%??ﬁﬁ?i%& RHOLL = ‘a?ﬁt4¢f§§X§¥ﬁCTUﬁL RH{GL v CeFB.4

ﬁ&fﬁﬁﬁ@fEFFE§?Xﬂ£fﬁﬁYﬂﬁL m ¥ Pabed

R LTE (£18 e
4 ?uﬁﬁﬁxﬁfa%x§’aﬂLﬁULﬁfgﬂ TEﬁ?fgiaxyf@lﬁﬁfggﬁﬁéﬁﬁﬁkﬁamgt§~,zne S
B 10 JelsH3
METTE ks B! TPR%E&B;?I%E%JE?T&%J}
o ?ﬁﬁﬁﬁ?&faé%g?%»é@E%Kayﬁ@%aii%a?g%ﬁk
10 COHTIMUE
Rl FE(ks11) BIGHEA
i1 FORHAT L/ 25k (BIEHA = sy iPELL 3
WRIFE(Rs LY (AR CHIGE
17 FORMAT (/3B T TRAR © (L Ep A5 e 5Es  PHASE Lol o= CsFB.8s /BNy
§ 7 ARPLITURE = faFB. 4]
RETURH
EHD
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APPENDIX B. Modified TRNSYS Component Computer Program Listings

SURROUTIHE YY?EiEQ?iHE?Kiﬁgﬁﬁ?wTsﬂTﬁT9?@&?3%?@3
ﬁ%&%iﬁﬁ@%ﬁ#%%%ﬁﬁﬂ%%%ﬁﬁ%%ﬁﬁ%%$£$$$§$$ﬁ$$$$$$$$$$§¥$33$$$ﬁ%ﬁ?%%

THIS SURROUTINE HODELS HEAT TRAMEBFER THROUGH HaLLE A8
UAELAMRIEHT 0O SUL-AIR TEMPERATURE - RUOH TEMFERATURE Y
AND CéM BE COUFLER TR A ROOH HOBEL TO STHULATE A OME-ZOHE
STRUCTURE.,

THE FROGRAM CAH BE BEED TGO SIHULATE A GIHGLE W&LL OR FOUR
WALLS [F ALL UF THE waLLS ARE F THE SANE COHBTRUCTION.

YINDOWS AND WINBOH BuaDING ARE PERKITTED I8 THE HOREL
fE T I8 DESIRER TO cal CULATE RIRECT SOLAR GBHIH.

G ey pm T o0 O T TR 3T e £

r RELOM IS & LIST OF FARANETERSs IMFUTS: ARD DUETPUTS.

£

"

L $¥#$£#%$%#$%$%¥$¥%$$$ﬂ FARAMETERD $$$¥$$$$$$$$$$$$§$ﬁgﬁﬁﬁﬁﬁ%%
(N

¢ EaRAKETER RURBES REFTHETION

¢

¥ i UL IHING Ok WALL UA (THOLUDIME WINBOWSS
L 2 all SOLAR AESORFTANCE

& E yali INFRARED ERITTAKCE

i 4 aRER UF SOUTH #ALL

& G aRER OF EABT WALL

& & aEES OF HORTH Hall

S 7 ARER UF WEST WALL

e g FRACTION OF S0UTH wal | THAT [8 WINROW

L g FRAlTION OF EAST walL THAT T% WiDo

e in FRACTION OF HORTH gaLL YHAT 1% WIHEOW

£ i1 cRARTION OF HEST Wall THaT JE BIHDOW

& L2 FRACTION OF SLTH WINGOK THAT 18 SHALEDR
£ 13 FRAGTION BF EAST WINROW THAT 16 SHADED
e i4 FRACTION OF NORTH Winhi THAT IS SHADED
L 1% FRACTION OF HESI WINLOK THAY 15 GHADED
C 14 WIHDOW TRANSHETTANCE

N

i

& ﬁ$$§$$¥$$#$$$ﬁﬁﬁﬁﬁiﬁﬁﬁ THPETE g%ﬁ%&%%&%%ﬁ%$$§%#$%$%$ﬁ$%§$ﬁ%$$
[

C 1HPUT HUHEER DEFIHITION

&

& i AMETENT TEHFERATURE



o e TR T PR OE TR 0D

DA S T o T I B A

Lol Bo¥

§oge LR s

el

QUTFUT HUHBER

e P b

EREE R AR R R R R LR R R R R R R R R R AR R
DIHEHSLON PARCLSY A ATHILO) s BUTIEE) s THFOO1)

SULAR BATTATION INCIDEHT
SOLAR RARIATION IMDIBERY
SULAR RADIATION INCIGEHTY
BERLAR RARIATION IMUIDENY
RIHD SPoED

R{H TEMPERATURE

BEFIHITION

iz
[H
I
£

SIHITH HALL
EAET dall
HUORTH WaALL
HEST Walb

TOTal, COMDUCTION AMR S0LAR BAINS

TOTAL CORBUCYION OHLY
TOTAL DIRECY BOLAR BATHE

IHTEGER UasalPHASEPS: A8 A - AH AN FENFEW - FHESFUY
cr PO FESFHEFUHE . TAUZ
NATA UAZ1/vALPHA/ B/ EPSSE/ s AB74/ s 8E/ 0/ v BR/E s BU/ T 7
JESHAR FERAR P FRESLOHFUE LS
ciFBE/IZ/FEG/ 1L/ s FHE/LA/ »FHE/ G/ TAUZ 164
TECENFOG 7Y 68,0 6O TH 7

s

EREERREARREARAFRREARARE OUTRUTS Zhdssipiimsipregeioipkitiieyy

IHFQ{4Y=3
FHFO(9 =1

CALL TYPECK{LsIMNFO:7¢14:00

FoVh=dINLLY

HTE = XIW{2)

£

b B

Fa I

o B B

]

HTE e iETEY
MT# = ¥XIMN(4}
HT# = RIH{G:

o= XIfi{s:

TR = AIH(TY

CALCULATE TOTAL HALL AREA AHI UHEHADED WINIOW AREAS

ATHIAL=PARCASIE(L .0 ~ PAR(FEHI) 4+ FAR(CAEIR(LI.0 - FAR(FEW}) 4

FARIAMIRCL.0 -~ PARCFHWY) + FPARCAMIE(L.O - PARIFERD)
= FAR{CASIR{L.0 ~ PARIFBWII/ATOTAL
FARIAEYRL(L .0 - PARCFEH) F/ATOTAL
- PARCAMIRLL. 0
FHZ = PARCAMIRIL .0

&

=¥}

¢

Hﬁ;
1

-

e

Bl
HIH

i

FARCFHEI I/ATOTAL
FAR{FUUY P AATOTAL

£

DALCULATE SOL-ATE TEWPERATURE



a3

C
HO=SZ.015 + 187260
TS = T + PARCALFHAYSHTE/HD
FRAE = TA 4 FAR(ALFHAYRHTE/HG
voaN = TA & FAR{ALFHAYEHTN/RD
YEad = TA 4 PARUALFHAYEHTH/RD
Tan - FEIETSAS & FEZETSAE § FHIETSAN & FUZRTSAR
¢
____________________________ B
S LSULATE HEAT TRANSFER YO RUOH AR BET GUTRETS. o
- e
[

ﬁi&ﬁﬁrFﬁﬁiﬁﬁ}ﬁi?Sﬁﬂfﬁ}
QE&L%EHT%%PQRﬁYﬁUQ?%FAR%ﬁﬁ?$PﬁHiF§%)$iiaﬁ - PAR(FER:)
Q%ﬁhﬁﬁﬁTEﬁ?ﬁRéTQUET%Fﬁﬁéﬁﬁ}ﬁFﬁﬁtFﬁwiﬁiip@ EERIFESY)
QﬂﬁLNﬂHTﬁ#FﬁE(Tﬁﬁ;?%?éﬁ{ﬁNiﬁFﬁ&iFHM)%iieﬂ PER(FNS)
QSBLMﬁH?HEP&EiTﬁUE?i?ﬁ&i%%?ﬁ?éﬁ(?%%?%(EQQ - PAR(FHSYY
QoHE=0S0LE & D80LE 4 peEnLH 4+ BE0LY

QUTE L p=ILONRELSHE

ot (2 =RloRD

OUT 3y =EEHE

BETHRN

EHh

i

§
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e e my e 5T oy TR OO M TRAT O T e e 5

EERRGUTINE ?YFEE?(TI%E?XXNyUU?fT;ﬁTBYﬁP%R;INFU}
%%ﬁﬁ%ﬁ%ﬁ%ﬁ%gﬁﬁﬁﬁﬁﬁﬁgﬁﬁﬁﬁ%gﬁ@ﬂﬂﬁ$$$$%%%ﬁ@#%&%%33%3%@%&3%%3%%&#

THIS SURROQUTIHE UEES THE TRAHSFER FUNDTION METHOD 140

LHOOEL. A SINGLE Matls FOUR BALLE OF THE Saik COMETRUCTIUN

i85 & FLAT ROOF. i

THIS SURROUTIME IS ESSEMTIALLY THE SaNE A% TRHEYS
TypEiy DN VERSION 1i.1 0F THE PROGRAM: EXCEPT THIS
SUBROUTIHE USES THE TRANBIER CUNCTION EQUATION FOUR A
FLOATTHE ROOH TERPERATURE.

THE UMITS OF THE EN AHD OH COEFFICIENTE IMPUT 70 THIS
MODEL MUST RE U UHITES OF i/ CHR-MEEZ-0r,  THE DUTPUTS
ARE TM UHITS OF KJ/HR.

YRS EREREREEE  MOTE PiP1D YEEERREIEREARERPRRBRRY

THE SIBH CONVEMTION OF CEYLAH I8 UBEDR IH THIS
SURROUTINE, TF FHE COEFFICIEMTS OF HITALAS:
STEPHENGON, aND ARSENAULT ARE UEEFR MITH THE
MODELs THE HEBATIVE OF THE BN AND CN COEFFICIERTS

3y

sHOULT BE INFUT.

%&ﬁ%%%%%Rﬁ%%*ﬁ%%&#%ﬁ%%ﬁ%ﬁ%#ﬁ%#%%%%%?ﬁ&%%*ﬁ%ﬁ%%%ﬁﬁ@
THE TMEUTE AND DUTFUYS OF THIS SHBROUTIHE ARE

THE SAME A5 THE CURREMT (VERBION 110y TRMEYE
reEE Tt BRE-BEETRER- TR THE TEHSYE USER’S

::”::fjf”;f"ﬁs:“;ﬁ“&f"sz’i:ﬂf‘ﬁf’"ﬂﬁ..

B

7

Hartial .

PORAHETERS 1 THROUGH & ARE THE aaHE I¥ BOTH
MORELS, FARAMETER & IN THIS MOREL (HER) I8 THE
HUMBER OF ROOH TEHFERATURE COEFFICIERTE (ON
BEQUIRED.

PARAHETERS 7 THRDUGH (20 & HE 9 HIiy ARE THE
BAME A% FARAMETERS & THROUGH (19 + NB + HID
EEGFECTIVELY IM THE CURRENT TRHGYS VERSION OF
THE BODEL.

THE DM COEFFICIEMTS ARE INFUT AS FARAHETERS
(a1 ¢ MR o+ MO) THRDUSH (21 + HE BB ORHNBRY.

THE FREVIOUE HEAT FLONE ARD saL-H1k TERPERGTURES
ARE BTORED IH THE GUT ARRAY. THE PREVIONS ROOH
TEMFERATURES ARE STORED IM THE g aRkaY.



o T It er Tttt eatias i et asaisaat iz sssesadssss
INTEGER Rell:T8AsUsALPHAAREAS TAUL TAUZ FHFE- RS- ASs AR AR AU,
. FEMsFEMsFHE FHMFUSFEC FHEFUSTIE
AIREHSTOH YIML103-0UTOI0) s FARTAST INFO(L0) UMIE)
COMHOK ZZINS TIHEG: TFIHAL<DELY
SOMBOR JOTORE/ HSTORE: 1AV 8(200)
NATA ALPUA/D/ (EFE/ I/ s AREAST/ s TEUL/ B/ s FU/I0/ s FR/TI/0AB/Z/ s
. AR/ BN/S/ s ANLO/ s TAUR/ LI/ s FSB/ 13/ s FER/ 18/ FHU/ LS/ s FUUZ 14/ 5
....... ECE A BE /R CHE A IO e FHS/ 20 s TRAFR B/ 1LY
BATA UM/, 7ol 3s 8 0/ e 0T/0, Fs QU0 7o SHES 0, /2 0078,/ .
NATE BLOOMUSO,0174520/ 5 SIBHA/Z 041092803/
:
r
IF (IHFDOTY LBE. 6 GO YD 30
roOFTRAT CALL OF SIKULATION
o
THFO{4=2
INFO(F) = 1
THERLEG =11
NELYT = DELTE.Z
M=EAR{L)
TE (N LHE. 1 JAMD, M OJME, 2) GO TR 400
IF (N JEQ. 2y G0 TO 12
r
r CHECE MOLE 1 FARABETERE
e
HPAR=11, + PAR(4) + PAR(SY + PARUA)
PELL TYPECKOLs THFO: 4 NPARS D)
TIG=IMFO{10)~1
NE e RARCAY
M e PARIS)
HER=EAR (4]
MG o FARLT)
TF (HB.LT.1 .0F. HG.6T.3) GO TO 400
SLORPE = PARCLZY
TE (SLOFE.LT.~1.% .08, SLOPE 6T. 90.%) G0 YO 400
Bo= P
ng 5 1 o= 1sHE
S QUT(TSATI) = 20.0
no o4 I o= 1sHD
4 GUTIE + D) = 8.0
ME s REMREMER
00 7 I=i:MRR
7 OBLTISETI=20,0
BooTh 1790
o
r CHECK MODE 2 PARAMETERS
£
12 NEAR=Z0, + PAR(4T + PARIS) + PAR(E!



...... 146 P PP

Cabl TYPECK{L/INFUs 7o HPAR-D)
TIG=THFG(I0Y-1

HB = PARL4:

HI = FARLS)

HER=PARLAS

WO o= PARILZ:

IF (NG.LT.1 .OR, HE.GT.3) GO TO 400
B o= 20

D 13 1 owm LaHE

[y
e

L QUT{TEAL L =20, 0
no o4 I o= LeHR
Ut + I = 0.4
Di 1% I=1yNEBR

1% SITISHL =340

G 10 170

[
g

o
N CALCULATIONS OMCE PER HODUR
C
a0 ELTIME = TIHE - TIHED
TIS=INFO{IG-1
IF (ABS(ELTIME - ASINTC(ELTIMEFRELTI)) 6T, BELTI) RETUKRN
H=FaR{1)
IF (8 LER. 22 BOR TO 160
POMODE 1 -~ TRANSFER FUNCTION WALL DR FLAT ROEF
M
TIG-IMFOCLI0-]
Té o= AIMOLS
MY = XIM{Z)
M o= HIN(3E}
TH = EIH(4}
HR PRy
MIs=PARIG:
HEE=BaR{&)
i
£ OSMIFT PREVIOUS HEAT FLOKS AHR TEUPERATURFE 0OH FIRSY
coealL TICOMPOMEHT IM TIHE SVEP ONLY

IELINFOO7Y BTy GO TQ 35
B 1L TE~E.MB
f=HB42-T1
3 QUTLTSA + L) = DUT(TEA 4+ 1 - 13
no A1 If=0:Hb
P=Mit2-11
321 pDUTIR 4 Iy o= OUTIE £ 1 - 1)
B33 TE=2:HER
T=MBRELZ-1I
EEL SCTISHI w8iTIB4I-1)
auTin 4+ 1¥ ¢ S{TIE411:
3% HB o= PARLY:
SLOFE = PARGLIZ)



&
£

B B+ OHE

HRZ=LHHE

HO=53,15 ¢ 137244

QUTITES + 1) = T4 + PARCALPHAJEHI/JHD
IF (SLOPE LT, G BO TO 40

COMPUTE LOSS 70 SKY GHE GROUMD FOR FLAT RODF.

i

44

=5

&5

TAKRK = T8 + 273.146

TERY = . O553%TAMBEERL )

TEURR = ThHER + 16.0

FUSRY f1. + COB{BLOPERROCOHVII/ 2.0

FUGKD 1. = FUBRY

REERY FUSKYR(TREYES4 ~ TAKBERES:

BRGNE = FUGHDE{TSURREES - TAHBKER4)

GUTCESAELY » DUTITSAHTY 4 PARIEPS)ESIOMAR(DRSKYFRRGNDY/HD
HETIBHL)=KING4)

08 o H

[

I=1sHB
i = 81 4+ FARCR 4 IMROUTCTEA ¢ I3
COHTIRUE

Bl 54 I=1.HD

G o Wy b ARGV 4 TREOETEN 4 T3

4T

bt

s

FLOATING ROOM TEWPERATURE CALCULATIORS

&0

i 40 I=isMBR
SEGREPARCHEIDIRB(TIGH )

1646

BO=Bl + BZ + 82

GHALL=008PARIAREAIEIL. 0 - PARIFUYD
ASHG=HTEPAR(TAUL RPAR (AREAYEPAR(FUIEIL .0 ~ PARIFEDD
AUIMDE=UH NG RFAR(AREAVEPAR(FIDEITA - THY

GE=0iall + BHINRC

G¥=0 + Q&HC

Gl T 176G

KOBE 2 -~ TRAHSFER FUNCTION HOURE (4 HALLSD

Ta = EIH{L}
TIG=IHFO{10) -]
HTE = XIH(DD
HYE = XIMOE)
HTH = XIH{4)
HTW = XIM{E}
o AIN{4A)

TR = ZIH(V?
HE=FaRo 4}
HO=PRROE]



148
KER=FaRid)

o
L RHIFT PREVIGUS HEAT FLOUS mMND TEWPERATURES DX FIRST
T Call To DOMPONEMT IH TIHE STER OMLY
TFLINFOO7Y BT .00 60 T3 140
Wy i [I=daHR
Tmip+Z2-13
i1z SUTETELA & L3 = BUTIISA -§~ e S U
B0 322 Ii=32sHD
I=R042-11]
122 UTOR 4 1) = puTR 4+ 1 - 13
GUTLE + 1) w BETISHLL:
Ui A% Il=3sMER
T=MBR4I-TT
FXZ SLTIGHL=B(TIGHI-1)
P10 MG = PAR{LIZ)
Bow 20
o= B4+ NB
HBZ-DHR
ATUTAL=FARLASIE(L .0 ~ PAR(FSH)Y + PARLAEIRIL. O ~ FOR(FEHY)Y 4
« PARIAMIE(L.G -~ PAR(FNMY) ¢ PARCAHIR(L.O ~ PAR(FUHUS}
FE2 = PARCAEYR(L .0 ~ PARIFSH I 7ATOTAL
FEZ = PRR(AEIE(L.0 ~ FaARIFEWY»/ATATAL
FHZ = PAR{ANIE(L. 0 ~ PAR(FREIY/ATOTAL
FUs = PAR{AHIE{1.0 ~ FAR(FUEIIAATOTAL
HO=55,1% 4 13,7234
TEAS = T4 + PAR{ALFHAYEHTS HE
TEAE = TA + PAR{ALFPHAIZHTEAHD
TEaM = T8 + PAR{BLPHAYRHTHAHQ
TEAH = Ta + PAR(ALFHARHTHAHD
T T eE T s FEFETSAS ¥ FEZETERE F FRIRTSAR F FRIETEAY
SITISHL I =¥INIT)
Bl o= 0.0
E—u? 0,0
82 4 0
I 145 I=isHE
Bl o= 81 4 PARIE ¢ DIEOUT(TSA + I}
145 CONTINUE
DD 180 I=1:4B
180 B2 = 97 4+ PER{D 4 L)ROUTLE + I3
-
L0 FLOATIHG ROOH TEHFERATURE CalCulaVioMs
T
DR 140 I=i NEBR
160 SZ=RRIPARINRILIVERITISST)

=51 4+ 83 g3
SHALL=00RATRTAL
SO E=HTSRPFARL{TAUZ I EPAR(ARIEPAR(FENIRC(L .0 ~ FARIFEEY
HEMLE=HTEREAR(TAUZ )R PAR(AE T EPARIFERIR(L . & ~ FARIFERY)
HEOLH=HTHEFAR(TAUZYEPAR(ANYEPARCFMUIRIL.0 ~ PARIFHE:)



#

GEOLE=HTHEPARCTAUR VEPAR(ARIGPARIFHEIE(E .6 - PARIFESY )

OS5HE=050LE + GECLE + G80LN 4+ Q50LY
DHEIHGC = DW{HGrE(PAR(ASYEPARIFEH

+ PAERIAEDEPARIFERY + PAR{AMIZ

PARIFHEY + FARCAWIEPAR(FRYEYY & (T4 - TR

Bu=0WalL + QHIHRG
BT=0H + QEHE

BET DEETPUTS

[
i
N
G0

nUT(L: = 07
GRTORY o U
OUTI3Y = DREHE
SLTESHIL 0
RETHURN

FakaMETER ERROR

CALL TYFECK(4s INFO: 04050}
RETURM
EMD




150,

&
[
i
SURROUTINE TYPEIT(TIHE s ¥ IMOUT T-OTL rPARs INFOD
L $$¥%@ﬁﬁﬁ*%%iﬁﬁ%%%%%#ﬁ%ggg%ﬁ%%&ﬁﬁ?ﬁﬁﬁﬁ%%%ﬁ%ﬁﬁﬁﬁﬁgﬁﬁﬁﬁﬁ%%ﬁ%gﬁtﬁ
&
rOTHIS ROUTIRE MODELS THE IMTERIOR OF & SPACE TO BE HEATER
....... ~ g COOLED. HOBE 1 18 cOAPATIBLE WITH ENERGY RATE COMTROL
£ AMD KODE 7 IS COMPATIRLE WITH TEMPERATURE LEVEL COMTROL .
L
[ THIS MOGEL IS FOSEMTIALLY THE SANE A8 THE TRHSYS UERBION
©oi11.1 TYPELY ROOM MWOREL, E¥CEPT TINE BEPEMDENT HEMT GATHE
£ ARE NOT DISTRIBUTED IH THIS ROUTIHE, AND THE WIHIHUW FR e
O OBAYINUK THERMOSTAT SET TEHFERATURES FOR HODRE I ARE THPUTS
£ IMSTEADL OF FARAGHETERS.
L
© FARAGHMETERS 14 &HO 195 ARE DUNHY PARAMETERS IN HODE 1 ARD
POARE NOT USED IM THE ROUTINE FOR THIS HOBE., THE TO FARA-
r HETERS ARE THE SAME &8 SPECIFIEDR IM THE TRHSYS USERS
£ HalUAL DN HOLE 2.
i
© THE KIMIHUM AND HaXIHUM THERMASTAT BET TEMFERATURES
o ARE INPUTS 11 AHR 13 DN HOBE L,
L9
POALL OTHER PARAMETERS, THPUTS: AHD QUTPUTE ARE BEFIHED
TR OTHE TENSYS USERS MANUAL CURRSION 11.10
i ﬁ%ﬁ%%ﬁ%%&ﬁ&ﬁgﬁﬁﬁﬁ#$¥$$$£$&#ﬁ&%%%%&ﬁﬁ%ﬁ#ﬁ%$¥$$$$$$$$$$§$$$3#ﬁ%
REAL ET.RJPERL
NIMEMSION FIMLIS) s QUTER0 s T2 s DIRTL2I o PARCIF I THFOCLED
FINERST TN POy e Tds
COMREOH /8I1HS TIMEGTFIHAL» BELY
COMMOH SRTORES HUTORETaV.G(2002
EOUTUALENDE (DUMLCXINY « (DUMZ2EFF I o (MR WRT Y
BATA KIPEPLA2E0./sBHOATR/L 204/ s CPATR/L. 012/ s HTVAP /2468 ./
DaTE IURIT/AGS
C
" ST IHTERMHAL YARIABLES TO FARAHMETER VALUES IF THE UHIT HUMBER
COHAD CHANGED, MOVE THAT VHE LAST THREE oOF FIVE HalEs FOR
m BODE THD ARE ERUIVALERCED T0 THOBE FOR HRQE {HHE .

IF (INFODOLY CEB, IUMITY) BO TO 240
TUMIT = IMFa{L}
BORE = IMT{RAR{1DH4, 10

YL = PaR{E)
SATEIF = FARLSD
ARERA = PHR(4
HIN = [HTIPARIEY + 0.10
CRRAal = FARLED

g = PAELT)



TRAEE = IMT(FARIBEBIGHIG. 1:PARIGI
BEFIH = PARLY)

PERIN = FAR{1IO)
ToRD = PAR{LIL:
AGEH = FAR(L2)
FEFL s PAR(LED
LR 3 = PaRii4)
DUKZ = PARROLED

TRIART = FAR(14S

3T

1=

DA R

IFe = FaR{i7}

CHIE = PAR{IE)

R = PARLLI9

TFiBOREER. 2 DAPHUK = PARCZ2S)
IFIMOBE EQ. 2y CF = PARIZLD

HI = IMFOOES

TF LINFO4Yy JHE. -1} B0 Y0 200

FIRET Call OF SI8ULATION
IF (MORE JHE. 1 LAND. MODE SHE. 23 CALL TYPECK(4-INFU-O:0:0)
GUTEEE: = TRTART
IF (BOBE (EG. 2y B0 OTOD 20

MOOE 3

IMFGLSY = 4

WI = MAXO{NIs13?
Catl TYPECK(I s IMFOsNI-17:00
G0 Ta

HOLE 2

THFOOEY = 7

QUTELTY = URE

HI = HAXOIMIsL14)

CalLL TYPELR{ITHFO ML 21,0}

HET IHPUT VARIABLES

IF (WMODE LED. 2y B0 TO 220
ko= 4

THI = 0,

B T9 234

K o= 2
THE = XIN{L)
FLUH= ZINiZ)
TUENT = XIMIKTL}
FLVENT = XIMIKLD)
WYEHT EIMIKEED
Tk EIN(ER 4}
Wiskk XIMCETE)

i

oo



yoett o o=
BET(R =
RET{LY =
GETLIY =
GaETi4r =
THIH = XI
ASTEUK =
Qﬁ.,. e §Y

AEHOKYA)

HINIKST)

AIR(REE)

XIMESY: + QECEHM
AIHOESIO) + PEPLEKIFERL
HiK4LLD

HORT1I2)

PETLLY + QET{2r + QBT

FLINF = R
E o= K13
iF (K BT
B0 240 1
2440 glo= @l 4

£ D0 TRANSFER FUNCTION CALCULATIONE OHCE FER WOUR
i

2040 ELTIHE =

IF (ABRECELTIHE-ATHTCELVIRE+Q. 0010}

ATETFRVOLERHOALR
. MIY 0B TO 300

= KNI
AIH(I:

TIHE - TIHEQ

60 T8 400

IF (GSTSUM LE. G B8R, e EWL.

BT = UaJsP

ERIME0. 161

BT 0010

@) GBI TG 310

FLOLi=1.0-0.0198RY
FOA2i=1.0-0.014%KT
FOLBi=1.0-0.022%K7
FLidh=1,0-0.0288KY

G Th 320
ESAL B EE 1 = 124
A1 FELIy = 1.0
Tag oAb o= i

N3G o= 1s4

A0 R T S o
350 COMTIHUE
T4y = QLI

L
T ANALYTICAL SOLUYION 10 1-HODE ROCHK DIFFEREHTIAL EGUATION FUR

& TEMPERATURE

[

440 Unh = 4.
TEBAR = 0.

IFSIRAEEY 410420420

410 bag = 2. 14348PERIH
TSRAKR = TAME
G 7o 430

4340 UAR = L. IZ&R{PERIHADEPTHIARES)

TEHAR = 1. 134 {PERIHEDEPTHRITEROATARRY /2. bAREARTERE ) /UAR

40 ECHIN = &,
IFLHODE.EG.Z . AHD,
GLT = QUYL

ff = ~(ECKIMGFLIMFRCPAIRIFLVENTEOCPAIRIUAR /CARAT
BR o+ (ECHINEVHE ¢ CPAIRRIFLINPZVAMBIFLVENTRIVENT?

FLEHGY 0. 0) EOMIN = EFFECHIN



153

v + UARRTSRAR + OLD 4 QL CAPARC
TFLINFOOYY LEQ. 4 OUTOESY = QUT(14)
TELAST = OQUT(LS)

CARLL DIFFEQ{TIHE sahBEsTRELABT TR TRRAR?
IF4WBRE BB, 2 B0 T ABS

£
£ OHOBE 1 - ROOK TEMPERAYURE STAYS HITHIM COMFORT ZOMHE
r
0r e BELT
IE(YROT. THIH JAHD, TR.LY.THAYY 80 70 450
£
i Fix THE TEMPERATURE AT ITE LIHITS AMD FID THE AMOUNT
£ OF FIBE THAT THE TEMPERATURE WAS HITHIK THE COBFURY RAHGE
o

TR = AMAXI{THIH-AHIMI(YTHAYTR)Y)
IFCARSOTR-THLARTY 8T, 1.E-0&6) B0 TO 4435
BY = f.0
TREAR = TR
GO YO 430
445 IFias 67, 0.0 G0 TO 444
BT = 0.3
IFLRE BT, 0.0 BT = {TE-TRLABT:/BE
B0 T4 448
446 BT = ALOGBO(TRIBR/AAY/CTRLAGTIRE/AAY MG

i DETERMIKE THE AVERARE TESRPERATURE OVER THE TIMESTEP
L
448 CALL DIFFEQETIHE AARDT/RELT  BRERT/BELY » TRLABT» TRF » TREARL !
TREAR = VERARLRDY/BELT 4 TRROL.-QBU/LBELTS
£
£ CAlLCULATE ENERGY FLOME FOR CITHER HOBE
Lo
450 ABASE = UARR{TERAR-TERAR?
QUENT = FLUEMTRUPAIRB{TVENT-TRRAR)
BIHFL = FLINFRCPAIRRITAMRE-TRRBAR?
GLE e DUTOL0)
fLOAR = (RLIBLE4GVENTIRINFLIRRARED
BELY = DAPACECTR-TETARTD
IF(MDBE ER. 23 G0 TR 359
GLOSTE = BLOAD - DAPACR{TR-TRLABTI/RELT
e

i CHECE IF TR W45 WITHIN THE LOWFORT REMBE FOR THE EMTIRE TIMESTEF
&

IFERELT - DT LLE. G.0) Blialk = 0.0

C
£ SET GUTPUTE FOR HODE 3
tH
BLATHY = (FLINFYEHAHR-MRYIFLYESTR (HVENT - R EHDOTHIBOTT Y RHTYAP
QUTLLY = BLOAD
GUTL2Y = TRRAR
OUT{Ar = BEARE



fIT{4) = DLATHT
BUTCSY = BELU
uriidy = TR

RETURN
£
L MODE 2 - BUOH TEWPERGTURE AND HUMIDITY FHEE TO FLOAT
e
S IFFLEH BT, 9.3 50 TO 350

FOMY m FHYT

QTHANE = 0,
GO T4 400
200 BTRAHE = ECMIN®(THI-TREAR)

TOUY = FHI-BTRANS/FLYH/DF
&0 AEYS = GLOAL + OTRANE
N
0 AHALYTICAL SOLUTION TO DIFFEREMTIAL ERUATION FOR
o RIODM HUMBITY RATID
-
GO o ~(FLIMFSFLYENT ) ALaFHUK
OO = (FLIHFRMANALFLUSHTRYYERTHUDOTIRRGT I} /L APHUN
TELINFOLZ ) JEQ, OF DEBTOLZY = BUT{LE:
WRLAST = QUTLT:
CAHLL DIFFER{TIHE + OO DO-UBLABT o URDOH BERAED
o
L SET BQUTFUTE FOR HODE 2
i
pgli] QUTLLY = T
GUTLRY = FLUH
QUTL3Y = BEXS
T4 = TREAFR
QUT(EY = HREBAR
gy T RANE
OUTI7y = QRASE

QUT Ry = BELY
auTiigy = IR
OUT(L4Y = WROGH
RETHRH

EHn
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