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4.2 Cooling Pond TC  "4.2 Cooling Pond" \l 2 
4.2.1 Brief literature survey TC  "4.2.1 Brief literature survey" \l 3 

There are several studies found in the literature that discuss the energy transfer across an air water interface for large bodies of water, such as a cooling pond. The thermal behavior of shallow or deep cooling ponds has been simulated using computer models of the hydraulic and thermal characteristics of water bodies.


An approach based on basic heat and mass transfer relations for parallel flow over a flat plate is given in [3]. From the derivation of the relations for a flat plate the heat and mass transfer across a water surface that is subjected to an air stream can be estimated by applying an analogy between a flat plate and the pond surface.


Ryan and Harleman (1973)[10] introduce a study of transient cooling pond behavior and develop an algorithm to simulate the thermal and hydraulic behavior of a cooling pond or lake. They give relations to estimate the surface energy flux. The convective energy transfer terms are divided into a forced and free convection part. The forced convection is estimated by an empirical function solely dependent on wind speed. The free convection terms are derived from the flat plate analogy. The flat plate relations are refined by accounting for the effect of the water vapor in the air above the surface. A so called wind function is introduced, that combines free and forced convection effects. Relations to estimate long wave radiation from the water and the sky are also given in the study of Ryan and Harleman. 


Jirka and Harleman (1978) [11] develop a mathematical model to predict the temperature and flow distributions in heat loaded natural and man made impoundments. They also perform laboratory experiments. In their work they classify impoundments in four major types:

-
natural deep lakes and reservoirs with seasonally induced vertical stratification

-
deep, stratified cooling lakes

-
shallow, vertically mixed cooling ponds with longitudinal dispersion effects

-
shallow, vertically mixed cooling ponds with internal circulation patterns


The Columbia Cooling Pond would be of the third category. A recommendation for the ideal design of shallow man made cooling ponds is also given. The ideal pond is defined as having an elongated shape, moderate internal diking, a radial discharge structure and a small deep storage reservoir in front of the skimmer wall intake structure in order to minimize diurnal fluctuations. A skimmer wall intake structure is constructed in that way that it lets water only through at the bottom to assure that only cold bottom water from a deep reservoir in front of the intake section is drawn into the plant. The heat transfer relations proposed by Jirka et al. and Ryan and Harleman will be reviewed in more detail in the next section. In a consecutive report [12] a computer program is introduced that is used to predict cooling pond behavior. The transient simulations are mainly based on daily time steps. 


Lorenzi and Porter [13] base their heat transfer calculations on the relations of Ryan and Harleman but propose a correction coefficient for convective heat and mass transfer relations. They combine convective heat and mass transfer into one correlation using a single driving potential, the enthalpy, to estimate the sum of heat and mass transfer. 


Wei et al. [14] performed a swimming pool analysis. This analysis gives a relation for heat and mass transfer across a pool surface that is similar to the one proposed by Ryan and Harleman, but neglects the effect of water vapor in the air with respect to free convection. Estimations of radiation heat transfer are also made.  


Reck et al. [15] present a study on evaporation from open bodies of water. The evaporation mass flow can be used to calculate an energy flux associated with this evaporation. This work proposes a slightly different approach that includes air temperature and surface roughness into the calculation of the wind function, the general form of which is derived from the flat plate analogy for free convection, as mentioned before. Correction factors for geographic site specific conditions are included in the calculation.


The study of Ryan et al. is the only one that includes an hydraulic flow model in the calculations, while the remaining works only deal with heat and mass transfer relations at an air water interface. 

4.2.2 Heat and mass transfer mechanism across an air water interface TC  "4.2.2 Heat and mass transfer mechanism across an air water interface" \l 3 

To build a model of a thermally loaded pond, it is crucial to obtain reliable correlations to predict the energy gain and loss mechanisms of the water body. The energy fluxes that govern the energy balance of a cooling pond are shown in figure 4.8.
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Figure 4.8 Energy balance of an open water body TC  "Figure 4.8 Energy balance of an open water body" \l 5 
-
long wave radiation from the sky

-
solar radiation

-
long wave back radiation from the water surface

-
evaporation

-
convection

-
precipitation

-
make-up inflow

-
heat transfer to the ground


The most significant energy fluxes are radiation from the sky and from the water surface, evaporation and convection, solar radiation and make-up water inflow. Precipitation is neglected in the further analysis as it has not a significant impact on the pond thermal behavior [10]. Heat transfer to the ground is an energy flux that is neglected, too, as it is very small compared to the major sources of energy transfer at the surface [10]. 

The energy balance for a water body exposed to the environment then becomes

q=qev+qcon+qrad,w-qsol-qrad,sky 





(Equ. 4.40)

where energy fluxes from the water to the atmosphere are counted positive. Make-up inflow is not included in this relation and will be treated separately, as make-up flow is not a direct energy flux but it affects the water temperature by mixing. The individual heat transfer mechanisms will be discussed in more detail in the following sections. 

Wind profile

For convective heat and mass transfer the flow pattern of the fluid, air in this case, is crucial. The velocity profile with respect to height is not constant but changes due to weather conditions. Generally the wind velocity increases rapidly with height and a turbulent boundary layer is present. A commonly used relation to correlate wind speed to height is the simple power law relation [2]. 
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(Equ. 4.41)

v2 and v1 indicate wind speeds at two different heights z2 and z1, respectively. The exponent 

 can vary due to overall atmospheric conditions. The wind study (see section 3.1.1) provides averages of this exponent for the Columbia site that were determined over a three year period. The average value for the exponent is given as 

 = 0.26. In the literature the exponent for turbulent boundary layers is usually found to be 

 [16]. However, under actual ambient conditions the value for the exponent can change due to temperature distributions in the atmosphere. The experimentally determined value that was found in the wind study at the plant site is assumed in the further analysis and for the calculation of spray performance (section 4.3)

Evaporative and Convective Heat Transfer

Evaporative and convective heat transfer are described together as the basic mechanisms of convective heat and mass transfer are identical. There are several algorithms in the literature to calculate convection phenomena above a body of water into the air, as was briefly discussed in the literature survey. In the following the different approaches will be introduced in more detail and finally one selected for the further work.

a. Heat and mass transfer from a flat plate [3]


From basic heat and mass transfer relations a correlation for convection over a flat plate is developed. Forced and free convection are both important, dependent on the wind and temperature conditions.

Forced convection

Forced convection depends mainly on the geometry of the flat plate, the pond surface in this case, and on the approaching flow. First a Reynolds number is calculated for the air stream above the water surface
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(Equ. 4.42)

where vinf is the wind velocity, 

 the kinematic viscosity and L the characteristic length or fetch. In this theoretical approach the wind velocity vinf defines the free stream velocity of the undisturbed flow at an infinite height. Of course such a velocity does not exist under actual ambient conditions and the wind velocity measured at a certain height, 10 m for example, has to be used. The kinematic viscosity is temperature dependent. The characteristic length or fetch defines the length of the free water surface in wind direction. As the lake has not a circular shape the characteristic length depends on the wind direction. An average value corresponding to the dominant wind direction can be assumed.


For a large pond at average wind speeds in the range of 7 mph a turbulent boundary layer exists. This assumption is always reasonable as the approaching air stream is already turbulent in most cases. This is due to the fact that the pond surface is not ‘alone’ in the flow field but is embedded into a landscape. Even if the flow would be laminar when it approaches the water surface, the local Reynolds number increases fast and the first laminar section of the flow can be neglected. A transition Reynolds number from laminar to turbulent flow is 

 [3], which means that the flow becomes turbulent after a length of 8.5 ft for a wind speed of 7 mph. A transition length of 8.5 ft is negligible compared to a pond width of 1250 ft. For turbulent flow over large flat surfaces the Nusselt and Sherwood numbers can be approximated by
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(Equ. 4.43)
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(Equ. 4.44)

where Pr is the Prandtl number that is defined as
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(Equ. 4.45)
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 is the thermal diffusivity of air, which is temperature dependent. The Schmidt number is defined as
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(Equ. 4.46)

DAB is the binary diffusion coefficient for water vapor in air. The heat transfer coefficient is then determined from the Nusselt number
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(Equ. 4.47)

where k is the thermal conductivity of air. The convection coefficient can then be calculated 
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(Equ. 4.48)

For convective heat transfer the heat transfer coefficient is employed together with a temperature potential
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(Equ. 4.49)

where Ts and Ta are the temperatures of the water surface and the ambient air, respectively. The evaporation rate can be calculated with the following relation that is based on a density difference
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(Equ. 4.50)
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 is the saturation density of water vapor at the surface temperature while 

 denotes the density of water vapor in the free air stream at the respective partial water vapor pressure. If the evaporation rate of water is known, in units mass per time and area, the associated energy flux from the water body can be calculated using the latent heat of vaporization of water.
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(Equ. 4.51)

where hfg is the latent heat of evaporation. 


The shown approach needs a characteristic length to be specified. This may be a difficult task as the pond has an irregular shape. Furthermore wind direction determines the appropriate characteristic length to be chosen for the calculation. The levee that divides the flow channel causes additional turbulences, that are not included in the calculation. 


The equations were derived in assuming an uniform parallel flow pattern above a flat plate. The wind profile is not uniform but a velocity profile develops, described by the power law approximation. A certain reference height has to be selected to estimate the appropriate wind speed. 

Free convection

Free convection above a horizontal flat plate is solely driven by buoyancy forces. A characteristic length is defined by the ratio of area to perimeter
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(Equ. 4.52)

The calculation of a Nusselt number for free convection is based on the evaluation of a Rayleigh number that is defined as
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(Equ. 4.53)

where 

 is the expansion coefficient and can be approximated for an ideal gas as 
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(Equ. 4.54)

T is the absolute temperature and is estimated from the average of air and surface temperature. The appropriate Nusselt number for free convection above a heated flat plate is given as
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for 104 < RaL <107




(Equ. 4.55a)
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for 107 < RaL <1011




(Equ. 4.55b)


The heat transfer coefficient can be obtained from the Nusselt number as shown before. The Lewis number relationship in a similar form to the one used in section 4.1.1 can then be applied to obtain the mass transfer from the heat transfer coefficient. 
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(Equ. 4.56)

Combination of forced and free convection

As forced and free convection can be important at the same time for a heated water surface, the relations for forced and free convection have to be combined. This can be done by a relation that combines Nusselt numbers for forced and free convection in the following form
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(Equ. 4.57)

where m is an exponent that has to be chosen for the particular situation. m is usually in the range of 7/2 or 4 for horizontal plates. But, this relation is very general and it has to be proved if it can be applied to the case of a cooling pond. Also, some care must be taken if heat and mass transfer take place at the same time. Convective heat transfer can augment the species transfer, as is the case for a heated water surface. 

Summary

The approach discussed above provides a good understanding of the driving forces for convective heat and mass transfer at a water surface. But the approach is very general. In the field the flow over a cooling pond is not ideally uniform, as was mentioned above. The outlined relations for forced convection imply the concept of a boundary layer growing with distance. This assumption is probably not true for the case of a cooling pond that is embedded into surrounding terrain. The boundary layer of the approaching flow is already turbulent and not growing in thickness. Also, the interaction of forced and free convection is hard to predict. In addition the algorithm outlined requires the evaluation of a number of air and water properties that are dependent on temperature, such as viscosity and diffusion coefficient. In summary the procedure seems elaborate and not well suited to the cooling pond problem, as too many assumptions have to be made to fit the actual cooling pond problem into the algorithm. For the calculations in this work a more suited, although empirical, approach will be adapted. 

b. Ryan and Harleman [10]

Ryan and Harleman combine a forced and free convection term for the calculation of evaporative heat flux. The wind driven forced convection dominates the evaporative heat flux and is estimated from Dalton’s law
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(Equ. 4.58)

where ps is the saturation water vapor pressure at the water surface temperature and pa is the partial vapor pressure in the ambient air. f(vinf) is a wind function that has units of 

. The wind function is independent of distance along the water surface. Ryan and Harleman review a great number of wind functions and select the following one, if only forced convection is present as is the case for a non heated water surface.
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(Equ. 4.59)

where 

 is the wind speed measured at a 2 m elevation in mph. The moisture content of air to determine pa should be measured at 2 m above the water surface, too.


Water vapor has a lower density than air. Therefore a higher water vapor content at the water surface compared to the ambient air enforces the free convection effect due to temperature differences. In developing a relation for free convection the effects of temperature and water vapor content are combined by defining the virtual temperature. This is the temperature dry air would have if its pressure and density were the same as those of the moist air. The virtual temperature is defined as
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(Equ. 4.60)

where T is the temperature of the moist air in ˚F, p is the partial vapor pressure of the water vapor and patm is the atmospheric pressure. The relation for free convection is derived from the flat plate analogy. A Rayleigh number >107 is assumed (see above). An equivalent relation to equation 4.55 b is applied. Air properties are assumed constant and the flat plate relations are summarized in the following equivalent wind function for free convection:
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(Equ. 4.61)

 where TVs and TVa are the virtual temperatures, expressed in ˚R, of the saturated air at the water surface and the ambient air, respectively. The forced and free convection terms are combined in one wind function
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(Equ. 4.62)

The units in this relation are the same as mentioned before.


In general, equation (4.59) should be used if free convection is negligible, that means the temperature difference (TVs-TVa) ≤ 0. When forced and free convection are important, as is the case for heated pond water, equation 4.62 should be used. Ryan and Harleman compare their predictions with measurement and reach reasonably good agreement [10]. The wind function is then readily defined as 
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(Equ. 4.63 a)
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(Equ. 4.63 b)

The evaporative heat flux is calculated from the wind function. Thus equation 4.58 becomes, in a more general form
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(Equ. 4.64)


In the approach of Ryan and Harleman evaporation is related to convective heat flux by a ratio, called the Bowen ratio. This ratio is derived from the analogy between heat and mass transfer as shown in the preceding sections. The ratio between convective and evaporative heat transfer is given by
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(Equ. 4.65)

The convective heat flux is then calculated to 
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(Equ. 4.66)

where Ts and Ta are the water surface temperature and the ambient air temperature in ˚F, respectively.

Summary

Ryan and Harleman compared their predictions to measurements and reached reasonably good agreement [10]. As this algorithm is especially developed for energy fluxes from cooling ponds, it is well suited for the task of the present work. However, a correction will have to be applied to the relations as Ryan and Harlemann use a wind speed measured at 2 m above the water surface. The weather data has wind speeds measured at 10 m heights (see section 3.1.1).

c. Lorenzi and Porter [13]


A simplification is made by Lorenzi and Porter in combining the evaporation and convection terms into one expression that uses only the enthalpy as driving potential.
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(Equ. 4.67)

F(vinf) is the wind function that combines forced and free convection, hs is the air enthalpy at saturation at the water surface temperature and ha is the enthalpy of the ambient air. Lorenzi and Porter adapt the function F(vinf) from Ryan and Harlemann, but they propose to scale the evaporative and convective heat flux down by 0.85 to fit measured data. A distinction is also made between only forced and forced and free convection; that means two wind functions are specified, similar to Ryan and Harleman. 

Summary
The proposed relation from Lorenzi and Porter will not be used, as they essentially use the same relations proposed by Ryan and Harleman, but in a simpler form. 

d. Wei et al.
Wei et al. [14] examined the heat balance of swimming pools and proposes a relation similar to the one used by Ryan and Harleman but without the use of virtual temperatures. The evaporative heat flux is given to

 




(Equ. 4.68)

where patm is in kPa, vinf in m/s, Ts and Ta in ˚C. ws is the humidity ratio at saturation at the water surface and wa the humidity ratio in the ambient air. 


Evaporative and convective heat fluxes are related by a simple ratio, similar to the approach of Ryan and Harleman. The convective flux is given by
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(Equ. 4.69)

Summary:

The relations proposed by Wei et al. are very similar to the ones proposed by Ryan and Harlemann, but they are adapted for much smaller water surfaces. Also, swimming pools are usually surrounded by more flow obstacles, such as buildings and plants, than a large cooling pond. Wei et al. propose to reduce the wind speed measured at the next weather station down to from one-fifth to one-tenth of the measured value, which emphasizes the assumption that a swimming pool is not subject to as high a wind speed as a large cooling pond or lake. 

e. Reck, Robinson, Sill

The correlation developed by Sill, 1983 [15], is based on the flat plate analogy. Surface roughness is included into the relation by using a drag coefficient. The evaporation rate, due to forced and free convection, is given to
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for CR ≤ 1.37

(Equ. 4.70a)
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for CR ≥ 1.37

(Equ. 4.70b)

where CR is a dimensionless convection ratio defined as 
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(Equ. 4.71)

In this dimensional expression vinf is measured in m/s and the temperatures are given in ˚K. CD is the drag coefficient of the surface. For calculation of the drag coefficient a relation for turbulent flow over a flat plate is assumed [16]. (In the literature a greater number of functions can be found that describe turbulent flow over a flat plate. The chosen relation is one of the available and is supposed to give results close to observations [16]).
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(Equ. 4.72)

Reck et al. also propose correction factors for pond size and surrounding terrain, that will not be discussed here in detail. 

Summary:

The proposed relation requires the calculation of a drag coefficient that is dependent on wind direction and pond shape, as it depends on the Reynolds number. Therefore the same uncertainties as mentioned before are included. The correction factors for size and surrounding terrain are not useful for the present work, as only one particular pond will be examined and the model is calibrated to measured data. In the process of calibration a combined correction factor will be applied that includes the corrections for size and surrounding terrain. 

Final selection of a relation for evaporative and convective heat transfer

Considering the uncertainties that are associated with the measurement of the wind speed, both with respect to absolute value and to measurement height, for every chosen function a calibration variable will have to be introduced. The correction will be made by means of a simple linear factor that is used to adjust the predicted heat transfer to the measured values. As a calibration factor will have to be introduced in any case, the relations discussed in the preceding section should all yield reasonable results, as the main mechanisms the relations are based on are identical. 


The correlations developed by Ryan and Harleman are relatively simple to evaluate. The simplification made by Porter et al. is therefore not needed in the present work. The equations outlined in section a. are rather complicated, especially as they require many properties to be evaluated. Furthermore the relations were developed from basic relations for a flat plate, with all the uncertainties included in the analogy mentioned above. 


For the further calculation the relations of Ryan and Harleman are selected. A linear correction factor is applied to the wind function. The introduction of a correction factor is suggested by Ryan and Harleman and by Porter et al. to account for site specific effects, such as diking effects and uncertainties in wind speed measurements, as discussed earlier. The calibration factor also accounts for differences in measurement height. The correction due to the wind speed profile as mentioned before is not performed separately, but is included in the correction factor. The wind function for forced only and combined forced and free convection is then given as
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(Equ. 4.73 a)
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(Equ. 4.73 b)


Using the wind function convective and evaporative heat transfer can be calculated as shown in equations 4.64 and 4.66. 


Ryan and Harleman estimate the accuracy of these relation to be on the order of ±15%, due to inhomogenities of micrometeorological conditions over a water surface and due to the problems in obtaining reliable on-site weather information. 


In section 4.2.4 the procedure is outlined to determine the calibration factor for the Columbia cooling pond. A value of Xcal = 0.41 is found to give the best fit to measured data. 

Solar radiation

Not all of the incident solar radiation is absorbed in the pond water. A certain amount is reflected back into the atmosphere, dependent on the reflectance of the water surface. A reflectance of 6 % is assumed, which is corresponding to recommendations given in [10] for summer months. A reflectance of 6% means that 94% of the incident solar radiation are absorbed. However Wei et al. give an absorptance of 90%. For further calculation the higher absorptance given by Ryan and Harlemann is assumed, as the water conditions in a cooling pond are different from the water conditions in a swimming pool. The water in a cooling pond is generally dirtier and there are no reflecting walls containing the water as is the case for a swimming pool. The absorbed solar radiation then becomes
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(Equ. 4.74)

where I is the total incident solar radiation on a horizontal surface.

Radiation from the sky and from the water surface
The emitted radiation from a radiating body is computed by the Stefan Boltzman law.
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(Equ. 4.75)

where T is the absolute temperature of the surface, 

 is the surface emissivity and 

 is the Stefan Boltzman constant, which has the value
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 is the emissivity of the surface and is dependent on the surface properties. 

The emissivity of a water surface is estimated to 100% by Wei et al.. Ryan and Harlemann however assume a water surface emissivity of 0.96, which will be assumed in the further calculation.
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Using the water emissivisty heat rejection rate from the water surface is calculated to
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(Equ. 4.76)

where 

 is the water surface temperature in ˚F.


The emissivity of the sky depends on several parameters. These are the moisture content of the air, the cloud cover and the cloud base or ceiling height. A simplified algorithm of Martin and Berdahl[17] is followed to predict the sky emissivity. The clear sky emissivity is obtained as a function of the dewpoint temperature
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(Equ. 4.77)

where 

 is the dewpoint temperature in ˚F.

A diurnal correction is applied to predict hourly emissivities
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(Equ. 4.78)

where t is the time of the day in hours. An additional correction is added to adjust for the geographical elevation of the location. 
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(Equ. 4.79)

where 

 is the ambient pressure in psia. The clear sky emissivity is calculated by summing the corrections given above
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(Equ. 4. 80)

In the presence of clouds the total emissivity of the sky is higher than the clear sky value. The total emissivity is given by
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(Equ. 4.81)

C is the ‘infrared cloud amount’ and it is defined by
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(Equ. 4.82)

where 

 is the fractional area of the sky covered by clouds and 

 is the hemispherical cloud emissivity. 

 depends on the cloud base temperature. 

 is low for high clouds and approaches unity for low clouds. As values for 

 are difficult to measure, a theoretical approach is used. 

 is correlated to the sky temperature depression that is the difference between ambient air temperature and cloud temperature. The cloud temperature is rarely available and a correlation is developed that relates 

 to the ceiling height of the clouds. The result is the following expression
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(Equ. 4.83)

where 

 is the cloud base height or ceiling height and 

=26900 ft. Although this correlation is only an approximation, the associated error is considered small by Martin and Berdahl [17].

The hemispherical cloud emissity 

  is approximated by a linear curvefit also given in [17]

If h > 36100 ft
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  = 0.15








(Equ. 4.84a)

if h < 36100 ft
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(Equ. 4.84b)


The correlation given in [17] can be used to account for several layers of clouds. In the present work, only one layer of clouds is assumed, at an average ceiling height, to simplify the calculation. Also, not always is data available that gives detailed information about each single cloud layer, its respective fraction of sky covered by clouds and its cloud base height. The data files available from the local weather station give information only about the total fraction of the sky covered by clouds and one average ceiling height.

The reflectance of the water surface for long wave radiation from the sky is estimated to [10] 

 

The radiation heat flux from the sky into the water body is calculated by
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(Equ. 4.85)

where 

 is the absolute ambient drybulb temperature in ˚F. 

The total radiation heat transfer from the water body to the atmosphere is then determined by the difference of long wave sky and water radiation


 EMBED "Equation" \* mergeformat  


(Equ. 4.86)

Summary of energy balance 
The single energy fluxes discussed above are all combined in the simulation of the cooling pond. A calibration factor will be applied to the convective transfer relations. The radiation terms are included without a calibration factor, as they are considered to be accurate enough. The energy equations can then be used to model the thermal behavior of the cooling pond.

4.2.3 Algorithm for pond simulation TC  "4.2.3 Algorithm for pond simulation" \l 3 
Assumptions

The most significant assumption is that there is no vertical stratification in the cooling pond. This assumption corresponds to the assumption of Ryan and Harleman for a shallow pond [10]. With a maximum depth of 10 ft the Columbia cooling pond can be classified as shallow. In section 3.2.2 the results of three pond surveys were presented. Although in some sections of the pond stratification was observed, the pond appeared in general to be fully mixed vertically. The phenomena that lead to the observation of partial stratification were discussed in section 3.2.2. In building of a model for the cooling pond these phenomena, which are caused by changing depths of the pond, are not significant. For the computer model a flow channel of uniform width and depth is assumed. The values for width and depth are estimated from the real physical shape of the pond. As the pond has approximately the shape of a long channel, it is reasonable to approximate the actual pond shape by a uniform flow channel. 


Plug flow is assumed in the pond that means that there is no mixing or dispersion in flow direction. If the thermal images discussed in section 3.2.3 are recalled that showed isotherms that are nearly perpendicular to the flow direction, the plug flow model seems appropriate. No dispersion in flow direction is observed in the infrared pictures. 

Flow model


Based on the assumption of plug flow in the pond, the pond is divided into a number of elements in flow direction. The simulation is performed in hourly time steps. To be able to account for various volumetric flow rates of water, the number of elements is not fixed but is dependent on the 'history' of the pond. The size of one element is determined such that an element contains the respective amount of water corresponding to the inflow volume of one hour. Figure 4.9 shows a schematic of how the water flow through the pond is realized in the computer model. 


The letters in the figure identify a certain element while the associated number indicates the time of simulation. In the figure the simulation starts at time one on the top and progresses down to time step four. The first element on the left side always corresponds to the amount of inflow into the pond. As a fixed width and depth of the channel is assumed, the volume of one element can be equivalently expressed by its length. It is shown in the plot the water flow rate is not constant but can change from time step to time step, as can be seen from the different lengths of the elements. At each time step the elements are moved in flow direction corresponding to the amount of inflow. Evaporation and other losses, such as possible water losses to the ground, are neglected. Therefore the elements keep their size. 
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Figure 4.9 Model of pond flow TC  "Figure 4.9 Model of pond flow" \l 5 

The simulation program keeps track of the position, length or size and of the temperature of each element. The temperature calculation will be described in the next section. The number of elements that contain actual temperature and position data varies in the process of the simulation and is equal to the present circulation time, as one element corresponds to the inflow of one hour. If the end position of an element exceeds the total length of the flow channel, the element is respectively shortened, as shown for element B at timestep 2 or element C at timestep 3 on the right hand side of figure 4.9. An element can also be removed completely, as shown for element A at timestep 2 or element B at timestep 3. The dashed lines indicate the amount of outflow that has always to be equal to the amount of inflow. Inflow and outflow have to be identical as the same amount of water that is discharged from the plant has to be drawn into it on the cold water side. It can also be seen that the total outflow volume can consist of several pieces that can come from several elements. The total outflow volume is computed from the sum of the outflows from each element
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(Equ. 4.87)

where ne denotes the total number of elements in the simulation. The summation is performed over all possible elements, but the outflow volume of an element on the left side is zero and does not contribute to the summation. To get the mixed outflow temperature an energy balance is made over all outflow volumes
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(Equ. 4.88)


The temperature 

 is a reference temperature. The density and specific heat depend on the water temperature. In the calculation the specific heat and density are assumed to be constant, which is a reasonable assumption considering that the temperature differences even from pond inflow to outflow are of the order of 15 or 25˚F. This temperature difference does not cause significant changes in density and specific heat. The calculation of the outflow temperature can then be simplified to, using equation 4.87
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(Equ. 4.89)


Implied in the flow model described above is that a simulation can not calculate outflow temperatures from the first time step on. When the simulation is started the pond is 'empty', which means the elements have a length and temperature set by default. An outflow temperature is calculated when the first inflow element traveled from pond inlet to outlet, corresponding to the circulation times mentioned in section 2.4.2.. In the case of the Columbia cooling pond the water needs roughly three days to flow from inlet to outlet. It is therefore necessary to supply a data set of flow rates, discharge temperatures and weather data at least three days in advance to the time period of interest that is to be simulated.

Addition of make-up inflow

In the simulation of the pond flow as discussed above, water losses are neglected to make sure that at each time the amount of outflow is equal to the amount of inflow. However, losses are actually there and a certain amount of make-up water is added to the pond at one location. The make-up water can also exceed or be less than the amount of losses. To include the make up flow into the calculation, the losses are basically concentrated at one location. The water level is held constant through the whole simulation, although the level might change marginally due to the amount of make-up flow (see sections 2.4 and 2.5). Figure 4.10 shows in principle how the make-up flow is integrated into the pond model. When an element reaches the position of the make-up inflow a certain volume corresponding to the volumetric flow rate of make-up water is subtracted from the element. The element temperature, Tel, is unchanged at this time. In the same time step the volume of make-up flow is added again to the element, but with the temperature of the make-up flow. 
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Figure 4.10 Make-up inflow addition


The new element temperature is calculated by a simple mixing equation under the same assumptions stated above.
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(Equ. 4.90)
where Vel is the volume of the element before and after make-up flow is added and Vmu is the volume of make-up flow This procedure is a simplification of the actual process. The pond survey (see section 3.2) shows stratification after the make-up inflow point. The model assumes a fully mixed state at every time. But, the pond survey also showed that the water gets mixed after a short distance after the make-up inflow. Therefore the assumption of a fully mixed element at the make-up inflow position is reasonable. 

Energy transfer calculation
The temperature change of a pond element can be described by a differential equation of the following form:
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(Equ. 4.91)

Density and specific heat are assumed to be constant, 

 is the time variable. An energy flux leaving the water surface is counted positive. The surface area of an particular element is denoted Ael. The surface heat transfer q(Tel) is a function of the respective water temperature of the element and of ambient conditions. The heat transfer can be computed from the relations described in section 4.2.2, given the element temperature and weather data. In the simulation it is assumed that there is no conductive heat flux between the single elements. As the average length of an element is about 250 ft this assumption seems reasonable. As mentioned before, dispersion effects between elements are neglected, too. The differential equation (equation 4.91) is solved numerically using a simple Euler integration scheme. A constant time step of one hour is chosen in the simulation. The temperature at each time step can be approximated by
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(Equ. 4.92)
where 

 is the time step of the simulation. In the simulation progress this equation is solved for each single element at each time step. The order of calculation is such that first the new element temperatures are calculated at each time step. After that the outflow is generated and, if specified, the make-up flow is added. 

Computer model of the cooling pond


The algorithm discussed above is used to build a computer model of the cooling pond. A FORTRAN routine is written that performs the bookkeeping of the elements, which includes temperature, size and position of each element. The program contains also a routine that calculates the energy transfer given the ambient conditions and water temperature. The numerical integration outlined above is then performed by the program at every time step. A detailed description of the TRNSYS routine that models the performance of a cooling pond is given in Appendix B. An EES program was also written that can perform the pond calculation. But EES can only be used for short term analysis due to memory restrictions. The simulation also takes considerable time using EES. Therefore mainly the TRNSYS routine was used for simulation and the EES program is not shown in Appendix B. 

4.2.4 Calibration of the cooling pond model TC  "4.2.4 Calibration of the cooling pond model" \l 3 

The geometric pond model is calibrated using the actual physical shape of the pond. From the map and outline given in section 2.2.1 the following geometric values will be assumed for the calculation.

width:
1250 ft

length:
19000 ft

depth:
6.5 ft


The position of make-up inflow is determined to be at a distance of 17000 ft from the discharge. The volumetric flow rate into the pond is determined from the design water flow rate of the main condenser circulating pumps (section 2.1.4), an average low head flow (section 2.4.2) and the tower flow rates determined in the tower performance test (section 3.2.4).


As discussed in section 4.2.2 the relations for convective heat and mass transfer, namely the wind function, have to be calibrated to the local conditions. For this purpose, the plant data and weather data from the weather station are used. The measured pond temperature obtained from the plant measurement system is corrected by 5 ˚F. This correction is necessary as the actual pond temperature is 5 ˚F higher than the measured temperature, as was outlined in section 3.2.1. The TRNSYS cooling pond type is used for the calculation. The model is calibrated using a data set from June 1994. For the best fit a calibration factor of Xcal = 0.41 is found. 


A reduction of the predicted heat transfer by 60% is reasonable in this case as can be seen from the following considerations. The correlations of Ryan and Harleman use a wind speed measured at 2 m height, while the wind speed at the weather station is measured at 10 m. Using the power law correlation for the wind profile the wind speed measured at the airport has to be scaled down by a factor of 

. In addition the difference between average wind speeds measured at the airport and at the plant site has to be recalled. The average wind speed at the plant site was found to be 7.4 mph while the value at the airport is 9.3 mph (see table 3.1). This difference in average wind speed amounts to an additional correction of 

. Multiplying the two corrections mentioned above leads to a total approximate correction factor of 

. Considering additional site specific effects that are not included in the heat transfer correlations, a calibration factor of 0.41 seems reasonable, although it has to be mentioned that the calculation of the corrections due to wind profile and measurement location can only be considered as a very rough approximation. 


Figure 4.11 shows a comparison between measured and calculated temperatures using data from June 1994. The plot shows that the program cannot calculate an outflow temperature right from the first time step on, but a certain time is necessary to ‘fill the pond up’. During this time the outflow temperature is set by default to 85˚F; some other value could also be used. At 72 hours the actual calculated outflow temperature is given in the plot. It can be seen, that in general the calculated temperature follows the measured values. The times of maxima and minima almost always correspond. But the measured temperature shows higher oscillations. The higher amplitude in the measured values can be due to errors in the calculation. The difference between calculation and measurement can also be due to measurement errors if the location of the temperature sensor that monitors the pond temperature is recalled (see section 3.2.1). This sensor is located close to the water surface, so that it is influenced by ambient conditions. 
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Figure 4.11  Calculated and measured pond discharge and outlet temperatures, TC  "Figure 4.11  Calculated and measured pond discharge and outlet temperatures," \l 5 


period from June 10 0:00 to June 23 0:00 1994


Figure 4.12 shows the simulation results for a data set of August 1994. The calibration factor used for the August calculation is the same that was used for the June data. The calculation fits the measured data equally well than for the June data set. Again the amplitude of the measured data is in general higher than of the calculated. What is also influencing the calculation is that during the time shown in the plot the plant units were not run at maximum load, but at various loads. Therefore only one cooling water pump per unit was run from hour 190 to 288. During hours 96 to 190 the cooling towers were operated with one cooling tower pump, the remaining time shown in the plot the towers were not operated. The high plant discharge temperature amplitudes shown in the middle of the plot are due to changing plant load in the course of a day. At the time shown the plant was not run at maximum load all the time, but during daytime hours the load was higher than during the night. Therefore the water temperature rise across the condenser is high especially in  afternoon hours, which are hours of high load. During the night the plant load and amount of heat rejected drop. The hours indicated on the time axis in the plot are midnight hours.
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Figure 4.12  Calculated and measured pond discharge and outlet temperatures, TC  "Figure 4.12  Calculated and measured pond discharge and outlet temperatures," \l 5 


period from August 20 0:00 to September 1 0:00 1994


Another data set for the time preceding the pond survey of July 1995 (section 3.2.2) was used for a simulation run. Figure 4.13 shows the calculated and measured pond outlet temperatures and the plant discharge temperatures. Data were available for three and a half days in advance to the pond survey, therefore the calculated and measured temperatures are compared for a period of ten hours only, the time for which an outflow could be calculated. There is good agreement between the measured and calculated temperature. 
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Figure 4.13  Calculated and measured pond discharge and outlet temperatures, TC  "Figure 4.13  Calculated and measured pond discharge and outlet temperatures," \l 5 


period from July 27 0:00 to July 25 12:00 1995

The TRNSYS program is capable of calculating a ‘snapshot’ of the pond, which means at a specified time the element positions and temperatures are printed into a file and can be plotted. Using the data set from July 1995, the temperature distribution in the pond at the time of the lake survey (section 3.2.2) is calculated. The time of the pond survey corresponds to hour 84 in figure 4.13. Figure 4.14 shows the measured and calculated temperature distribution in the pond. Average values over all three probe depths are taken to plot the measured temperature curve (section 3.2.2). The slope of both the measured and calculated curve correspond quite well. Both curves show areas where the temperature decreases with distance and then rises again. The calculated temperature curve shows these depressions at other locations than the measured temperature curve. This behavior is due to the idealization of the flow channel in the computer model. The actual pond has not a uniform width and depth, therefore the flow velocity changes with distance. The computer model assumes a constant flow channel geometry and in result a constant flow velocity. If the flow velocity in the pond was uniform, the temperature depression shown at a distance of 9000 ft in the measured temperature curve would be at the location of the depression shown in the calculated curve at a distance of 13500 ft. This is due to the fact, that the actual pond water flows slower in the first part, as the flow channel is wider there, and faster in the second half, where the flow channel is narrowed by the settling basin. 
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Figure 4.14 Comparison of pond survey from July 25 1995 with TRNSYS simulation TC  "Figure 4.14 Comparison of pond survey from July 25 1995 with TRNSYS simulation" \l 5 

The effect of make-up inflow is overestimated in the pond survey data as was discussed before (section 3.2.2), as simple averages are taken over all three measurements that were taken at different depths. The shown sharp temperature decrease at the make-up inflow point is therefore actually smaller. After a short distance the effect of make-up inflow almost vanishes in the measured data. The calculated temperature does not show this sharp temperature decrease at the make-up inflow point, as in the model the assumption of a fully mixed pond is made and the comparably small amount of make-up flow does not have a large impact on the pond temperature. This is especially the case as the make-up water temperature at the time of the pond survey was 88˚F, only slightly below the pond water temperature at the make-up inflow point. 


In summary the pond model delivers results that are close to the observed pond temperatures, even if at some times the difference between measurement and calculation can amount up to for 4 ˚F. In all shown cases the general trend of the pond behavior is correctly predicted. The fact that the same calibration constant is used and an equally accurate prediction in all three shown cases is obtained indicates that the model is suitable to predict the pond performance. The maximum error in the calculation is in the order of 4 ˚F, which is acceptable considering the errors that are associated with weather and plant operation data. Especially the temperature measurement of the pond outflow temperature is not precise enough to make more accurate predictions with the model. The pond model is used in the further simulation process with the calibration constant found in the calibration runs shown above. 

4.2.5 The concept of equilibrium temperature TC  "4.2.5 The concept of equilibrium temperature" \l 3 

The equilibrium temperature is the temperature that the pond water would reach when it is in equilibrium with the environment [Ryan and Harleman]. In the state of equilibrium the storage term in the overall energy balance, equation 4.40, would vanish. Solution of this equation requires iteration and can not be done analytically. For a cooling pond the equilibrium temperature is not equal to the wet bulb temperature, as is the case in a cooling tower, because solar and long wave radiation cannot be neglected. The equilibrium temperature is a strong function of ambient conditions, such as temperature, wind speed, insolation, moisture content and cloud cover. By introducing the equilibrium temperature the heat transfer relations can be expressed in a simpler form
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(Equ. 4.93)

where TE is the equilibrium temperature. U is an overall heat transfer coefficient that combines the energy transfer terms from section 4.2.2. U has units of 

. An energy balance on an incremental part of the pond yields the following differential equation if the pond is assumed fully mixed
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(Equ. 4.94)

where 

 is the water mass flow rate and dA is an incremental part of surface area. If U is assumed constant and independent of the water temperature equation 4.93 can be integrated directly [18].
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(Equ. 4.95)


TC is the outflow and TH the discharge temperature into the pond, A is the surface area. This is a very simple approach to calculate the cooling pond behavior, as in reality the overall heat transfer coefficient U is a strong function of ambient conditions that change with time. The time scale for changes of U is much smaller than the time the pond water needs to travel around the pond, as the pond water needs approximately three days from inlet to outlet. Also, U is a function of the water temperature. Equation 4.88 can therefore only be used for long term analysis, when ambient conditions can be approximated by constant average values and appropriate averages for plant discharge temperature and water flow rate are available. For short term analysis that is required for this work a transient model has to be employed that includes changes in ambient conditions and plant operation. But equation 4.88 gives a good approximation of the behavior of a cooling pond and can be used for design considerations. 


Although the concept of a linearized heat transfer calculation as shown above is not useful for this work, it is interesting to examine how long it takes for the pond water to reach the equilibrium state. This question is of particular interest if the considerations of section 2.5 are recalled. The question was raised, whether a higher or lower flow rate would positively influence the pond performance. The flow rate determines the circulation time of the pond water. An EES program was set up to calculate the energy transfer dependent on water temperature and ambient conditions. A numerical integration was performed to determine the temperature time dependence. Figure 4.15 shows the results of the calculation. In all calculations the drybulb temperature was held constant at 90 ˚F, the cloud cover fraction at 20 % and the ceiling height at 40000 ft. Zero wind speed was assumed. It can be seen that the wetbulb temperature has a significant impact on the water temperature. A higher wetbulb temperature leads to higher water temperatures and slows the cooling process, as the potential for evaporation decreases with higher wetbulb. The wetbulb temperature is the only ambient parameter that is changed in the calculation, because the other parameters such as cloud cover and wind speed have a comparable effect. Higher wind speed leads to higher evaporation and convection rates. Changing the cloud fraction or ceiling height influences the emissivity of the sky and therefore the amount of long wave radiation received by the water. But, the effect of changing one parameter, say wind speed, can be equivalently simulated by changing the wetbulb temperature. The effect that is to be shown is a generally higher or lower potential to reject heat from the water body and it makes no difference whether this is accomplished by changing the wetbulb temperature or some other weather variable. 
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Figure 4.15 Water temperature dependence on time and weather conditions TC  "Figure 4.15 Water temperature dependence on time and weather conditions" \l 5 

All curves in figure 4.15 have in common that at the beginning the water temperature drops rapidly. After a certain time the temperature curve levels off. It can be seen that for a higher energy flux from the water, which is simulated by a lower wetbulb temperature, the temperature drops faster and approaches a lower equilibrium temperature. The influence of solar radiation becomes evident in the plot. The solar radiation was taken from an average solar radiation profile in June. It can be seen that the temperature begins to oscillate after a certain time in a daily cycle. The vertical lines indicate the circulation times given in section 2.4.2. When solar radiation is included in the simulation the water temperature begins to oscillate before it reaches the plant intake, even for the shortest circulation time. The further cooling of the water after the first vertical line, which indicates the circulation time for no cooling tower operation, becomes small towards the next two lines, which indicate one and two cooling tower pump operation. Slowing down the flow only decreases the temperature of the pond water a little, especially if the curves calculated with solar radiation are examined. The fact that the temperature drops only slowly after a certain time corresponds to the observation made in the pond survey (section 3.2.2). From figure 4.15 it becomes evident, that slowing down the flow is not necessarily an advantage, as it does not lower the water temperature significantly. It has to be recalled that lowering the flow comes with operation of the cooling towers, which need significant auxiliary power to operate. What is also evident from the plot is that a lower potential for heat rejection, that means in this case higher wetbulb temperature, the water temperature levels off faster, or in other words, the slope of the temperature-time curve decreases. That means, that in bad weather conditions in summer months the water outlet temperature becomes less sensitive to the circulation time. It has to be determined, whether it is worthwhile to operate the cooling towers at a higher flow rate to slow down the pond flow. Figure 4.15 only shows the pond outlet water temperature. The pond outlet temperature is not equal to the plant intake water as the cold tower water and the pond water are mixed. A closer examination of the combined effect of cooling tower operation and pond behavior will be given in chapter 6. 


The effect of discharge temperature on the pond outlet temperature is shown in figure 4.16. The weather conditions are held constant for both curves, as indicated in the figure. It can be seen, that the inlet temperature has a major impact on the pond temperature only in the beginning of the cooling process. After a certain time the temperatures approach the same value, the equilibrium temperature. It becomes also obvious that at the time when the water leaves the pond, indicated by three vertical lines for different circulation times, the effect of the inlet temperature on the pond outlet temperature becomes small. The difference in pond temperature for the two shown curves in figure 4.15, for example at hour 84, is only 3 ˚F while the difference at the inlet was 10 ˚F. 
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Figure 4.16 Influence of discharge temperature on pond water temperature TC  "Figure 4.16 Influence of discharge temperature on pond water temperature" \l 5 
4.2.6 Cooling pond characteristics TC  "4.2.6 Cooling pond characteristics" \l 3 

The pond model was used to calculate a number of snapshots using the June 1994 data. Figures 4.17 a to 4.17 d show snapshots at times that correspond to the times shown in figure 4.13. It can be seen that the discharge temperature ‘history’ of the pond can be followed over time. This becomes especially evident if the temperature peak, at time 96 at a distance of 4000 ft, is followed. But it can also be seen, that the effect of discharge temperature becomes less important when the flow proceeds through the pond. Following the before mentioned peak its temperature becomes more and more equal to the temperature in the vicinity with the progress of time. In the actual pond this peak would probably disappear much faster through mixing effects. 
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Figure 4.17 a  Pond water temperature vs. distance, June 1994 data TC  "Figure 4.17 a  Pond water temperature vs. distance, June 1994 data" \l 5 
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c5.Figure 4.17 b Pond water temperature vs. distance, June 1994 data
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Figure 4.17 c Pond water temperature vs. distance, June 1994 data TC  "Figure 4.17 c Pond water temperature vs. distance, June 1994 data" \l 5 
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Figure 4.17 d Pond water temperature vs. distance, June 1994 data TC  "Figure 4.17 d Pond water temperature vs. distance, June 1994 data" \l 5 

Time 96 corresponds to a daytime of 0:00 a.m. It is interesting to note that during the day, in the charts at times 108 and 114, the discharge temperature is significantly higher than during the night, hours 96 and 102. But although the discharge temperature changes by 10˚F, the pond outflow temperature changes by less than 5 ˚F. This observation corresponds to the results shown in figure 4.12, that the impact of discharge temperature decreases with time, or in the presentation of figures 4.17, with distance. Figures 4.17 show that this observation can also be made, when the discharge temperature and ambient conditions change. 


Using the TRNSYS program average heat rejection rates were calculated over the time one element travels from intake to outlet. Values are taken from the June 94 calculation that was performed before. The values shown are calculated for a circulation time of approximately 3 days corresponding to the flow rates in the period used for the calculation.
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67% of total rejected
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18% of total rejected
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15% of total rejected
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-6000
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37% of total rejected

qnet
=
10400
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The heat transfer is calibrated to a unit surface area. It can be seen that evaporation is by far the biggest source of heat rejection to the environment as 67% of the total energy loss of the pond water is by evaporation. Convection and radiation are of the same order of magnitude, with a fraction of 18% and 15% of the total rejected energy, respectively, but not as significant as the evaporative heat flux. Solar radiation input into the lake has a major impact on pond behavior. Almost 40% of the total energy rejected is solar radiation. Therefore it can be seen that solar radiation contributes an additional heat load to the pond. The plant heat load is equivalent to the total net energy transfer into the environment, which is on the order of 10400 

, as shown above. 

4.2.7 Summary TC  "4.2.7 Summary" \l 3 

The selected heat transfer relations that were outlined in section 4.2.2 are suitable to predict the thermal pond behavior quite accurately, when a calibration factor is evaluated that correlates the theoretical relationships to the measured data. The introduction of a calibration factor is reasonable to account for site specific effects, as was shown in section 4.2.4. Applying the determined correction factor the pond model will be used in the further analysis of the cooling system. 


The examination of the cooling process of the pond water with respect to time showed that the water cools down fast at the beginning of the cooling process. The temperature decrease then levels off as the water proceeds through the pond (see section 4.2.5). The water temperature even begins to oscillate due to solar radiation after a certain time. It was shown that the pond is most effective in the first half in cooling down the water while the temperature decrease in the second half becomes marginal. The circulation time of the water has only limited influence on pond performance (see figure 4.14). As the circulation time is the parameter that can be influenced by the amount of water that is pumped to the cooling towers it can be assumed that the tower operation mode does not have a major impact on pond outlet temperature. The impact of tower operation on pond behavior will be discussed in more detail in chapter 5. 


Ambient conditions influence the time, after which the temperature in the pond reaches a stationary state (see figure 4.14). If the potential for energy rejection is low, for example at high wetbulb temperatures, the decrease in water temperature is slower and the effect of circulation time on pond performance becomes even smaller. 


The examination of the energy rejection terms shown in section 4.2.6 shows that evaporation is the major source of energy rejection to the environment. It could also be seen, that solar radiation is a significant contribution to the heat load on the pond that leads to diurnal fluctuations in water temperature. If solar radiation is present the cooling potential of the cooling pond available for plant heat rejection is decreased. 


The overall cooling system performance with respect to cooling tower operation mode, that means also circulation time in the pond will be discussed in chapter 6.
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