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ABSTRACT

Energy savings obtained through optimal control of a heating, ventilation and air
conditioning (HVAC) systems will be lost if the system is operating under the influence of
a fault. The detection and repair of such faults becomes necessary to keep the system

operating at the lowest possible energy consumption.

This thesis examines the application of fault detection methodologies developed by Pape
[1989] to an actual HVAC system. The experimental work was conducted at the Joint

Center for Energy Management (JCEM) located in Boulder, CO.

Pape's work utilizes changes in the total system power to indicate the presence of a fault.
However the experimental results found that the inherent instrumentation inaccuracies were

such that the presence of a fault could not be determined due to experimental noise.

Energy and mass balances were then applied to the complete system as well as five
subsystems. The results from these energy and mass balances showed that significant

unbalances could be determined, even with the presence of experimental noise. Utilizin g the
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the information from the system balances faults could be detected within the system and
subsequent corrections could be applied. The energy and mass balances were found to be
within the expected accuracy of the laboratories instrumentation after the corrections were

applied.

The results of this work conclude that faults in a HVAC system can be identified through

the use of energy and mass balances.
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CHAPTER

ONE

INTRODUCTION

In the first section of this chapter, background information on why fault detection is
necessary to keep a heating, ventilation and air conditioning system operating at the lowest
possible energy consumption is presented. In section 1.2, the goals and objectives of this
thesis are stated. Theoretical fault detection methodologies are discussed in the final

section.

1.1 Background

Societies' energy consciousness is growing, due in part to both environmental concerns
and energy prices. Commercial Heating, Ventilation, and Air Conditioning (HVAC)
accounts for a large portion of the total energy usage. Over the past years there has been a
considerable effort put toward reducing the energy consumption of HVAC systems. This
has been accomplished through the use of Building Energy Management Control Systems
(BEMCS). The main purpose of the BEMCS is to keep the system running at the point of
lowest energy consumption, or optimal operating point, while maintaining the comfort of

the individuals utilizing the building.
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By using a BEMCS, energy savings can be realized; however, when the HVAC system
operates with an operating problem (fault) these savings may be lost. The introduction of a
fault can change the system's power usage without changing the independent variables that
are being used to control the system. Under such conditions, the BEMCS will not have
knowledge of the existence of the fault. Detection of faults in a HVAC system becomes an

important aspect of keeping a HVAC system operating at its optimal level of performance.

1.2 Objective

The main purpose of this thesis is to explore the application of experimental fault detection
on an actual heating, ventilation and air conditioning system. A specific fault detection
methodology developed by Pape [1989] will be the initial focus of this work. Additional
techniques of fault detection were also considered. The facility that was used during this
testing was the Joint Center for Energy Management (JCEM) located in Boulder, CO. The
JCEM combines a complete HVAC testing system with an extensive data acquisition

system.

Pape's work is based upon the influence that faults have on the total system power, and
uses the differences between the predicted and actual power consumptions of the system to
determine if a fault is present. The predicted power consumption is determined through an
optimization of system parameters. Operation of a HVAC system under optimal control
will yield the lowest total system power consumption. If a fault is present in the system the
power consumption will increase, thus increasing the difference between the predicted and

actual power consumptions.
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To test this fault detection methodology, several sets of experiments were performed on the
JCEM. The first set of tests were used to determine the performance characteristics of the
system. The second group of experiments examined how the system performed when
faults were introduced into the system. The results of these experiments were examined to
see if fault detection using the theoretical method developed by Pape is applicable on actual

systems or if others methods would have to be employed.

1.3 Theoretical Fault Detection Methodologies

The power consumption of a HVAC system can be predicted using a biquadratic formula
for the power as shown by Braun [1989]. These predicted values can then be compared to
the measured values from a system. The residuals, i.e. i;measured - ispredicted’ can then be
examined to determine the presence of a fault in the system. Pape designed a representative
HVAC system using manufactures' catalog data and then developed a computer simulation
of the system using TRNSYS (Klein, et al. [1988]). Pape used randomly selected sets of
forcing functions in conjunction with the computer simulation to generate the measured
power consumption. The predicted power consumption was obtained from the biquadratic
equation using the same sets of forcing functions. The curve fit did not agree exactly with
the simulation, and there are differences between the two powers. Residuals were
determined without the presence of a fault in the system, were shown to have a mean of

ZCro.

Using the same set of forcing functions Pape showed that as faults of greater magnitude

were introduced into the system the bias in the residuals shifted upward. This trend was
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shown graphically in Pape's work and has been reproduced in Figure 1.1 for reference.

Figure 1.1 shows the residuals from a set forcing functions under fault conditions. The

fault introduced in this case was an error in the chilled water set temperature. Error levels

in one degree Fahrenheit increments, up to four degrees (E = 4 F) were examined. The

increase in the residuals for small errors is slight, and the residual plot does not differ much

from the zero fault condition. Pape concluded from this that faults of small magnitude

would be difficult to detect.
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Figure 1.1 Differences in total power for increasing bias error in Tchw,set

Pape suggested several statistical methods for determining the presence of a fault by

examining the residuals, which are outlined below.

Method A:

for every measurements taken.

Comparison between the system power Pmeasured and Ppredicted



Method B: Comparison of trends in performance of the system under current
operation and the system operating without fault (comparison of

cumulative sum of residuals).

Method C: Comparison of sequence of consecutive operating data with a

sequence of data obtained under operation without fault.

To determine whether or not a fault is located in the system each of the methods mentioned

above tests the following inequality:

[Measured Parameter - Predicted Parameter] > Threshold Value (1.1)

The magnitude of the residual is then compared to a predetermined threshold value, with a
fault being indicated when the magnitude of the fault parameter is greater than the threshold
value. The threshold value can be determined through the use of the student T test. The
magnitude of the threshold value is determined by the confidence level used in the T test.
The higher the confidence level the larger the faults must be to be detected. If the

confidence level is to small, nonfault conditions may be flagged as fault conditions.

Figure 1.2 shows the two confidence levels, 95 and 99%, examined by Pape. Residuals
with values higher or lower than the limits defined by the confidence level used will be
flagged as fault conditions. It can been seen in Figure 1.2 that when using a 99%
confidence level only faults of 4 degrees Fahrenheit could be detected. Since each method
suggested by Pape uses different parameters to determine the residual, the value of the

residual will vary from method to method. Therefore, a trade off exists when employing
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the different methods as the magnitude and speed at which a fault can be detected varies .
Pape suggested using all three of these methods in conjunction with each other so larger

errors can be found quickly and smaller errors could be detected after a period of time.
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Figure 1.2 95% and 99% confidence intervals for residuals with bias error

The fault detection methods developed by Pape were applied to a HVAC system to
determine if these theoretical methods could be used to detect faults within the system.

This was accomplished by conducting a series of experiments in the JCEM laboratory.



CHAPTER

TWO

Experiments

In the first part of this chapter the laboratory facilities utilized during the experiments are
reviewed. The layout, equipment, instrumentation and control strategies used during
testing are described. In section 2.2 the experimental design and a methodology for
optimal control are discussed. A description of the experiments that were conducted is

included as section 2.3.

2.1 The Joint Center for Energy Management
2.1.1 INTRODUCTION

The Joint Center for Energy Management (JCEM), located near the campus of the
University of Colorado at Boulder, is a full sized heating, ventilating and air conditioning
(HVAC) experimental laboratory. The purpose of the laboratory is to test HVAC systems
and components or control strategies of such systems. As shown in Figure 2.1, the main
components of the laboratory include an outside air conditioning system (OACS) (not
shown), an air handling unit (AHU), variable air volume (VAV) boxes, a full size zone

(FSZ), a thermal mass box (TMB), two load simulators (LSIM-1, LSIM-2), a boiler, a

7
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chiller, and an air cooled condenser (not shown). The HVAC system at the JCEM may be

considered to be made up of two loops; a water loop (see Figure 2.6) and an air loop.

FULL SIZE ZONE AIR HANDLING UNIT
o
1 | \_.
a = B S
I_i <] |
Q_——-=\
VAV BOX
Ll
“:< EE == | RETURN FAN
THERMAL
MASS BOX
VAV BOX
GAS
BOILER
LSIM -2
VAV BOX
TTVE] CHILLER

Figure 2.1 Approximate layout of air loop laboratory equipment



2.1.2 LABORATORY EQUIPMENT

The laboratory is equipped with a complete direct digital control (DDC) system which
contains 230 analog inputs, 10 digital outputs, 30 analog outputs and 90 virtual points.
The analog inputs are used to collect data from a wide variety of positions around the
laboratory. Examples of readings that can be obtained include: temperatures, pressures,
humidities, air and water flow rates, fan speeds, and power consumption data. Through
the use of the ten digital outputs, equipment in the laboratory can be toggled on or off. The
thirty analog outputs are used to control various pieces of equipment, including fan or
pump speeds and valve positions. The virtual points have the flexibility to combine any of
the measured values in equations to calculate a variety of items, such as densities,
temperature differences, heat transfer rates, and loads. Each of the different data
acquisition points is shown symbolically in Table 2.1; the number inside of the symbol

represents the actual point number on the data acquisition system. These symbols are also

shown on the individual component diagrams throughout this section.

SYMBOL ACQUISITION TYPE

Analog Input
Digital Output

249 Analog Output

Table 2.1 Symbolic representation for data acquisition points

The AHU (shown in Figure 2.2) used in the laboratory consists of a chilled water coil, a

hot water coil, and a supply fan. The cooling coil is rated at a mass rate of flow of 40 gpm,
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while the supply fan is rated for 12,000 cfm. The supply fan is driven by a 15 bhp electric
motor with variable speed control capabilities. The motor of the supply fan is mounted
outside of the air flow, and therefore does not add heat to the airstream. The AHU is also
equipped with another heat exchanger (not shown in Figure 2.2) which is connected to the
hot water system. This additional heat exchanger allows the laboratory to conduct both
heating and cooling experiments. The AHU in the laboratory has extensive instrumentation
to allow monitoring of a variety of measurements. It should be noted that this level of
instrumentation is not commonly found in use today on actual HVAC systems. The
approximate locations of the data acquisition points, used in this experimental work for the

air handling unit, are shown in Figure 2.2.

For the experiments that were run, only three of the four zones were utilized. The full
sized zone was not used and was isolated from the system. The thermal mass box and the
two load simulators were used. This was done because the supply fan is rated for a
volumetric flow rate of 12,000 cfm; the combined rated volumetric flows of the three

zones.

The laboratory utilizes load simulators to impose loads on the chiller, much like actual
rooms or regulated spaces in a building. To allow for the greatest flexibility in testing, both
the hot and cold water coils of the load simulator were installed in each of the three zones
(thermal mass box and load simulators 1 & 2). The combination of these coils allows for
cooling loads to be imposed when the AHU is in the air conditioning mode and heating
loads to be imposed when the AHU is in the heating mode. Each zone can be controlled

individually to allow testing under a variety of room conditions. In the experiments
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performed under this work, only cooling loads were considered. Therefore, the hot water

coils were isolated from the system.
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Figure 2.2 AHU-1 modified to show only the features used during testing
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The thermal mass box, shown schematically in Figure 2.3, simulates a 2000 square foot
room in a building containing significant thermal mass. The thermal mass is achieved
through the use of water storage in PVC pipes. During this experimental work there was
no water stored in the pipes, although the pipes themselves supplied some thermal mass to
the zone. The thermal mass box differs from the load simulators only in the ability to vary
its thermal mass and by the use of an auxiliary fan. The fan unit is controlled so as to

offset the increased flow restriction caused by the pipes.

The data acquisition points for the two load simulators, shown in Figure 2.4, are similar to
the thermal mass box without the fan unit. Each of the zones is capable of imposing loads
of up to 45 MBTUH (100%) on the air handling unit cooling coil. The zones are also
equipped with a steam injection system, described in more detail in the following
paragraphs. Through the use of load simulators, the laboratory can replicate a variety of
actual room conditions in a building, such as size, or room content. The room conditions
that may be simulated vary from an equipment room which imposes only sensible load, to a

class room which imposes both sensible and latent loads.

The hot water needed for use in the laboratory is produced by a gas boiler, which delivers
saturated steam at 275 degrees F and approximately 10 psi. The steam generated by the
boiler is used to produce a hot water supply and for steam injection. The hot water supply
is obtained by mixing steam with water in a condenser. The system is controlled so that a
constant temperature supply of water is available. To maintain the hot water set
temperature, the control system monitors and varies the amount of steam that enters the
condenser. The control system also varies the amount of hot water that is delivered to the

zone heat exchangers, and thus regulates the loads imposed on the system.
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Each of the zones is controlled individually to allow different loads to be imposed on each
of the three zone simulators. This flexibility allows the laboratory to simulate a wide range
of room conditions. It should be noted that although the hot water system is controlled to a
specific temperature at the condenser, the temperature of the hot water delivered to the
zones may vary from zone to zone due to losses to the environment. The control system
compensates for these temperature losses by adjusting the individual flows through each of

the zones such that the desired loads will be imposed.

The steam produced is also for direct injection into the air stream. Direct injection allows
for the introduction of latent loads into the system. This injection allows the simulation of a
room occupied by personnel, or a location where water vapor is being released into the
room air (for example a locker room). Since steam is injected into the airstream, the
temperature of the airstream does not appreciably increase, although the relative humidity of
the air stream does. The amount of steam injected into the system is monitored through the
control system, which varies the amount of steam to maintain the desired humidity. The
overall change in the humidity of the return air is the driving force for the percentage of
latent load that the chiller needs to meet. Since the return fan is located downstream of the
zone load heat exchangers and supplies ample mixing to the airstream, all of the steam
injected into the system was performed in only one zone. For the experiments that were
run for this work, only the steam injection system for load simulator one (LSIM-1) was

used.

The chiller is a fifty ton, three stage, reciprocating, prepackaged Trane unit utilizing R-22
as the refrigerant. The refrigerant transfers heat to either a heat recovery condenser or an

air-cooled condenser. The air-cooled condenser, which was used exclusively during all



16

experimental work is located outside the laboratory and is subject to fluctuations in the
ambient conditions. The air cooled condenser has six electric fans which can be controlled
by the data acquisition system. The fans are coupled in pairs, and at least two fans are on
whenever the chiller is operating. Should the chiller cycle off at any time during an

experiment, all operating fans on the air cooled condenser will shut off.

Other components used in the laboratory include variable air volume (VAV) boxes, a return
fan, and two chilled water pumps. The VAV boxes modulate the flow of air to each zone;
the control of the damper is achieved by sensing the pressure drop across the damper. The
VAV boxes are also equipped with secondary fans, auxiliary heaters, and have the
capability to recirculate air through the zone; although none of these features were used
during this experimental work. Figure 2.5 shows a schematic of a typical VAV box, for
use in conjunction with Table 2.2. Table 2.2 contains the actual data points from the

control and monitoring system for each of the three zones that where used.

Zone Acquisition Point

A B C D E

TMB 27 | 102 | 128 | 24 25
LSIM-2 XX | 101 | 130 | 179 | 127
LSIM-1 XX | 99 | 129 | 180 | 126

Table 2.2 VAV box data acquisition points
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Figure 2.5 VAV box data acquisition points
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The chilled water system, shown in Figure 2.6, consists of a primary and secondary loop.
The chilled water system in the laboratory also consists of piping to each zone cooling coil
(not shown in Figure 2.6) to allow heating loads to be imposed on any or all of the load
simulators. The zone cooling coils were not used during this experimental work and were
isolated from the system. The primary/secondary loop system was incorporated for
increased temperature control capabilities. The primary loop is driven by a 1.5 bhp pump

and supplies an approximately constant flow rate of 120 gpm.

A three way valve diverts flow as necessary to the secondary loop, maintaining the inlet
side of the loop at the temperature which was specified for the chilled water supply. The
secondary loop also has the capabilities of distributing flow to the three zones and the AHU
cooling coil. The secondary loop is driven by a variable speed 3.0 bhp pump, which
controls the mass rate of flow of through the secondary loop. Another three way valve
distributes flow through the AHU cooling coil as necessary to achieve the desired supply

air temperature.

The chilled water system has three storage tanks for a total capacity of 500 gallons. These
tanks are used to increase the volume of the chilled water which recirculates in the loops.
This additional volume is used to represent additional piping, which may be found in an
actual system, between the chiller and the coiling coil(s). The additional mass of water
supplied by the storage also helps to dampen fluctuations in the chilled water return

temperature under varying load conditions.
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Figure 2.6 Chilled water system
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2.1.3 DATA ACQUISITION

Preliminary experiments were run to obtain data from the laboratory equipment under
known conditions. These experiments supplied information about the actual equipment; for
example the maximum possible load that could be imposed on the cooling coil (300
MBTUH) and the maximum temperature difference that could be achieved across the
cooling coil (26 F). This type of information was of great value when future experiments
had to be designed. These tests also allowed the accuracy of the laboratory instrumentation

to be determined.

As a means of checking the accuracy of the laboratory data acquisition system, energy
balances were conducted around the cooling coil of the air handling unit. This cooling coil
was chosen for two reasons; it is representative of the load that the chiller must satisfy and
a variety of the types of sensors used in the laboratory are used to collect the data needed to
perform the energy balances. The actual accuracy of the laboratory results will then be
compared to the expected accuracy of the instrumentation as found through a statistical

analysis known as an uncertainty analysis.

2.1.3.1  Uncertainty Analysis

Through the use of an uncertainty analysis on the data collected during preliminary
experiments and the accuracy of the laboratory instrumentation, it is possible to gain some
valuable insight into the accuracy of the data acquisition system. A table showing the

various measurements that are used in the laboratory, along with the method of acquisition
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and the accuracy of those measurements, was obtained from Peter Curtiss, a member of the

JCEM staff, and has been reproduced below for reference.

MEASUREMENT | METHOD ACCURACY

Temperature - air Individually calibrated RTD's 0.25 F

Temperature - water | Individually calibrated RTD's 0.1 F

Pressure Absolute and differential 1.0 % Full Scale
transducers

Humidity Thin-film sensors individually 30 - 5.0% RH
calibrated with chilled mirror

Airflow Pitot tube array 3%

Water flow Turbine and venturi meters 2 %

Fan speed Optical tachometer 1%

Power Custom measurement system 1%

Table 2.3 Reported accuracy of laboratory instrumentation

The relative humidity sensors are accurate to 3% in the 10% < RH < 90% range and are
accurate to 5% in the RH < 10% and Rh > 90% ranges. The larger error (5%) will be
considered in the uncertainty analysis, as relative humidity readings in both the 3 and 5%

error ranges occur in the system.

Considering energy balances on the AHU cooling coil, the following equations apply to the

air side:

Qair = m Ah (2.1)



22

where

=P ir Vair (2.2)
Ah = hgir o - hairs (2.3)
hair in = h(Teirs, Patm,RHair) (2.4)
hair out = h(Tair.0,Patm,RHair.o) (2.5)

Pair = (__________Patm _‘)

R (Tsupply air ) (2.6)
Similarly, the water side equations are:
Qwater = MCpAT (2.7)
where
M=Pyater Vwater (2.8)

The volumetric flow rate and the temperatures, entering and exiting the cooling coil, were

measured directly.

An uncertainty analysis uses the first order Taylor series expansion as an estimate of the

uncertainty of a given measurement. The uncertainty in the heat transfer across the water
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side of a cooling coil is given by Equation 2.9. For complete details on the development of

Equation 2.9 see Holman [1978].
Y 2 2 1
8qwate'r = SVchw + (STchw,o) + (aTchw,i) 2
Awater || Ve AT AT 2.9)

Substituting the given accuracy of the data acquisition system into equation 2.1, and using

the minimum averaged difference in temperatures from experimental data, the uncertainty of

Quater can be expressed as:
8qwater__ 0.1 2 0.1 2;=
Qwater "[(0‘02)2+(6.o34) +(e35) T 3.08% (2.10)

Similarly the uncertainty of the heat transfer across the air side of the cooling coil is given

by:

8 2 (5. [STauppry air P (Shaii B [Sho P
oq _ (§_P_at_m } + (SVajr + ( supply alr) + ( au,l) + ( au,o) (2.11)
q Pam Vair (Tsupply air) hair,i hair.o

Substituting the accuracy of the data acquisition system and using the average minimum
temperature difference from the experiments, the uncertainty of Qair can be expressed as:
dq

1
OGair _ 0.05 2 -
s — (0,005 +(0.0052 + ( 005 67)) +(0.05 P +(0.05) )5_ 775% (2.12)
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The results of the uncertainty analysis on the AHU-1 cooling coil show that the energy
balances on both the air and water sides are within the 10% error that the laboratory

personnel believed would be realistic.

2.1.3.2 Experimental Energy Balances

The experimental results were used to conduct energy balances on the cooling coil of the air
handling unit (AHU-1). A representation of the system being considered is shown in
Figure 2.7. For clarity, the system is considered to be made up of two separate parts, a

water loop and an air loop

These calculations assume that the air-stream (actually an air-water vapor mixture) behaves
as an ideal gas and has constant specific heat over the range of temperatures that are being

considered. The specific heat of liquid water is also assumed to be constant.

Cooling Coil

Alifin Airgt

/ / L—> Condensate,

Waterout Waterin

Figure 2.7 Schematic of the AHU-1 cooling coil
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The inlet and outlet states of the air-stream are supplied by the laboratory instrumentation
and are outlined below. The numbers in square brackets, [ ], are the corresponding data

acquisition points in the laboratory.

Vairin =V air out= V[1] (cfm)

Atmospheric pressure (5430 ft above sea level) = P[121] (psig)
AHU discharge relative humidity = RH[32]/100

AHU inlet relative humidity = RH[137]/100

AHU inlet temperature = T[4] (F)

AHU discharge temperature = T[122] (F)

Cooling coil discharge temperature = T[7] (F)

The conservation of mass equation for the air-stream is then:

Mair®; - Myir®o - M condensate = 0 (2.13)

Solving the conservation of mass equation for the mass of the condensate.

My ater = Ii'1ai1'((’)i‘(‘)o) (2.14)

The humidity ratios were found using lookup tables, which are part of the computer

facilities at the JCEM, using the corresponding data points. The functions that were used

are shown.
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W; =0 (Tair,i,Patm,RHair,i) (2.15)

W, = w(Tair,OaPatm,RHair,o) (2.16)

Note that the temperature of the air handling unit (AHU-1) chilled water cooling coil (T[7])
discharge temperature is used when possible. Although for the calculation of the AHU-1
discharge humidity ratio the relative humidity (RH[32]) and the temperature (T[122])

sensors at the outlet location are used.

An energy balance on the air side of the cooling coil is

Qcoil = rhajr(hair, i~ hair. o) - Ihwat«al'l'lwater, o (2.17)

The enthalpies of the air at the inlet and outlet states were also found using the computer

based lookup tables and the functions shown below.

hair,i = h(Taisi, Patn, R Hair) (2.18)

hair,o = h(Tair,o,Patm,RHai.r,o) (2. 19)

The enthalpy of the condensate was found using;

hwater = Cp (T-32) (2.20)

Where hy,; is equal to zero at 32 degrees F.
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The equation that was used to calculate the enthaply of the condensate assumes that the
temperature of the condensate leaving the cooling coil is the average temperature between

the AHU-1 intake and discharge air temperatures. The equation is shown below.

huer = Cp (2T emte)  39) @.21)

A similar analysis was conducted on the water side of the cooling coil. The mass rates of
flow in and out of the coil are equal, assuming constant specific heat, so only the
conservation of energy equation was needed. The inlet and outlet enthalpies of the water
were considered to be only functions of temperature; thus the energy equation could be

written as follows

Qeoit - (VPCPAT) water= 0 (2.22)

The results from the energy balances performed on the initial experiments are shown in
Table 2.4 and are labeled with the three digit date and a letter. The letter is used to signify

the order during that day in which the experiments were run.



TEXPERIMENT | QAIR SIDE |QWATER SIDE] 1% DIFFERENCE! |
(Btu) (Btu)

611A 163954 172519 5.0
175067 177304 1.3
174944 176842 1.1
177539 180613 1.7

611B 216125 208395 3.6
214005 203647 4.8
199902 196480 1.7
203709 196397 3.6
203019 195426 3.7

612A 300581 282844 5.9
311471 294616 5.4
309953 206954 4.2
308474 300450 2.6
323474 312845 3.3
279932 302844 7.6
230194 276043 16.6
247170 268379 7.9
231869 255453 9.2

[ 232797 250187 7.0

232212 242938 4.4
238507 241594 1.3
241588 250898 3.7
253889 248155 2.3
232470 248630 6.5
167915 228062 26.4
192634 211302 8.8
222091 234384 5.2
201436 216267 6.9
199289 216279 7.9

28



T EXPERIMENT | QAIR SIDE | QWATER SIDE] 1% DIFFERENCE! |
613A 71822 279850 2.9
208800 206274 0.8
209986 202021 2.4
297736 305645 7.6
303846 307936 1.3
302164 201989 34
291520 306162 73
302517 308926 2.1
786624 784387 0.6
6138 213200 225958 5.6
‘ 199539 212922 6.3
159758 170072 6.1
163354 181282 9.0
149784 157190 a7
145146 155304 6.5
175984 199356 117
[ 179647 202913 11.5
179405 197728 9.3

Table 2.4 Energy balances from initial experiments

29

For example, experiment 611B indicates that the data was collected during the second test

of the eleventh of June. Data collected during the initial tests was collected at various time

intervals. This accounts for the differences in the numbers of data points that are shown in

each experiment. It should also be noted that experiment 611A considered only sensible

loads and therefore had no condensation. For experiment 611A, the equation for

calculating the enthalpy of the exhaust air was modified as shown below.

hair,o =h (Tair, O,Patms(’)i)

(2.23)



30

2.1.3.3 Comparison of results

The energy balances performed on the preliminary experiments are within the predicted
accuracy of the instrumentation in most cases. These results lend creditability to the
accuracy of the laboratory instrumentation, and to the level of calibration under which the
laboratory is kept. However, the preliminary tests show several instances where the
percentage difference in the energy balances are larger than expected. These instances are
due to changes in system parameters during the experiment. The 16.6% difference of test
612B occurs during the five minute interval in which control of the outside air damper was
changed from approximately 30% outside air to 100% outside air. With 100% outside air
the mixed air temperature changed by approximately five degrees in a very short period of
time. The 26.4% difference in test 612B occurred when the ambient temperature dropped
approximately seven degrees due to an afternoon rain shower. When the mixed air
temperature changes rapidly as in the two cases above, the system is no longer at a "steady
state” condition and during these transient conditions the thermal storage of the coil needs

to be considered in the energy balances.

2.1.4 CONTROL STRATEGIES

Modifications were made by JCEM laboratory personnel to allow individual control of the
components by the control system. The main components for the experiments performed
in this study which were modified include the chiller, the supply fan, and the return fan. In
addition, the secondary chilled water pump and air cooled condenser fan controls, as

previously mentioned, were modified.
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The chiller's internal thermostat was bypassed to allow control by the control system.
Through experimental trial and error, control constants for the chiller were found so that an
efficient response to changes in load or set points could be achieved. Under these control
methods it was possible to set the supply temperature of the chilled water to a specified

temperature. This type of control is very important in optimally controlling the system.

The supply fan can be controlled to operate under three different methods: maintaining a
constant speed, maintaining a return air temperature or maintaining a specified duct static
pressure. The return fan can be controlled in the same manner as the supply fan, in
addition to being controlled to maintain a fraction of the supply fan speed. Although any
combination of these control strategies can be theoretically achieved, due to physical
limitations of the equipment only certain control strategies will allow control of system
characteristics. During initial tests, the VAV box damper positions were in the fully opened
position, and the supply fan was controlled to maintain a set return air temperature of 78
degrees F. The return fan was then controlled to 95% of the speed of the supply fan,
resulting in approximately 95% of the flow of the supply fan. Under such conditions, the
outside air damper could be set to achieve any desired level of outside air. As an
approximation of fresh air requirements, a minimum of ten percent of the total flow was

chosen.

In later testing, the dampers in the VAV boxes were allowed to modulate to control the
return air temperature in each zone. Under these conditions with the supply fan controlled
to a specified duct static pressure (1.75 inches of water), the specified outside air

percentage was not being met.
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In order to control the amount of outside air that was being brought into the system, it was
necessary to change the control of the return fan to a duct static pressure of 1.0 inches of
water and control the outside air damper with a feedback loop. Under these controls the
amount of outside air would vary with changes in the sﬁpply air flow rate, while

maintaining the percentage of outside air.

2.2 Estimation of Optimal Control
2.2.1 INTRODUCTION

Pape’s fault detection analysis is based on the ability to determine whether a fault is present
within a system. A fault is detected based on a change in the total system power. To
establish a basis upon which the operation of a HVAC system could be judged, it was
necessary to obtain performance data from the physical equipment. A series of experiments
was designed to collect the needed data. With the use of this data, optimization techniques

could be applied to the system and estimated optimal control settings could be determined.
2.2.2 EXPERIMENTAL DESIGN

A series of experiments was run to establish a data base for the performance of the HVAC
system over a range of operating conditions. Six parameters where varied for these
experiments : 1, number of fans running on the air cooled condenser; 2, outside air
temperature (dry bulb); 3, percentage load imposed on the zones; 4, chilled water supply

temperature; 5, supply air temperature and 6, sensible heat ratio (SHR). (Each of the
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factors has been assigned a number for reference during statistical manipulations.) Control
of these variables is possible through the Control and Management System (CMS), with
the exception of the outside air (OA) temperature. Due to fluctuations in the ambient
conditions the outside air temperatures varied during the experiments. Table 2.5 outlines

each parameter and the levels which were considered.

PARAMETER LEVEL 1 | LEVEL2 | LEVEL 3
1 # FANS 2 4 6

2 OA TEMP (F) 70 80 90

3 % LOAD 33 66 100

4 CHW TEMP (F) 50 45 40

5 AIR TEMP (F) 60 S5 S0

6 SHR (%) 70 80 90

Table 2.5 Parameters and levels considered during experimental design

Three levels of each parameter, or factor, were considered. Since all possible combinations
of these factors at three levels would require 36 or 729 experiments, statistical experimental
design methods were used to reduce the number of runs. By using statistical methods, the
number of experiments that need to be run can be reduced while still providing the needed
information about the system. The first step that was taken to reduce the number of
experiments was to split the experiments into two groups of six factors each at two levels.
By doing this the number of runs that would be needed to explore all possible combinations

(full or complete factorial) would be 128 (2*26). Fractional factorial methods were then
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employed to further reduce the required number of experiments.

Fractional factorial methods take advantage of inherent redundancy found in a full factorial
test, by combining main variables with higher order interactions. A complete factorial of
six factors each at two levels would require 64 runs. From these 64 experimental runs

statistics can be calculated that estimate the following effects:

main interactions

average | effects | 2-factor | 3-factor | 4-factor | S-factor | 6-factor

1 6 15 20 15 6 1

Table 2.6 Interaction effects of the fractional factorial

By using the fractional factorial methods it was possible to explore the widest range of
system operation with the fewest number of experiments. The effects that can be estimated
are not all of significant size (the higher order interaction terms tend to be smaller than the
lower order interactions) and the smaller effects can be considered negligible. By using the
fractional factorial method each of the main effects are confounded with higher order
interactions. If the higher order terms are considered to be insignificant, then the six main
effects can be determined with only eight experiments. Since tests were run over a several

day period under changing atmospheric conditions, the results of these tests could not be
analyzed statistically with meaningful results. Even though the statistical results were not

useable in this case, the method for determining which tests to run proved useful.



35

The first fractional factorial test that was considered contained the higher levels of the
parameters that were examined. Table 2.7 shows the parameters and the levels of each that
were used in the fractional factorial design. The levels of each parameter were arranged
into the fractional factorial design in such a manner that any physical limitations of the
system did not effect the experiments. A HVAC system would not be operated at a high
load condition with the minimum number of fans operating because of the reduced heat
rejection capabilities. Another physical limitation is the physical size of the cooling coil in
the AHU. If the supply air and chilled water temperatures are controlled to approximately
the same value, the size of the cooling coil needed to meet control requirements increases

rapidly as the two temperatures approach one another.

To determine the runs that should be conducted, each factor was randomly assigned a plus
(+) and a minus (-) level. A design matrix was then established by filling in a table using
standard order for fractional factorial designs. Standard order is achieved by filling the first
column of the design matrix with successive minus and plus signs, the second column
having successive pairs of minus and plus signs. The matrix is then completed in the same
manner with the kth column having 2k-1 minus signs followed by 2k-1 plus signs. A
completed design matrix specifies which level of each variable that will be considered
during a particular experiment. A typical design matrix and the levels of the variables for
the first and second groups is shown in Table 2.7. The statistical methods used are

discussed in more detail in statistical text books such as Box et al.[1978]



PARAMETER FRACTIONAL FRACTIONAL
FACTORIAL 1 FACTORIAL 2

1 # FANS 6 (+) 4 (-) 4 (+) 2 (0
2 OA TEMP 90 () | 80 (+) | 80 (-) | 70 (v
3 % LOAD 100 ) | 66 ) | 66 (+) | 33 ()

4 CHW TEMP 40 () | 45 () 45 (-) 50 (+)

5 AIR TEMP 50 (+) 55 () 55 (-) | 60 (+)

6 SHR 90 (+) 80 (-) 80 () 70 (-)
PARAMETER
RUN| 1 2 3 4 5 6
1 - - - + | + | +
2 + - - - + | +
3 - + - + - +
4 + + - - - +
5 - - + | + -
6 + - + - + -
7 - + | + | + - -
8 + | + | + - - -

Table 2.7 Parameter levels considered and a sample experimental setup
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2.2.3 ESTIMATION OF OPTIMAL CONTROL

As stated, in Chapter One, Pape's work [1989] focussed on whether or not a fault could be
detected in a system that was operating at optimal conditions. An optimal operational
scheme was not available for the HVAC system in the laboratory at the time the sixteen
tests were run. An estimation of the optimal conditions was found using a system-based

algorithm developed by Braun (1989).

Braun's method relates the total system power to the operational costs. This technique
permits the optimal control variables to be determined while only measuring total system

power. The optimal control points are found by minimizing

J = function(f, M, u) (2.24)

where J is the cost of operation, f is a vector of uncontrolled variables, M is a vector of
discretely controlled variables and u is a vector of continuously controlled variables.
Examples of each types of variables being considered would be; number of air cooled

condenser fans in use (M), chilled water temperature (u), and outside air temperature (f).

Braun found that a quadratic function, in terms of the uncontrolled variables, could be used
to generate approximate optimal operating points. A quadratic equation of the following

type was used by Braun.

J(, M, u) =uTA + bTu + fTCf +d7f + fTEu + g (2.25)



38

Where A, C, E are coefficient matrices: b and d are coefficient vectors: and g is a scalar

constant.

The coefficients were found using a regression curve fit which utilized the data collected in
the initial sixteen experimental runs. The total system power consumption for each five
minute interval (integrated average) obtained during the sixteen initial tests was used to fit a
regression. Over two hundred and fifty points were used to find the twenty eight
coefficients needed for use in conjunction with Braun's optimization method. The
regression was programmed into the computer facilities at the JCEM by Peter Curtiss. The

results of the regression are shown in Figure 2.8.

REGRESSION FIT

e

sore ¢ 9.3333
OFFSECT ¢ 1.208 »
L N X ] x #%

PREDICTED KW

68
MERSURED KW

Figure 2.8 Regression fit form experimental data
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A quadratic equation of the same form as equation 2.34 needs to be solved for each discrete
variable level. If more than one variable exists the number of equation that need to be
solved can become quite large. One approach that Braun suggests to reduce the number of
equations that need to be solved in order to determine the optimal operating conditions is to
treat some of the discrete variables as continuous variables. The discrete step that is closest
to the optimal condition as determined by minimizing the cost function is then used during
system operation. This approach was used for the air cooled condenser fans; thus only one
equation needs to be solved to obtain the optimal operational conditions. Use of this
method makes physical sense due for the following reason. The sixteen tests were
collected over five minute intervals, with the integrated average being stored for the
interval. For any five minute interval in which the chiller cycled off, the power
consumption of the air cooled condenser fans could range from 0 to 1.5 KW per fan in
operation, depending on the fraction of the time the chiller was off. Thus non-integer

numbers of fans could be specified for any given five minute period.

Using the method mentioned above, along with the coefficient matrices and vectors
generated from the original sixteen experiments and a specified level for each uncontrolled
variable, the cost function was minimized. The optimal conditions for the controlled

variables were then determined for use in future experiments.

Application of this method to an actual building would reqhire sufficient information about
the building system be gathered to obtain the coefficients necessary to fill the A, C, E
matrices and the b and d vectors. Once these matrices and vectors are known, the cost
function could be minimized and the optimal operating conditions of the controlled

variables determined. Information on the operating characteristics of the building would be
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supplied to the building energy management control system (BEMCS) through a network
of sensors placed throughout the building. Changes in the uncontrolled variables could
effect the optimal conditions under which the system should be operated. Therefore at a
given interval, the BEMCS should recalculate the systems optimal set points by minimizing

the cost function with the current levels of uncontrolled variables.

One disadvantage of obtaining control set points while minimizing the cost function, as
noted by Braun, is the inability to place constraints on the controls. The regression may
return unacceptable values for the controlled variables. For instance an optimal chilled
water temperature may be below freezing, or a chilled water temperature of 43 (F) and a
supply air temperature of 45 (F) under a cooling coil load of 300 MBTUH. The
effectiveness of the cooling coil in the air handling unit limits the exiting temperatures of
both the water and air for given inlet temperatures. These physical limitations of the
equipment need to be considered when choosing the optimal operating conditions. For the
loads imposed on the zones (50% and 75%) during the experiments it was determined that
a minimum temperature difference of nine or eleven degree F for the 50% and 75% load
levels respectively, was necessary between the chilled water supply and the supply air
temperatures. The necessary temperature differences were determined through a trial and

€1TOT Process.

Other constraints that needed to be imposed on the optimized variables include limiting the
number of air cooled condenser fans to integer values. A minimum chilled water
temperature of 40 degrees F and a maximum of 55 degrees F was also imposed. The
minimum chilled water temperature was set to 40 F due to the chiller freeze protection

setting of 38 F. Should the water temperature reach a temperature below 38 F the chiller
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would shut down automatically. The supply air temperature was also limited to the range

of 40 degrees F to 75 degrees F.

2.3 System Fault Experiments

2.3.1 INTRODUCTION

Once the characteristics of the system were determined and an estimation of optimal control
was established, the performance of the system could be examined under the influence of a
fault. Faults on both the air and water sides of the system were examined. The air loop
fault resulted in a reduction in air flow, while the water loop faults affected the chilled water

supply temperature.

2.3.2 AIR LOOP FAULTS

The air loop faults were introduced into the system through the use of a blast gate. The
blast gate was located between the main supply duct and the ducting which leads to LSIM-
1. By partially closing the blast gate the mass rate of flow of air to the load simulator could
be restricted. This type of fault was used to replicate a condition of a duct being partially
collapsed, an obstruction of some sort in the duct, or frozen dampers in a VAV box. The
initial position of the blast gate was marked for reference before adjusting the gate position
to give the desired flow restriction. The flow rate levels that were examined were 95%,

90%, 80%, 70%, and 60% of nominal flow. When referring to a fault, the corresponding
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level of restriction (5, 10, 20, 30 and 40%) or the no fault (0 restriction) condition will be
used. The positioning of the blast gate for each desired level of fault was found through
experimentation. Once the desired air flow rate was achieved, the blast gate was marked

for future reference.

Each morning the laboratory equipment was turned on and allowed to reach "steady state"

during which time the following procedures were followed:

The CMS was taken off standby mode and placed in ready mode.
The points and rules files for the experiments were uploaded.
Integral feed back loop constants were reset.

The blast gate was positioned for the desired level of fault .

A data file was created for the first experiment.

The points and rules files make up the heart of the control and management system;
allowing the information from a specific experiments to be used during a test or saved for
future reference. The points file consists of the unit conversion equations that are used in
the data acquisition system. The rules file contains the control strategies, set points and
control constants. With the control system being separated into two sections, changes can
be made to set points and control variables without changing the conversion equations
used by the control management system. This allows changes to be made to the system

while the system is in operation.
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During this warm-up period, the chiller brings the chilled water and supply air temperatures
down to the approximate experimental levels. Once the system displayed "steady state"

behavior, experimental testing could be conducted.

Under a specific load and room thermostat setting, the optimizing program was run to
determine the set points for the supply air and chilled water temperature and the number of
fans that should be used on the air cooled condenser. The optimization program then
output a list of possible combinations of the three variables that would satisfy the load
conditions along with the predicted energy consumption. From the list of possible
combinations the lowest predicted energy consumption was determined. The set points for
the three controlled variables were then entered into the CMS. The system was then
allowed to stabilize under these operating conditions. Upon determining that the loads

were being met, data was collected for that particular blast gate setting.

Data for each flow condition were collected by the CMS and output to a data file as five
minute integrated averages. A minimum of fifty minutes of data was collected under each
flow condition. After sufficient data were collected, the data file was closed and the
positioning of the blast gate was moved to the next condition to be considered. The system
was then allowed to return to steady state before collecting data under that fault condition.
It should be noted that under a fault condition of this type, none of the variables that were
used to optimize the system were changed. Therefore, the conditions set by the optimizing

program could be used for the various fault conditions being considered.

Air loop faults were conducted at two level of loads; 50 and 75% of the maximum load

simulator coil load, 45 MBTUH, at each of the fault levels mentioned previously.
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2.3.3 WATER LOOP FAULTS

Water loop faults were implemented by modifying the temperature of the chilled water
which was supplied to the AHU cooling coil. These experiments were used to replicate a
chilled water sensor error. The optimizing program was then used to determine the set
points for the controlled variables. The CMS was then programmed to change the chilled
water temperature by a predetermined amount. The control equation used during these tests

is shown below:

Actual Temperature = "Optimal Tchw" - Fault (2.33)

Where the actual temperature is the temperature that is delivered to the cooling coil, and the
optimal Tchw is the chilled water temperature as determined by the optimizing program.

The fault levels that were considered included -4,-2, 0, 2, and 4 degree F increments.

These experiments were conducted using the same method as the air loop faults. The
chilled water temperature was allowed to vary from the optimal condition to determine how
the system is affected by such a fault. Water loop faults were also conducted on the 50 and

75% load levels of the load simulator hot water coil capacity.

2.3.4 LIMITATIONS/DIFFICULTIES

Several aspects of the JCEM system caused operational difficulties during this experimental
work. The 50 ton chiller is oversized, so, therefore, the system could not be tested under

full chiller power. The chiller was able to meet the highest loads imposed during testing
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while only operating in second stage. The load levels that were imposed on the chiller were
in the 15 to 30% of the maximum load level. The 75% load level imposed on the load
simulator hot water coils, represented the 30% load level on the chiller. The 50% load level
on the zones translates to approximately 15% of the total chiller load. Had the chiller been
sized closer to the system, small changes in chiller operation would have caused more

noticeable changes in the chiller power consumption.

The freeze protection control built into the chiller controls also affected the experimental
runs. The chilled water set temperature under the water loop fault of +4 degrees F called
for the water to be delivered at 41 and 39 degrees F for the 75% and 50% load levels,
respectively. Under this testing the temperature oscillated around the set point. If the
chilled water temperature dropped below 38 degrees F, the freeze protection controls shut
down the chiller and invalidated the tests. The fluctuations of the system varied with
atmospheric temperature and other variables, so it was possible at times to run water loop
faults at the +4 level. Experimental results were obtained for each of these load levels,
although replication of these results was not possible during the current testing period due

to time and weather constraints.



CHAPTER

THREE

System Balances

The first section of this chapter describes the method and means for applying mass and
energy balances to the HVAC system located at the JCEM. The second section discuses
the results of mass and energy balances conducted on the air loop fault experiments for
both the 50 and 75% load levels. The water loop fault experiments are examined in a
similar manner in the third section. Conclusions reached from these balances are covered

in the last section of the chapter.

3.1 Introduction

In order to detect faults in a HVAC system accurate measurements of system parameters are
necessary. Energy and mass balances can be utilized as a means of verifying the accuracy
of these measurements. Unbalances determined through the application of energy and
mass balances can be used to detect faults located in the system. Even with the existence of
inherent sensor measurements, significant unbalances occurring in the system can be

identified.
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Energy and mass balances were used to verify the experimental results obtained from the
testing performed at the JCEM laboratory. The HVAC system was divided into
subsystems. Figure 3.1 shows a schematic of the system (labeled system 6) and outlines
the five subsystems which were considered. The variables that were directly measured in
each subsystem are labeled in the schematics e.g. Figure 3.2. Mass balances were used to
check that the measurements of both air and water (water vapor) flow rate were accurate.
Energy and mass balances were conducted on the entire system as well as the five main

subsystems. The five subsystems include the following areas:

1. Fresh air intake / Exhaust discharge

AHU-1 cooling coil

Supply ducting - from the AHU to the load simulators
Load simulators

Return ducting - from the load simulators to the exhaust discharge

N L

Total system

The experiments with introduced faults in both the air and water loops were used as the
basics for instrumentation evaluation. Zone load levels of 50 and 75% will be examined in
each of the six systems for both fault conditions. The energy balances conducted in each of

the six systems will use the following equations as needed.

For heat transfer in the air side loop

Qair = VpAh 3.1
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where Ah is the difference between the enthalpy entering and leaving the subsystem.

For heat transfer in water side loop

Quwater = VPCPAT (3.2)

The water side equations assume that the density and Cp of the water is constant over the

range of temperatures that are being considered.

To normalize the results of the mass and energy balances, the results have been divided by
the respective values across the coiling coil. For example any air flow unbalance in system
1 would be divided by the air mass rate of flow across the cooling coil and then multiplied
by 100 to obtain a percent unbalance. Similarly the water mass flow rate entering the
cooling coil and the energy removed from the airstream by the chilled water were used to

normalize the results from the water mass and energy balances respectively.
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Figure 3.1 Schematic of the HVAC system and the subsystems considered
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3.2 Air Loop Faults - Mass and Energy Balances

While section 2.3.2 described the manner in which the faults were introduced into the air

loop, this section focuses on the effects those faults have on the system.

3.21 SYSTEM 1

System 1 consists of the duct work between the exhaust damper and the cooling coil of
AHU-1; This system also includes the ducting into which the fresh air which is brought
into the system and mixed with the recirculated air. The outdoor/recirculation damper is
controlled to allow the predetermined amount of fresh air to enter the system; 10% outside
air was used in these experiments. The actual outside air damper and the exhaust damper
are controlled off of the outdoor/recirculation damper. Ideally the dampers would modulate
to allow the desired mass flow rate of outdoor air into the system. Figure 3.2 shows a

schematic of system 1

Mass balances for both air and water and energy balances were conducted on this system.
The exhaust and recirculated airstreams were considered to have the same properties as the
return air. The exhaust air mass flow rate was found through subtraction, and the intake air
mass flow rate was calculated using the outdoor air density and the difference between the
mixed and recirculated air flows. Since the exhaust and intake mass rates of flow were
calculated, the mass balance calculation on the air is exact. This assumes there were no

error in the instrumentation used in the calculations. Mass balances were also conducted on
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the water flow rate in the system, the results of these water mass balances are outlined in

Table 3.1.

to AHU-1
mixed air
P,V,T,0,®,h
return air ' -
P,V,T,0,0,h ‘ recirculated air T
A%
Exhaust Intake

p.T,0

Figure 3.2 System 1 exhaust/recirculation ducting

An energy balance was also conducted around the system and the percentage unbalances
are shown in Table 3.2. The density of the mixed air and the volumetric flow rate used for
the inlet conditions of the AHU are actually measured at the outlet of the AHU. These
values were used on the inlet side of the AHU since the mass rate of flow of air is

conserved across the cooling coil.
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% Reduction % Unbalance - Water Mass Rate of Flow
in Flow 50% exp1]|50% exp2|75% expl|75% exp?2
0 13.18 13.99 12.66 11.19
5 14.29 13.69 11.51 11.67
10 13.75 14.53 12.43 12.04
20 14.63 15.729 12.26 12.73
30 14.76 14.54 11.56 13.74
40 14.38 14.25 12.76 14.10

Table 3.1 System 1 - water mass flow rate unbalances

% Reduction % Energy Unbalance
in Flow 50% exp1|50% exp2|75% exp1l|75% exp2
0 24.43 26.68 30.89 28.59
5 27.46 27.46 28.43 27.61
10 26.10 28.95 31.13 28.83
20 28.73 30.50 30.14 32.25
30 29.31 27.98 29.32 34.07
40 28.19 29.25 31.36 33.30

Table 3.2 System 1 - energy unbalances

Examining the results of the mass and energy balances for system 1, the existence of a fault
in the instrumentation is probable. Further examination of the other subsystems will be

needed to determine the location of the instrumentation in which the fault is located.
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3.2.2 SYSTEM 2

System 2, shown in Figure 3.3, consists of the AHU-1, which includes of the coiling coil
and the supply fan. Mass and energy balances were conducted on both the water and air
sides of the coil. The energy added to the air-stream by the supply fan was obtained from
ASHRAE [1989] for a fan with its motor outside of the airstream and has been reproduced

below.

Qem = 2425 HP FLy Fym (3.3)

Where Hp is the horse power rating of the fan, F[ M is the motor load factor, and F{M is
the Motor use factor. The actual power consumption of the supply fan, converted to
BTU/hr was substituted into equation (3.3) in place of (2425 HP). This accounts for the
fact that the fan was not running at the rated power (15 HP). The motor load factor, 0.87,
was obtained from a table in ASHRAE. The motor use factor was given a value of unity,

as the fan runs during the entire time the HVAC system is in use.

The mass balances for both the air and water were assumed to balance exactly It was
assumed that the mass rate of flow of the air across the coiling coil was conserved, and that
any change in humidity ratio of the air was due to condensation on the cooling coil. Since
the mass flow rate of condensate was not measured, it was determined by using the change

in humidity ratio and the mass flow rate of air across the coil.
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The results of the energy balances performed on system 2 are shown in Table 3.3. The

temperatures used to perform the energy balances in this section account for the energy

input of the fan.
Supply Air
? P.V.T,0,0h
Supply Fan
o ——— Q supply fan
Chilled Water Flow
V,Ti, T, - _Cooling Coil P Q condensate

T T,0,0 h

Mixed Air
Figure 3.3 System 2 Air Handling Unit 1

The energy unbalances across the cooling coil are within the expected accuracy of the
instrumentation, and for this reason the coiling coil will be used as a starting point for

further examination later in this chapter.
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% Reduction % Energy Unbalance
in Flow 50% expl|50% exp2|75% exp 1| 75% exp?2
0 12.19 12.91 6.15 11.74
5 10.77 15.33 12.72 10.58
10 11.36 13.15 8.46 13.39
20 10.90 11.49 9.33 9.09
30 12.23 11.57 10.80 8.56
40 14.07 14.49 11.43 11.49

Table 3.3 System 2 - energy unbalances

3.2.3 SYSTEM 3

System 3 is made up of the supply air ducting from the AHU to each of the zones. Figure
3.4 shows a schematic of the system, with the inputs and outputs labeled. The results of
the air and water mass balances are shown in Table 3.4 and 3.5. While the results of the

energy balances are shown in Tables 3.6.



to LSIM-1 to LSIM-2 to TMB
p,V,T,0 p,V.T,0 p.V.T,0

R
| | |

}

P,V,T,0,0.,h
from AHU-1

Figure 3.4 System 3 supply ducting

% Reduction % Unbalance - Air Mass Rate of Flow
in Flow 50% exp 1| 50% exp 2 75% expl | 75% exp?2
0 16.46 16.84 13.34 12.57
5 16.91 17.14 13.15 12.59
10 17.12 17.08 13.25 13.39
20 16.98 17.10 12.94 12.80
30 16.99 16.98 12.87 13.26
40 16.39 16.28 13.09 14.33

Table 3.4 System 3 - air flow rate unbalances
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% Reduction % Unbalance - Water Mass Rate of Flow
in Flow 50% expl|50% exp2 | 75% expl|75% exp2
0 22.18 23.76 20.28 19.16
5 23.06 23.90 19.65 19.26
10 23.92 23.93 20.02 19.89
20 23.33 23.76 19.70 19.64
30 23.61 23.96 19.40 20.01
40 22.83 22.92 18.66 20.65

Table 3.5 System 3 - water flow rate unbalances

% Reduction % Energy Unbalance
in Flow 50% exp 1| 50% exp2 |75% exp1|75% exp?2
0 33.43 37.23 49.11 48.27
5 3491 38.66 46.36 47.29
10 37.67 39.13 46.19 50.80
20 37.57 36.39 46.10 47.53
30 37.90 39.21 47.52 48.34
40 37.05 38.79 41.05 47.72

Table 3.6 System 3 - energy unbalances

Examining the results of the mass and energy balances conducted over system 3, errors
larger than expected from instrumentation occur. These results shown that a fault is present

in or around system 3.
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3.24 SYSTEM 4

The fourth system that was considered contains the load simulators. Energy balances were
performed on each of the zones; a typical zone is shown in Figure 3.5. Mass balances on
the air and water vapor flow rates across each hot water coil were conserved. However
energy balances between the air and water sides of the hot water coils were conducted. The
differences in the air energy across the zone were considered to be the result of the heat
transferred to the air. Differences in the hot water entering and exiting temperatures across
the hot water coil were used to calculate the energy transferred from the water. No losses
were considered in the zones; all of the energy transferred from the water is transferred into
the air. Any differences between the loses from the water and gains by the air were
attributed to errors in instrumentation. These differences for each of the three zones are

shown in Table 3.7.- 3.9

Return Air Out

p b V’T9¢

Water in ?
—

V, T, To Typical Zone
-

Water out T

p ’ V’T,q)
Supply Air In

Figure 3.5 System 4 typical zone load simulator



% Reduction % Energy Unbalance - TMB
in Flow 50% expl|50% exp2 | 75% expl]|75% exp2
0 5.49 4.56 2.59 2.78
5 4.22 4.98 2.74 3.14
10 4.14 4.15 2.74 3.62
20 4.09 3.67 2.73 2.82
30 4.26 3.88 2.55 2.64
40 4.12 4.37 2.54 2.38
Table 3.7 TMB energy unbalances
% Reduction % Energy Unbalance - LSIM-2
in Flow 50% exp 1] 50% exp2 | 75% expl|75% exp2
0 - 6.19 - 5.65 - 6.98 - 6.71
S - 6.13 - 5.36 - 7.26 - 6.78
10 - 5.70 - 5.10 - 6.85 - 8.02
20 - 5.59 - 5.01 - 6.93 - 7.70
30 - 5.69 - 5.19 -7.22 - 7.54
40 - 5.88 - 6.14 - 7.18 - 7.48

Table 3.8 LSIM-2 energy unbalances

The energy unbalance in the LSIM-1 considers the necessary steam injection to satisfy the
water balance across the zone. The steam injectors are located down stream from the hot

water coil but prior to the relative humidity sensor. The amount of steam that is injected
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into the airstream is not measured directly, but was calculated using the mass flow rate of

air and the change in humidity across the zone.

% Reduction % Energy Unbalance - LSIM-1
in Flow 50% exp1l|50% exp2 | 75% exp 1l |75% exp2
0 - 2.07 - 1.94 - 1.34 - 1.34
5 - 2.09 -2.12 - 1.42 - 1.29
10 - 2.03 - 1.98 - 1.30 - 1.19
20 - 1.78 - 1.95 - 1.22 - 1.24
30 - 1.46 - 1.86 - 1.00 - 1.18
40 - 2.01 - 1.53 - 0.87 - 0.67
Table 3.9 LSIM-1 energy balances
3.2.5 SYSTEM 5

System 5 considers the return ducting from the load simulators to the exhaust/recirculation
damper. The return fan is positioned inside the return ducting, and has both the fan and the
motor in the air-stream. Figure 3.6 shows a schematic of the system considered while

Tables 3.10 - 3.12 show the results of the mass and energy balances.
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L - p,VT,9,0h

Figure 3.6 System 5 return ducting

1

P, V.T,d P, V.T,d P, V,T,0
LSIM-1 LSIM-2 T™MB
Air out Air out Air out

Q return fan
Return Air Out

% Reduction % Unbalance - Air Mass Rate of Flow
in Flow 350% exp1 |50% exp2|75% expl|75% exp 2
0 - 24.61 - 24.87 - 15.16 - 14.28
5 - 23.61 - 24.33 - 15.27 - 14.56
10 - 23.82 - 24.59 - 15.37 - 13.73
20 -23.71 - 24.73 - 15.81 - 13.68
30 - 24.89 - 24.79 - 15.60 - 13.95
40 - 25.09 - 25.29 - 16.74 - 17.89

Table 3.10 System 5 - air mass flow rate unbalances
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% Reduction % Unbalance - Water Mass Rate of Flow
in Flow 50% expl|50% exp2|75% exp 1] 75% exp2
0 - 60.56 - 61.31 - 41.88 - 39.32
S5 - 61.27 -61.78 - 43.48 - 38.65
10 - 60.09 - 61.03 - 43.52 - 41.34
20 - 60.00 - 61.88 - 43.69 - 41.39
30 - 61.16 - 59.84 - 41.86 - 41.58
40 - 60.66 - 60.20 - 46.72 - 49.50

Table 3.11 System 5 - water mass flow rate unbalances

% Reduction % Energy Unbalance
in Flow 50% exp1l]|50% exp2|75% expl | 75% exp2
0 - 134.06 - 137.85 - 99.53 - 96.69
S5 - 133.02 - 143.54 - 108.94 - 92.61
10 - 129.77 - 133.37 - 104.24 - 109.06
20 - 129.55 - 129.76 - 105.42 - 102.37
30 - 132.96 - 128.13 - 98.07 - 98.04
40 - 135.97 - 141.16 - 112.06 - 120.46
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Table 3.12 System 5 - energy unbalances

The presence of a fault is apparent in system 5 when the results of the mass and energy
balances conducted on the system are examined. Energy unbalance errors of this
magnitude suggest errors in the relative humidity sensors. While air and water unbalances

suggest a flow rate fault or leakage in the system.



63

3.2.6 SYSTEM 6

System 6 is a combination of all of the previous systems, and considers the entire air side
loop as well as the energy gains supplied by the hot water system and the losses to the
chilled water system. Figure 3.7 shows all of the inputs and outputs that were considered
for this system. The results of the air and water mass balances that were performed are
shown in Table 3.13 and 3.14. While the results of the energy balances are shown in

Table 3.15.

Qwater water Qwater

— — — — — c——

I I r. I

Lsim-1 Lsim-2 Tmb I

Qsteam

‘ | Qsupply fan

Qreturn fan! AHU-1 'l‘—» Qwater

|
I b

Qcondensate

Qexhaust  Qintake

Figure 3.7 System 6 overall system inputs/outputs



% Reduction

% Unbalance - Air Mass Rate of Flow

in Flow 50% expl | 50% exp2 | 75% exp 1| 75% exp2
0 - 8.15 - 7.78 - 1.82 - 1.70
5 - 6.85 - 6.91 -2.12 - 1.96
10 - 6.87 -7.22 -2.12 - 0.34
20 - 6.95 - 7.32 - 2.87 - 0.88
30 - 7.59 - 7.51 -2.73 - 0.69
40 - 8.40 - 8.78 - 3.65 - 3.56

Table 3.13 System 6 - air flow rate unbalances

% Reduction

% Unbalance - Water Mass Rate of Flow

in Flow 50% exp1|50% exp2 |75% exp 1l |75% exp?2
0 - 20.26 - 18.72 - 6.66 - 7.09
S - 19.33 - 19.70 - 10.01 - 591
10 - 17.88 - 17.92 - 8.82 - 7.44
20 - 17.51 - 17.61 - 9.42 - 7.01
30 - 18.15 - 16.92 - 8.74 - 5.84
40 - 18.70 - 18.60 - 12.40 - 11.79

Table 3.14 System 6 - water flow rate unbalances
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% Reduction % Energy Unbalance
in Flow 50% expl|50% exp2|75% exp1]|75% exp2
0 - 73.66 - 72.17 - 37.42 - 34.50
5 - 71.80 - 73.52 - 40.90 - 35.25
10 - 70.04 - 71.46 - 40.80 - 31.85
20 - 68.90 - 71.13 - 42.73 - 34.26
30 -71.12 - 70.29 - 38.96 - 31.49
40 - 72.96 - 73.80 - 45.95 - 45.62

65

Table 3.15 System 6 - energy unbalances

The results from the energy and mass balances that were conducted over the system and the
corresponding subsections show that faults are presence in HVAC system that was used
for this testing. Further examination of the types and locations of these faults will be
examined in section 3.4, after a similar analysis is performed for the water loop

experiments that were conducted.

3.3 Water Loop Faults-Mass and Energy Balances

The water loop fault experiments were described in section 2.3.3. The effects of
introducing faults on the system is examined in this section. The inability to replicate some
fault conditions, due to the chillers freeze protection, is the reason for the blank entries in

some of the tables of results.
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The actual chilled water temperature supplied to the cooling coil was determined by the

following equation:

Actual Temperature = "Optimal Tchw" - Fault 3.4)

Where the fault can be expressed in degrees deviation from the set temperature, and is

referred to as "Degrees from optimal" in the result tables.

331 SYSTEM 1

The results of mass and energy balances applied to system 1 (see Figure 3.2) under water
loop fault conditions is shown in Tables 3.16 - 3.17. The air mass flow rates again balance

by default, as the outside and exhaust air mass flow rates are found algebraically.

Degrees from % Unbalance - Water Mass Rate of Flow
"Optimal" | 50% exp 1| 50% exp2 | 75% exp 1| 75% exp?2
-4 12.52 12.84 12.65 12.67
-2 11.53 13.18 12.80 13.10
0 11.87 12.83 13.56 12.59
2 11.46 12.49 12.38 11.87
4 12.37 12.78

Table 3.16 System 1 - water mass flow rate unbalances
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Degrees from % Energy Unbalance
"Optimal" | 50% exp 1| 50% exp2 | 75% exp 1| 75% exp2
-4 31.72 32.07 31.66 33.03
-2 25.35 28.47 32.75 27.08
0 23.32 23.02 31.82 24.60
2 21.14 22.24 31.49 24.73
4 22.15 25.72

Table 3.17 System 1 - energy unbalances

The results form the water loop experiments are consistent with the air loop experiments in

that they show unbalances which indicate the presence of a fault.

3.3.2 SYSTEM 2

The mass balances for both the air and the water for system 2 (see Figure 3.3) were met by
default. The air mass flow rate was assumed to be conserved across the cooling coil. The
water mass flow rate across the coil was also conserved as any difference in the water mass
flow rate across the coil was considered to have condensed on the coil. The amount of
condensate again being found algebraically. The unbalances found through the application

of energy balances on this system are shown in Table 3.18.
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Degrees from % Energy Unbalance
"Optimal" | 50% exp 1| 50% exp2 | 75% exp 1| 75% exp?2
-4 28.98 17.43 20.83 16.56
-2 24.61 22.02 17.18 16.81
0 22.11 17.46 13.19 15.80
2 16.76 13.70 10.27 12.76
4 12.90 9.89

Table 3.18 System 2 - energy unbalances

The energy unbalances across the cooling coil indicate larger imbalances than excepted.
Further examination of the other subsystems is necessary before conclusions can be

reached.

3.3.3 SYSTEM 3

The supply duct (see Figure 3.4) was also examined under water fault conditions. The

results of the air and water mass balances are shown below in Table 3.19 and Table 3.20.

The results from the mass balances conducted on system 3 are approximately the same as
the result from the air loop experiments. However the energy unbalances are larger for the

water loop experiments than they are for the air loop experiments.



Degrees from % Unbalance - Air Mass Rate of Flow
"Optimal" | 50% exp 1| 50% exp2 | 75% exp 1| 75% exp?2
-4 16.27 15.89 13.97 13.76
-2 16.72 17.33 14.19 14.25
0 16.77 17.27 14.74 14.43
2 16.87 17.33 14.32 14.50
4 16.75 14.45

Table 3.19 System 3 - air mass flow rate unbalances

Degrees from % Unbalance - Water Mass Rate of Flow
"Optimal" | 50% exp 1| 50% exp2|75% exp1 | 75% exp?2
-4 22.88 22.15 20.02 20.39
-2 22.13 22.24 20.16 20.37
0 21.82 21.98 20.91 20.38
2 21.86 22.05 20.20 20.51
4 21.73 20.52

Table 3.20 System 3 - water mass flow rate unbalances

The results of the energy balance for system 3 are shown below in Table 3.21.

69
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Degrees from % Energy Unbalance
"Optimal" | 50% exp1 ]| 50% exp2 | 75% exp 1| 75% exp 2
-4 51.75 57.20 58.43 62.13
-2 46.53 50.02 535.23 53.46
0 41.35 40.97 52.95 48.63
2 39.37 37.98 51.2 49.11
4 36.60 48.80

Table 3.21 System 3 - energy unbalances

3.3.4 SYSTEM 4

Energy and mass balances were also applied to ea<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>