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Abstract

“This thesis is devoted to a study of active solar thermal systems, and focuses en analysis -
and design tools. The main part of this work is concerned with development of
algorithms for modeling flat-plate collectors that use monolithic silica aerogel (MSA) as
part of the cover glazing, This study of MSA collectors also includes evalnation of the
performance of the collector component, and simulasion studigs of solar systems with and
without the use of MSA collectors. The other parts of the thesis involves evaluation of

analysis and design 1ools algorithms concerning the solar performance prediction.

Accuracy and ease-of-use has been assessed.

MSA is an absorbing and scattering material in the solar part of the spectrum (03-3.0
jsm). Itis shown that isotropic scattering may be assumed, as long as the cover thickness
is less than 50 mm. Analysis of scatiering is usually mathematically very complex and
requires a great deal of computational effort. However, a relarively fast and simple

method for isotropic scattering within an absorbing and scattering medium has been

propased Hw-anao&.

A new method, which allows the inclusion of scattering layers, based on the embedding
technique [Edwards (1977)], was developed and used to calculate the transmittance-
absorptance product. All of the solar radiation that is absorbed by a cover system is not
lost, since this absorbed energy tends to increase the cover temperaiures and consequently
reduce the losses from the absorber plate. In order to maintain the simplicity of the

Hottel-Whillier collector equation, arl effective transmittance-sbsorptance product was

evaluated. The procedure described by Duftie and Beckman (1980) was applied for this

purpose.

The incidence angle modifier approach used in conventionai fiat-plate collectors was
found to be valid for MSA collectors. Furthermore, effective incidence angles of isctropic

diffuse sclar radiation have been evaluated.

MSA has a very low thermal conductivity (0.008 W/m°K evacuated to 0.1 bar).
However, the material is partially transparent in the infrared between 3 and 5 pm. Due to
large spectral variations in this region, the radiative transport will not be a local
phenomenon anymore, and direct radiative communication between the boundaries may
occur. Consequently, the radiative transport strongly varies with MSA thickness and the
emissivities of the boundaries. In this case, the coupling between the radiation field and
the heat flux caused by conduction has to be considered. To obtain an exact solution for
the combined conduction-radiation energy wansfer in an absorbing-emitting (and
scattering mediumy), the general energy equation must be solved. The F-concept was
maodified 1o be applicable for the infrared heat transfer. The temperature dismibution
within the collector was found by expressing the conducticn terms by finite-differences,
and solving the simultaneous nenlinear equations by Newton-Raphson. The inclusion of
property variations {MSA has the characteristic of a nen-gray medium) did add some
complexity to the functional form of the equaticns. The total exchange factors had to be

solved on a monochromatic basis, and the integrals within the radiation terms had to be

evaluated in each iteration. Once the temperature distribution is known, the beat transfer

across the collector from the absorber 1o the surrcundings can be easily calculated by

medns of an energy balance on one of the boundary surfaces.

The difference in predicted instantaneous collector efficiency for three different collector
designs was observed: (1} one cover with selective absorber plate; (2) evacuated flare-
plate collector; (3) MSA coliector. It was ciearly. seen that considerable improvements of

the efficiency could be obtained by using MSA collectors for medium and high

temperature applications.




The results of a simulation study of a sofar heating system and a combined solar heating

and cooling systemn are presented. In particular, the predicted performance obtained using

conventional solar collectors is compared with the predicted performance using MSA.

callectors.

“Topies on the performance prediction of solar thermal coliectors are discussed. Storage

tank stratification is found to have only a small effect on the coliector performance, but

significantly increases the solar system performance. Simulated system performance with

TRNSYS [Klein et al. (1988)] is compared with the performance predicted by design

methods, and recommendations are given,

diation models were evaluated. On an overall basis, the

nded for

Furthermore, hourly solar 12

isotropic sky model showed the poorest performance and is not recomme

estimating the hourly radiation en a tilted surface. Any of the anisotropic models should

yield acceptable performance for estimating radiation on a tilted surface. The tilted surface

models showed Hutle sensitivity to the input of horizontal diffuse radiation.
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CHAPTER 1

Introduction

Today, sofur technologies remain promising alternatives for providing thermal energy for
a variety of end-uses. The principle barrier to the wider use of solar heat technologies
continues to be unfavorable economics in comparison (o conventional technologies.
However, current research efforts focusing on durable, reliable, and cost effective
prodacts {materials, components, and systems) hold the promise for substantially
improving the competitive posture of solar heat technologics and make it an effectdve and
viable resource. Transparent insulation materials (TIM) belong to the group of new
materials and show erormous potential for significantly improving the performance of
solar collectors and passive heating systems in buildings. At present honeycomb and
aerogel materials are the two major types of TIMs that teceive attention. Besides
technology nnﬁEmBaE the breakthrough for solar energy is dependent upon reliable
methods (tols) to insure the optimal design and integration of solar energy systems in

buildings.

“This thesis is devoted to a study of active solar thermal systems, and focuses on analysis
and design tools. The main part of this work is concerned with development of
algorithms for modeling flat-plate collectors that use monolithic silica aerogel (MSA) as
part of the cover glazing. This study of MSA collectors also includes evaluation of the
performance of the collector component, and simulation studies of solar systems with and
without the use of MSA collectors. The other parts of the thesis invelves evaluation of
analysis and design tools algorithms concerning: the solar performance m.—.mawomo:.

Accuracy and ease-of-use has been assessed.



CHAPTER 2 _

A Review of Solar Thermal Systems

The World Commission on Environment and Development (1987) states thag the rapid
increasing world population together with the limited amount of fossil fuels and the
already significant environmental pollution (CO; greenhouse effect, acid rain, and ozene
layer depletion) will give solar energy an increasing importance in the future. It is this

background that makes the study of solar energy worthwhile.

Serious studies of the sun and its potential began in the seventeenth century, when Galileo
and Lavoisier utilized the sun in their research, In the early twentieth century solar energy
was used to power water distillation plants in Chile and irrigation pumps in Egypt. By the
1920s and 1930s practical use was being made of the sun's energy in California, USA for
solar service-hot-water heaters.. In the period from 1945 to 1965 solar developments also

took place in countries outside the USA [Kreider et al. (1989)].

There are two main categories of solar thermal systems [ASHRAE Handbook (1987}
active nnd passive. Passive systems are those systems which collect or use solar encrgy
‘without direct recourse of any conventional energy source, such as eleciicity, to F.&..H.b the
collection. Active systems require electric pumps or fans to collect solar energy.
Furthermore, they can be classified by the means of their use, as domestic or indusgial,
and stand alone or solar supplemented. Finally, they may be divided by collector type

into liquid or air systems, and by the type of storage as seasonal of daily sysiems.

2.1 Active Solar Thermal Systems

The two possible configurations of solar thermal systems with daily storage are class
as closed-loop or open-loop systems. A closed-loop system has been defined as a circu::
in which the performance of the solar collector is directly dependent on the storar.
temperature. Figure 2.1.1 gives a schematic of a closed-loop system. These systen:
have been widely used to date and at present they are normally used when the temperatu

drop in the load is low, for example in space heating applications.

To load

Auxiliary

Storage
tank

Pump
O From supply

Figure 2.1.1 Schematic of a closed leop solar thermal system,

Figure 2.1.2 illustrates one of several possible configurations of open-loop systems ir:
which the ¢ollector performance is independent of the storage temperature. Open-long:
systems wre normally used when the temperature drop in the load is high, for instan -

industrial process heat applications.

There are many applications of active solar thermal systems throughout the wortd. In thr

work the following applications will be considered:

(1) Sofar water and space heating
(2) Solar air-conditoning
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Pump valve

Siorage
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From supply

Figure 2.1.2 Schematic of an open-loop solar thermal system.

2.2 Solar System Analysis

The solar performance predictions can be divided into two parts, (1) the predicdons of the

input into the solar process, the solar radiation, and (2) the solution of equations

governing the thermal system.

Figure 2.2.1 shows the solar radiation causing a solar process to produce an ouiput. The

solar process may be the Tesponse of a solar thermal system, the reacton of a photovoliaic

cell or chemical reactions in a plant caused by solar radiation. Examples of output are

electric power, heat or plant growth.

Solar Solar Qutput
radiation process

Figure 2.2.1 Schematic for the solar performance prediction.

The quality of the prediction of the output depends on how accurately both the salar
radiation and the solar process are known. For a solar thermal system. that generally
consists of a solar collector, an energy storage and the load, the performance response is
quit complex. However, the availability of micro-computers, greatly simplifics the
probiem of modeling the performance of a system when the components are coupled
together, since in a computer simulation it is easy 1o keep track of all the changiny

variables involved.

The situation is very different for the solar radiztion, which is subject to great uncertainty.
A simulation will provide results for the period over which weather data are provided.
Sufficiens data {e.g., many years) must be provided in order for the simulation to give an
estimate of the long-term average performance of the system. There are two problemns
with the use of simulations as a design tool. First, the hour-by-hour simulation of a
system over many years involves significant computational effort. However, it ix
commaon to use a single design year ("Typical Meteorological Year") rather than years ol
long-term weather records as input to simsulations. The accuracy of this approach depends
on the non-linearity of the system, and how well the weather data for the design yem
matches the long-term average swatistics. Secondly, hourly records of meteorological

variables for extended periods of time do not exist for many locations




2.2.1 Solar Collector Model

Steady-Staie Collector Performance

Relevant studies of solar thermal collectors began by Hottel and Woertz (1942), Whillier
(1953), and Hostel and Whillier (1958), who analyzed the performance of flai-plate
collectors. The resulting theory of flat-plate collectors is well presented by Duffie and
Beckman {1980) and allows the steady state performarnce of a standard fiat-plate thermal

collector to be expressed by

Ou=AcFr[S ~UL(Ti— Tall" (2.2.1)

where ), = the actual useful coliector energy gain [W]

Ac = the cotlector area [m?]

Fp = the collector heat removal factor

S = the absorbed solar radiation {S = (1et)lr} [W/m2]
the transmiitance-absorptance product

n

(o
It = the hourly radiation on the collector surface [W/m?]
Ui, = the collector overall heat loss coefficient [W/mZ2°C]
T; = the fluid inlet temperature °C]

T, = the ambient air temperature [°C]

The + sign indicates a contraller preventing the energy gain from the collector to be less
than zero. The heat removal factor relates the actual useful collector energy gain to the
useful energy gain if the whole absorber plate was at the fluid inlet temperature. Equation
2.2.1, also called the Hottel-Whillier collector equation shows that the useful coliector
gain is determined by the the difference between the absorbed solar radiation and the heat

loss from the collector.

Solar hot water systems that are exposed to Sub zero temperatires usuaily have a heat
exchanger in the collector locp. Duffie and Beckman (1980) showed that the combination

of callector and heat exchanger performs exactly like a collector with a reduced value of

3

Fr. H i >
R. Hence, the modified collector heat removal factor Fg' accounts for the presence of

the heat exchanger and is given by

o

(2.2.2

]

R A Fr Uy,

CYAN
Gl

1+
4 T.J ﬂ_uv:i:

where ?a OLn is the fluid capacitance rate on the collector side of the heat exchanger
(0 Cplnia is the smaller of the fluid capacitance tates on the two sides of the heat

exchanger, and € is the heat exchanger effectiveness.

Pipe heat lesses on the coilector side can be significant. Beckman (1978) elegantly
incorporated the pipe heat loss in the collector performance factors Up and (o), where the

collector and pipe system can be equivalently treated as a collector of reduced

petformance. The moedified values of (to) and U are defined as follows

o) = (1 R
(o) = (1) TURA, {2.2.3)
(ri Cp)e
1- Ug Ay 4 C.ah__f + }ow
C.r _uL ?»_ﬁﬂr AL Fr U
A, (2.2.4)

(i Cole

where Uy is the loss ceefficient from the duct and A; and Ag are the areas for heat loss of

the inlet and outlet Gucts.

Transient Collector Performance
During rapid radiation changes, the Hottel-Whillier collector equation teads to
overestimate the amount of solar energy collected due to the thermal inertia of the

collector. Tieat capacity effects of solar collectors have been studied by Klein et al (1974)




and Wijeysundera (1978). Duffie and Beckman (1980} divide the effects of thermal heat
capacity on collector performance into two parts. One part is due to the heating of the
coliector from its early moming low [emperature to its final operating temperature in the
afternoen. The second part is due to intermitient changes during the day whenever the
driving forces such as solas radiation and wind change rapidly. If collector heat capacity

effects are significant, the second part should be the most importast.

[ruffie and Beckman (1980) presented a maedel for a flat-plate collector that starts from the
equations for the collector absorber piate and the collector cover. The subscripts ¢ and p
Tepresent Cover apd plate. Using the assumption that the ratio (T¢ = Ta)/(Tp - Tad remains
constant at its steady-state vaiue, the differential equations are reduced to the following

differentiat equation for the plate temperature
aTy
(mClo = = ALS - UnlTp - Tl (2.2.5)

where (mC) is the effective heat capacity which reduces the heat capacity of the cover,
{mC),. to an equivalent heat capacity referred to the absorber plare temperature. The
effactive heat capacity of a collector with i covers is given by
- U
(mC), = (mC + W T (mCh (2.2.6)

where Ugj.a is the loss coefficient from the ith cover 10 the ambient air, and (mC)p is the
heat capacity of the absorber plate. Wijeysundera (1978) showed that Equation 2.2.6
describes the changing plate temperature with an error of less than 10% for a single glass
coilector and less than 15% in error for two and three cover collectors. This accuracy is

fully sufficient for most studies of collector heat capacity effects [Duffie and Beckman

(19800}

From the solution of Eguation: 2.2.6 Duffie and Beckman {1980) found that the collector
fime constant , T, is {see Section 3.3 for definigon of T)
mC

T=AUL (2.2.7)

>

Equation 2.2.6 is suictly speaking only valid for solar coilectors with 1o [ow rate. In
practice much of the collector heat capacity effects due te intermittent sunshine happen at
flow conditions. Jimenez-Fernandez {1985} derived a model for the solar collector
response that includes the effect of the flow rate, The model for the mean fluid

temperatuse, Trm, Tesponse is

dTem
dt

(mCs =F AJS - U{Tpm - Tal] - 10 €5 (To - T} (2.2.8)

Assuming: m Cp (To - Ti)= (i Cp)(Trm - T} {Jimenez-Fernandez (1985}], where {m Cpe
is the effective {low rate that allows the collector output to be described in terms of the
mean fluid temperature, the solution of the differential Equation 2.2.8 for a step radiation

change is

_F AU,

Tl = [Te(®) - Than) Fa(mCh +1¢

F' i) (2.2.9)

where Ty m(0} is the initial mean fluid temperature and Ti,, is the final steady staie
temperature. By the above assumption the temperature difference (Tem - T 18
propertional to {To - Ty Thus, the time constan: for the collector outpul 1esponse from

Equation 2.2.9 is

Fr
auﬂiﬂ?_ﬁr :
F' AU (

b

2.10)




Since F' and Fg can be close to 1 {Duffie and Beckman (1980y], it is seen that there is &
large difference between the tme constants of Equations 227 and 2.2.10, corresponding
1o n collectar at no flow and under flow conditions, respectively. Since mpcwmmﬁ 2.2.7
for collectors with zero flow is used in the textbook by Duifie and Beckman (1980), the
{ime constants commonty found in the literature are generally specified too high. A gypical
time constant for a liquid flat-plate collector with a flow rate of 0.02kg/s m? is 1 minute

8} imenez-Fernandez {1985)1.

3.2.2 Storage Tank Modelling

Gordon and Zarmi (1935} pointed out the destruction of the quality of heat occuring in
well mixed storage tanks and proposed the design of single pass SysSems. Both, variable
volume and highly stratified fixed volume systems operating at low collector flow rates
("micro-flow") can have a significantly greater thermal performance than high flow rate

conventional systems (as much as 259% [Jesch and Brown (19841

Duffie and Beckman (1980} offer a numerical node model for the compiex problem of the
simulation of a stratified liquid storage rank. An analytical model for the effect of storage
tank stratification appeared by Phillips and Dave (1982). They proposed the increase in
the performance of a liquid-based salar system due to stratification to be accounted by a
stratification coefficient in the basic goverming equation; the 51OTage is correspondingly

modelled as fully mixed.

More recently a newer concept in tank models, the "plug flow"” models, has been used.
The use of large members of nodes and the use of the plug flow models result in better
representation of well stratified tanks. These models and their use are given by Veltcamp

(1980}, Wuestling et al. (1985), and the TRNSYS Manual [Klein et al. (1988)].

10

2.2.3 Thermal Design Methods

Thermal design methods give estimates of long-term solar system pesformance, but they
do not provide information on process dynamics, Design methods for solar thermal
systems can be divided into four general categories, according to the assumptions on

which they are pased and the ways in which the calenlations are done:

(1) Utilizabjlity methods
(2) Correlation methods
(3) Analytical methods

(4) Short-cut simulation methods

Utilizability Methods

The first category applies to systems in which the cotlector operating temperature is
known or can be estimated and for which criticat radiation Jevels can be established. The
hourly utilizability metbod [Whillier (1953} and Hottel and Whillier (1958)] yields the
Enm.smﬁ average collector performance for a collector operated at constant fluid inlet 1o
ambient temperature difference and requires one caiculation per month for every hour of
the day. The utilizability method considers the effect of radiation fluctuations and aklow:

the average hourly collector performance Lo be expressed in terms of a monthly averagy

value of hourly radiation, It

Qu= A Fr(to)ir ¢

(2.2.11)
where, ¢, the hourly utitizability is defined os
) HFW ﬂ.ﬂsm,_,.n%
= ™ (2.2.12)
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where N is the days in monsh, ¢ is the fraction of energy of the incident solar radiation
that a solar collector, operating at threshold, Ite. ,om: at most convert into useful energy.
The utilizability method was generalized by Liu and Jordan (1963) with the cumulative
frequency distribution of hourly (daily) insolation values. The procedure for calculating ¢
is fllustrated in Figure 2.2.2 {(2), where a cumulative frequency distribution curve I(f) for
measured radiation incident on a vertical surface for the hour pair 11-12 and 12-13 is
plotted. Figure 2.2.2 (b) shows the corresponding utilizability curve, which is obrained
by integrating b= {dashed area) of Figure 2.2.2 (a) for different values of K =I1, /-
Also shown is & curve for the case that all hours of the menth are identical {no
flucteations). This elegantly iflustrates +he effect of radiation fluctuations on the collector

perfornmance.

Blus Hili Otnarvatory
South-facing vertical durface
Jsnuary, 1952-1256 08l
2.0 11-12 &m, 9t 32-1 oM.

5 fa) LI

5.0 . Grivigat rad.
) e T Auerage rad /

os

Hourly radiation
7, Average houtky radition
Uritizability, ¢

T

!

Limiting
curve of
identical doyt

0.2

Q a4 ‘0.8 12 1.6 2.0

] 0.2 04 06 0.8 1.0 ‘
Critical radiation rato, X¢ = Le iy

Fractional tima, [0 during which radiation <l

Figure Z.2.2 Utilizability: (a) Cumulative distribution curve for hourly radiation on a south facing

vertical surface in Blue Hill, MA-USA; (b) Utilizability curve derived by numerically integrating Figure

2.2.2 (). Adopied from Duffie and Beckman (1980}

Klein {1978) and Collares-Pereira and Rabl (1979) independently extended the hourly
utilizability method to daily utilizabiliry to reduce the computation efforr, where the latter

included concentrating collectors.

The limitation of the utilizability method is that it applies only for collectors being operated
at 2 constant inlet fo ambient temperature difference. Also, the discussion on the collector
performance makes clear that the utilizability method yields the collector performance
under the assumprion that the collector has a zeto time constant. In other words, for the
utilizability method, it is implicitly assumed that collector heat capacity effects can be

neglected.

Correlation Methods

The second category of design methods includes those that are correlations of the results
of a large number of detailed simulations. A widely used correlation method that yields
the systém performance for the special case that the minimumn load delivery temperature {s
20°C is the £-chart method of Klein et al. (1977). The f-charts have been developed for
three standard system configurations, liquid and air systems for space (and hot water)

heating, and systems for service of hot water only.

Detailed simulations of these sysiems have been used 10 develop cotrelations between
dimensionless variables and f, the monthly fraction of 1oads carried by solar energy. The

two dimensioniess groups are

O M_,:.w ST 2217

Y= ?mKM&mﬂz (2.2.14)




t4

2
where A; = the collector area fm?] Analytical Methods

F'r = the collector-heat exchanger efficiency factor
UL = the coilector overall heat loss coefficient [W/m2°C]

An analytical method o predict the long-term performance of solar thermal systems with

At = the number of seconds in the month well mixed storage was introduced by Gorden and Zarmi (1985). Another method for air

T, = the monthly average ambient temperature [°C} .

; systems was developed by Ajona and G don (1 .
Ter = anempirically derived reference temperature (100 °C) ” pea by Aj ordon (1987). The method by Gardon and Zarmi
L = the monthly total heating load for space heating and hot water [J : is based on the utilizability method, where an effective radiation ratio, Heor, s calculated

Tir = the monthly average daily raciation incident on the collector surface [1/m?} with 2 constant radiation model, 7 = I iy, which enables the analytical sokution of the

N = the number of days in the month
(Ta) = the monthly average wransmittance-absorptance product

system differential equation. Analyticul approaches are particularly suitable for solar

system optimization, but have the disadvantage that they apply only for simplified solar

system configurations, and are system operation specific.

The first group describes the ratio of total absorbed energy on the collector absorber plate !

tg total load; the second group represents the ratio of reference collector heat loss to total

load. The result for a liquid-based systern is Short-Cut Simulatien Methods

The fourth category of design methods is based on short-cut simulaens. In these

f=1.029Y - 0.065X - 0.245Y2 + 0.018X2 + 0.0215Y? (2.2.15)

for 0 <Y <3and 0 <X < 18.

methods, simulations are done using representative days of meteorological data derived
from statistical data and the results are related to long term performance. The methods

Klein, Beckman and Duffie (1579) combined the daily utilizability with the f-chart concept presented are the TMD method by Feuermann et al. {(1985) and the MIRA method by

to allow minimum load supply temperatures other than 20°C. The resulting ¢f-chart : Reddy et al. (1987).

method assumes a fully mixed storage tank and requires the load w be in closed loop,
The TMD method substitutes the distribution of the average radiation over the day with the

where the load is supplied above one minimum temperatre Ty (the reum temperature
mirror image of two cumulative frequency diswibuiions, corresponding to the average

from the Ioad is always at or above Trin). The auxiliary is in parallel to the sterage tank
daily clearness index of the average day. However, the clain that this ensures the correct

and “takes over" once the supply temperature drops below Trin. Braum, Klein and
frequency of occurrence of radiation values on the collector is questionable. The typicul

Pearson (1983) extended the $f-chart method o include open loop systems by

meteorological day constructed in this manner puts all the high rad ion values (clear sky

characterizing the load by two temperatures, the supply temperature and the tank
n series with the load and adds heat once . <E=.amv into the center of the day, bence implying that noon hours have a higher frequency
; of clear sky radiation than hours during morning or afternoon. This is unrealistic, and the

the supply temperature drops below a set value. The ¢f-chart method is probably the best

return/make up temperature. The auxiliary is &

design methed available although it is not as easy 10 use as the f-chart method. The correct frequency of occurrence of radiation values should be satisfied during all hours of
the day.

disadvantage of both correlation methods, f-chart and df-chat, is the indirectness to the

actual physics involved in the performance prediction. They appear for the user like &

recipe.




The MIRA method considers the "correct” frequency distribution for all hours of the day
by successive hourly utilizability evaluations for the collector performance. The hourly
utilizability is evaluated for every hour of the day, where the average hourly radiation is
given by the average distribution of radiation over the day. The MIRA method has two
subtle faults. The utilizability concept was originally devised to save the user the
integration for the collector performance aver the radiation fluctuation. However, when a
numerical solution of the system performance equation is performed anyhow, the
integration for the collector performance is trivial. This way, the collector performance
calculation with the utilizability method only complicates matters, i.e., the simulation is
not as direct as it could be. More fundamental is the problem that the utilizability, ¢,
yields only the quantity of heat not the quality. This means for simulations wanting to
consider storage tank stratification that the information on the fluctuating collector outlet

temperature is Jost

Both typical meteorological day methods neglect the (weak) correlation between
successive radiation values, i.e., the effect of the order of occurrence of the daily
insolation values, but satisfy the cumulative frequency distribution. Fixing the daily
average radiation to moenthly average for every day of the month, also neglects the
fluctuations of the average. This leads to pesformance over-predictions for sofar fractions
exceeding 80% [Reddy (1987)] since the uniform distribution of average radiation over
the month does not account for energy dumping. However, the typical meteorological
day simulation method is very attractive through its simplicity and directness to the

problem of long-term performance prediction of solar energy systems and should receive

attention.
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2.2.4 Simulation Methods

Simulations are the most'powerful tool for analysis and design of solar thermal systems.
The essential point of the simulation method is the numerical solation of the system
performance equation, which represents a heat balance on the storage tank. The
governing energy balance equation for a liquid-based solar system with fuily mixed tank
is derived in Chapter 3. This first order differential equation cannot in general be solved
analytically due to the complicated dependence of the instantanecus radiation on time and
the presence of a controller switching the collector pump on only when there is some

energy gain.

However, with a numerical solution, the controller is most easily considered. The most
widely used computer simulation program is TRNSYS [Klein et al. (1988)). It is
important to realize that every computer simulation program can only be as accurate as the
solar radiation fed into the simulagion. An advantage of the conventicnal simulation
method is that it can handle any type of system configuration and that it predicts the
performance under the condition that collector, storage and other systern components are
coupled together. The disadvantage of the conventional simulation Eo.n..on is thar it
requires long-term detailed meteorological data, which may not be available for the

location under consideration.

The generation of synthetic radiation sequences equivalent to actual solar radiation offers
the use of the simulation method without the need for long-term detailed meteorological
data. The synthetic radiation generation can be divided into two parts. Firstly, for each
month of the vear a daily radiation sequence satisfying the frequency distribution of daily
radiation values and the correlation between successive days is generated. The procedure
of Graham et el. (1988).is recommendled for this purpose. Secondly, the correlation of

Collares-Pereira and Rabl (1979) may be used 1o each daily radiation value in the
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sequence to generate the desired instantaneous {fourly) solar radiation. An good
comparison between correlation methods and the simuilation approach is given by Klein

(1987).

2.3 Solar Radiation

The sun emits an electromagnetic radiation spectrum into space approximately equal to that
of a black body at 6000 K. The term short-wave solar radiation denotes radiation of
wavelength becween 0.3 10 3.0 m, which contains more than $8% of energy of the sun's
radiation spectrum. This research deals with broadband sofar radiation models, i.e. the
models are not spectrally dependent. The ‘broadband assumptions greatly simplifies solar

radiation models by eliminating the need 1o integrate over all wavelengths.

But what makes the prediction of the terrestrial solar radiation so difficult? The solar
radiation in space outside the earth’s atmosphere (extraterrestriak radiation) is practically
constant and vaxies by only 7% through the slightly elliptic orbit of the earth around the
sun. With n the day number, the extraterrestrial radiation normal to the sun's bearn, Gon,

can be expressed as [Duffie and Beckman (1980)]

Gon = Ged 1 + cos 222 @.u.:
The average normal incident radiation (often cafled the solar constant), Gy, corresponding
to the average sun-earth distance that would be received without the presence of an
atmosphere on the earth's surface is = 1367 W/m2 [Igbal (1983)]. However, in the
presence of the atmosphere the terrestrial radiation is highly variable. When solar
radiation enters the eartly's atmosphere as beam radiation, it is attenuated. The atienuation

of the incident epergy is due to two phenomena, (1) atmospheric scattering by air
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molecules, water vapor, and dust, and (2) atmospheric absorption by ozone in the

ultraviolet and water vapor in bands in the infrared.

In the current state of solar radiation research on the availability of terrestrial radiation, the
attenuation and fluctuation of solar radiation is considered on the basis of hourly radiation
values. It is questionable, if the flucmation of integrated hourly radiation values is
representative of instantaneous or short-time integrated radiation. However, the analysis
performed in Section 3.4 shows that the effect of using hourly rather than instantaneous

radiation values on the long-term system performance can be ignored,

Since solar radiation is the driving force for solar encrgy systems, accurate radiation
values are essential for meaningful simulation results. Incorrect or unrealistic solar
radiation data can abrogate proposed solar system designs which result from the
simulations. Actual measurements of hourly solar radiation data would be desirable for
input but are probably not available for the location and coliector orientation under
consideration. Accordingly, these data have to be predicted from alternative observations

relating more or less explicitly to horizontal surfaces.

If hourly global horizental radiation data for the site under consideration is available, two
problems exist: first, determining the fraction of the global radiation which is diffuse (or

heam); second, estimating the total radiation on a tilted surface of any orientation.

2.3.1 Determination of Horizontal Diffuse Radiation

By measuring (or estimating) the global radiation on a horizontal surface, 1, and
calculating the diffuse radiation, Iy, the beam radiation component, Iy, can be calculated

by
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L=1-14 (2.3.2)

Fundamentally there are two methods for estimating the diffuse (or beam) radiation on a
horizontal surface: empirical correlations or solving the radiative transfet equation. The
two methods differ greatly in computational effert and information required 1o evaluate the
diffuse (or beam) radiation. In this work, only empirical correlations will be considered
because of their computational simplicity which is very important in simulation studies of

solar energy systems,

Early work by Liu and umawa (1960) showed a relationship between daily diffuse and
daily total radiacion on a horizontal surface. Other authors have developed diffuse fraction
correlations specifically for hourly intervats. Erbs et al. (1980) and Orgill and Hollands
(1977) have developed diffuse fraction comefations as a function of k;. Stauter and Klein
{Duffie and Beckman {1980)] used a clearness index, k¢, where a "clear sky" radiation,

L., replaced extraterrestrial radiation in the definition of k.

The models based on k; (referred to as Liu- and Jordan-type models) are convenient
because the only required input is hourly globat horizontal radiation. The main drawback
with using Liu and Jordan type models is the high standard error associated with
estimating the hourly diffuse fraction. Figure 2.3.1 illustrates the problem of predicting
the hourly diffuse fraction as a function of k;. It is obvious that the hourly diffuse fraction

is not a function of k; alone.

Tgbal (1980) and Skartveit and Olseth (1987) suggested that the second most important
variable after ki is the solar altitude, . Reindl (1988) showed that the four best

predictors to correlate the diffuse fraction were k;, sin o, ambient temperature, Ta, and

relative humidity, .
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Figure 23.1 Diffuse fraction versus cleamess index for Oslo, Norway.

The Liu and Jordan modei (1960) is based on 10 years of data (1947-1956) from Blue
Hill-Massachusetts, USA (42°N). The comelation is given by:

19/l = 1.0045 + 0.04349k, - 3.52274% + 26313 k<075 (23.3)

T/1=0.166 k>075 (2.3.4)

Although this correlation is a daily rather than an hourly model it has been applied to

hourly data by many authors.

Erbs et al. {1980) used a database composed of four U.S. locations to develop an
hourly diffuse fraction correlation as a function of the clearness index. Erbs chose to use

a three piece curve to fit the diffuse fraction.

Ly/l= 1.0 - 0.09, k €022  (23.5)




I/l = 0.9511 - 0.1604k, + 4.388K% - 16,638k, + 12.336k;!
0.22<k <08 (2.3.6)

Iy/1 = 0.165 k,<0.8 (2.3.7)

Skartveit and Olseth (1987) used fourteen years of data (1965-1979) from Bergen,
Noerway (60.4 °N) to develop an hourly diffuse fraction correlation as a function of the
clearness index and the solar aktitude angle. The fourteen years of data yielded 44.687

valid hourly periods to create the three piece curve fit of 1y/L
Lyl=10 k, €02 (2.3.8)
I/l = (k) = T - (1-d1(0.27K05 + 0.73K2) 02 <k < 1.0%; (23.9)

Iy/T =1 - 1,091 - K109 )k, kK 2109 (2.3.10)
where

s o (k=02 %
K=05 T...E:: k02 0.5

ky = 0.87 - 0.56-¢- 006
dy = 0.15 + 0.43-¢- 0.06x

This correlation is plotted versus the clearness index for fixed solar aldtude angles
together with the Liu and Jordan, and the Erbs correlation in Figure 2.3.2. The solar
altitude effects are clearly seen a1 high valees of k, ﬁnwaﬁ. skies). For clear sky condition,
the diffuse fraction increases for decreasing solar aktitude angles due to the longer path

length required for radiation to ravel.
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Figure 23.2 Diffuse fraction correlations: Lix and Jordan, Erbs, and Skartveit and Olseth.

._wunnamw Reindl et al. (1988) used a database composed of five locations (Albany-New
York, USA; Cape Canaveral-Florida, USA; Hamburg, West Germany; Valentia, Italy;

and Copenhagen, Denmark) to develop an hourly diffuse fraction correlation,
TyT=1.00 - 0.232k, + 0.0239sinc - 0.000682T, + 0.0195¢ k, < 0.3 (2.3.11)

Tyl = 1.329 - 1.716k, + 0.267sinc: - 0.00357T, + 0.106¢
03 <k <078 (2.3.12)

Iy = 0,426k, - 0.256sine + 0.00349T, + 0.0734¢ k=078 {(2.3.13)
This correlation is the resuit of an extensive study were stepwise regression was used to

reduce a large set of potential predictor variables down to four significant predictors, and

is to the authors knowledge the most detailed diffuse fraction correlation there exist.




2.3.2 Total Radiation on Tilted Surfaces

* Predicting the tozal radiation on a tilted surface requires knowing the diffuse and beam
radiation on a horizontal surface. If diffuse (or beam) radiation measurements are 10t
avaiable, the methods described in Section 2.3.1 must be used to estimate the hourly
diffuse radiation. In this section, methods for projecting the horizomal radiation

components onto a tlted surface are presented.

The total radiation oa a tilied surface, I, is made up of three compenents: beam radiation,

Ly, diffuse solar radiation, Igr, and solar radiation diffusely reflected from the ground,

Lt
Ir=1Ipr+ lar+ lgp (2.3.14)
The decomposition of the total radiation incident on the tilted surface into the above three

components is illestrated in Figure 2.3.3. The methods for nmﬂ_.:.mmmm each radiation

component on a tilted surface are described below.

Figure 2.3.3 Incidence of beam, sky diffuse, and ground-reflected radiation on an inclined surface.

Beam Radiation
Duffie and Beckmnan (1980} define the geometric factor, Ry, as the ratio of hourly (or
instantaneous) beam radiation on a dlted surface to the hourly beam radiation on a

horizontal surface. The ratio Tyr/Ty is given by

Ry, = Iyt/Ty = cos ©/cos 8, (2.3.15)

Thaus, the beam radiation on a tilted surface is

Lr=I, Ry (2.3.16)

When values of either 8 or 8, exceed 90°, the beam radiation on the inclined surface will
be zero, If & is greater than 90°, the sun is behind the collecting surface, while the sun iy
below the horizon when 9, is greater than $0°.

Ground Reflected Radiation

A common method for calculating the ground reflected radiation incident on a tilted
surface is to assume the foreground in the collector field of view is a diffuse reflector and
that the horizon is unobstructed. Other authors have proposed anisotropic ground
reflectance models [Skartveit and Olseth {1986) and Gardner and Nadeau (1988)] but the
lack of experimental data has hindered their validation. Therefore, the ground reflected

radiation is assumed to be isotropic and is obtained by [Duffie and Beckman (1980)],

1-cosB

Lr=Ip, A% 2317

where py is the ground reflectance.
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Sky Diffuse Radiation

Diffuse sky radiation is difficult 10 model since its angular distribution is generally
unknown and gme dependent. Based on measurements of the diffuse radiation across the
principle plane [Kendratyev (1969); Temps and Coulson {1977); McArthur and Hay
(1981)] several authors [Kuchler (1979); Perez et al. (1987); and Reindl et al. (1988)]
introduce three suhcomponents to approximate the anisotropic behavior of diffuse
radiation: circumsolar, horizon brightening, and isotropic diffuse radiation. Circumsolar
radiation is predominantly forward scattered radiation resulting from aerosols in the
atmosphere. Horizon brightening is the increase in diffuse radiation near the horizon due
1o an increase in scattering of the incident radiation as it passes through the longer
pathlength of atmosphere near the horizon and by multiple internat reflections within the
earth's atmosphere, Isotropic is the remaining portion of diffuse radiation assumed to be

uniformly distributed over the sky dome.

Figure 2.3.4 shows contour maps of intensity distribution under clear skies (a); under
parily cloudy skies (b): and under overcast skies (c). High circumsolar radiation and
horizon brightening are apparent in Figure 2.3.4 (a). In Figure 2.3.4 (b} the circumsolar
radiation is still clear but the horizon brightening is less pronounce. It is apparent from
Figure 2.3.4 (c) that in the case of an overcast sky, the radiation is not completely
isotropic over the sky deme. Itis seen to have a maximum at about a zenith angle of 0°,
significantly in contrast to the isotropic sky assumption.. Skartveit and Olseth (1986)
used similar results reported by Robinson (1966) to model this anisotropy under overcast

skies.

Four existing tilted surface models are presented: isotropic [Hottel and Woertz (1942)],
Hay and Davies (1980), Skartveit and Olseth (1986), and Perez (1987). A new model
based on the work by Olseth and Skarrveit (1986), and Klucher (1979) is developed and

presented in Chapter 4. In all of these models, the direction of beam rudiation is

accounted for by the use of Ry and isotropic ground-reflected radiation is assumed; the

differences are in the treatment of diffuse sky radiation.
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Figure 2.3.4 Angular variation: of the sky diffuse intensity under (g} clear skies; (b} partly cloudy skies;
(c) overcast skies. Adapted from McArthur and Hay (1981).
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The isotropic model assumes that the diffuse radiation is uniformly distributed over the

entire sky dome. A surface tilted at a siope P from the horizontal has a view factor to the

sky given by cos2(B/2) = (1 + cos B)/2. The diffuse radiation on a tilted surface is
therefore given by
fﬁrﬁ%& (2.3.18)

The isotropic model is the simplest of the tilted surface models as no anisoopic effects is

included.

Hay and Davies (1980) developed a model which divides the diffuse tadiation on a
horizontal surface into a circumsolar component, (Ty, I3}, and an isotropically disributed
companent, (| - Ty} Ig. Here, Ty is the atmospheric ransmitiance to the beam radiation
component {also called the anisotropy index) which is the ratio between the hourly direct
normal beam radiation, Iy, and the hourly extraterrestrial radiation at normal incidence,
Lo Since the circumsolar diffuse radiation originates from a region in the neighborhood
arpund the sum, it is projected onto the tilted surface in the same fashion as beam

radiation. The complete Hay and Davies model is given by the following relationship
1+ cos B
k=Lt Ry + (1 - wl-—F5— (2.3.19)

Under clear skies, 7, will be high and the circumsolar component is weighted more
heavily than the isomopic component. Under cloudy skies, Ty goes to zero and the diffuse

sky radiation is treated as isotropic.

Skariveit and Olseth (1986) propesed an anisotropic model to estimate the diffuse sky
radiation on a tilted surface which accounts for anisotrapy effects both at overcast and

cloudless weather. This model is the result of modifications made to Hay and Davies

model. In his study of solar radiation Robinson {1966) reparted that the diffuse radiation
on a tilted surface at overcast is proportional to cos([3/2), significantly in contrast o the
cos?(B/2)-proportionality occuring under the isotropic sky radiadon assumption. To
model this anisotropic behavior Skartveit and Olseth (1986) assumed that at overcast a
fraction Z. = 30% of the diffuse radiation on a horizontal surface is due to diffuse
radiation from zenith, and the remaining 70% is treated as isotropic diffuse. This zenith
brightening declines rapidly with reduced cloudiness, and vanishes at about 75-50%
[Robinson (1966)], comresponding to & Ty equal to 0.15 [Skartveit (1976)]. Skartveit and
Olseth modified version of the Hay model for the diffuse sky radiation on a tilted surface
is given by

1+cosP

r=Tqit Ry + Zecos B+ C..?-N&{

H (2.3.20)
where
Z,=03-21

For 1, larger than 0,15 Skartveit and Olseth model reduces to the Hay model.

The Perez et al. model (1987) accounts for circumsolar, horizon brightening, and
isotropic diffuse radiation by empirically derived "reduced brighmess coefficients”. The
reduced brightness coefficients, F'j, F'; are functions of the sky clearness, £, and sky
brightniess, A, parameters.

EE:.WE+ H.oﬁ c&

1+1041 8

€= (23.21)

(2.3.22)

-
1]
oyl

The sky clearness and sky brightness parameters are used to calculate the reduced

brightness coefficients from the following relationships and Table 2.3.1.
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F'| = F11(e) + F12(€) A + F1a(g) 6; (2.3.23)

F'y = By (e) + Faa(g) A+ Fa(g) 6, (2.3.24)

Table 2.3.1 Intermediate brightness coefficients.

€ bin Upperlimit Fyy Fjp  Fia  Fy  Foy Fy

1 1.056 -0.011 0.748 -0.080 -0.048 0.073 -0.024
2 1.253 -0.038 1.115 -0.109 -0.023 0.106 -0.037
3 1.586 0.166 0909 -0.179 0.062 -0.021 -0.050
4 2.134 0.419 0.646 -0.262 0.140 -0.167 -0.042
5 3.230 0710 0.025 -0.290 0.243 -0.511 -0.004
6 5.980 0.857 -0.370 -0.279 0.267 -0.792 0.076
7 10.08 0.734 -0.073 -0.228 0.231 -1.180 0.199
8 - 0.421 -0.661 0.097 0.119 -2.125 0.446

The magnitude of the reduced brightness coefficients weight the respective circumsolar,
horizon brightening, and isotropic diffuse radiation components. The angular location of

the circumnsolar region is detertined by the ratio a/c.

max [0, cos 8] (2.3.25)

4=
¢ max Tom 83, cos ¢L

The tilted surface sky diffuse radiation can then be estimated by the following

g"uﬂhc.mﬁ - m.:: + COS E + F4 W+ F'3 sin E (2.3.26)

2.4 Transparent Insulation Materials

2.4.1 Introdaction

In nearly all cases solar energy components need two basic elernents: the thermal absorber
and some transparent cover that reduces the heat losses from the absorber to the
environment. Many efforts in the past have been undertaken in order to improve
absorbers. Selective coatings have been developed in order to reduce IR-radiation losses

from the absorber without losing its ability to absorb solar radiation.

Another approach is the use of transparent covers, which restrain heat transport more
efficiently than conventional collector glazings. Convection suppressing devices such as
specularly reftecting honeycomb structures should fill the space between absorber and
cover to suppress the onset fluid motion [Hollands (1965), Edwards (1969), Meyer et al.
(1978), and others]. Symons et al. (1983), Hoogendoorn (1985), and Karlsson (1988)
studied thin film structures as honeycombs and slats, and Teflon films with minimal
thickness. These devices guarantee low transmission losses in the solar spectum. They
can easily be combined with selective coatings, because reemission from the plastic films,

coupled to the absorber wemperature by air conduction or even contact, is kept small.

By applying IR-absorbing materials the IR-radiation losses may be reduced appreciably
without the need for selective coatings, and convection may be suppressed when
dimensions are properly chosen [Platzer (1987)]. For the so called aerogel , even air
conduction can be reduced due to the microporous struciure [Fricke (1986} and Svendsen

(1989)]. Up 10 now this has only been possible in evacuated tubes.

The most important characteristic of insulating materials is the total heat transfer

coefficient, hyoy, defined as the heat flux through a materiat divided by the area and the




temperature difference between the boundary surfaces. The reason for applying the total
heat transfer coefficient as the characterizing parameter rather than the heat conduction
coefficient, fggnd (=k/L), based on the thermal conductivity, k, and the material thickness,
L, is that for materials with low IR-radiation damping and significant gas convection, the
heat conduction coefficient is not a material constant. The heat conduction coefficient
depends on the material thickness. An opaque insufating material such as mineral wool
with & thickness of 0.10 m has a total heat transfer coefficient of 0.35 W/m2°C for a mean

temperature of 40°C.

Transparent insulation materials has the solar transmittance as the second characterizing
parameter. Combining the heat transfer coefficient and the solar trangmission into one
“quality factor" is not possible, because the significance of each characteristic depends

upon the application.

Thermal radiation, conduction and convection are strongly coupled heat wansfer
mechanisms in TIMs, and this interaction makes the calculations rather complicated.
However, neglecting the interaction between the different heat transfer modes would lead

to significant errors, and should be avoided.

2.4.2 Classification of Transparent Insulation Materials

Transparent insulation materials (TIMs) may be divided into low-emissive and strongly
absorbing covers or they could be grouped according to the transmission characteristics of
the cover. A better way seems to be the approach presented by Platzer (1987). He based
the ciassification on the geometrical structure of the TIM. This is very reasonable because
every geomeiry needs its own theory concerning solar transmission and infrared heat

transfer.
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The four different TIM groups are illustrated in Figure 2.4.1. The first type is the so
called absorber-paraltel cover, consisting of one or more films or panes of glass with
equal or different optical properties. The second group, represented by honycomb
structures or slats are termed absorber vertical TIMs, A combination of type one and type
two are termed cavity structures. This group is represented by transparent foam with
irregular shaped air filled bubbles or multilayer plastic plates with regular shaped quadratic
air ducts in between. The fourth type is typified by quasi-homogeneous materials with
low thermal conductivity, and may be absorbing and/or scattering in the solar part of the

spectrum. Silica aerogel and glass fiber materials belong to this group.

AN

e

Figure 2,4.1 Classification of ransparent insulation materials: (a) ahsorber-parallel covers, (b} absorber

vertical covers, (c) cavity structures, (d) quasi-homogeneous materials. Adapted from Platzer (1987),

2.4.3 Available Materials and Real Cover Systems

In recent years a large number of different TIMs and systems have been investigated on a
laboratory scale, but only a few systems are commercially available. In the following

some of these systems will be described in more detailed.
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Absorber-Parallel and Cavity Structures

For flat-plate collectors in the low and medium temperature range a high (tog)-product is
very important, whereas a low UL value is less critical. For these applications,
transparent cover systems were developed using a selective coated absorber in most cases
and a highly transparent insulation material to suppress convection. Swedish companies
have installed large area collector fields with different Teflon films (single, double, and V-
commugated) in the gap between the absorber and the cover glass. The characteristic data of

these systems are shown in Table 2.4.1.

Table 2.4.1 Characteristic data of absorber-parallel and cavity structures used in a

flat-plate coilector operated at am over temperature of 35°C.

Narme Reference  1-Teflon 2-Teflon V.c.Teflon Isoflex

TiM type Abs.- Abs.- Cavity Cavity
paratlel paraliel

14ir(0) 0.9t 0.88 0.84 0.90 0.66

Tdif 0.85 0.82 0.75 0.83 0.42

Uy, (W/m?°Cy] 3.7 2.8 2.5 2.65 3.2

Thickness 12.5 2+12.5 25.0°

[pm]

* The height is 22 mm and the cormzgation angle is 25°,

From an econoniic point of view, field tests with large area collector systems in Sweden
indicate that for district heating systems with seasonal storage, the absorber-paraliel single

Teflon film will be the best one at the time being [Karlsson, 1988)].

Absorber-Vertical Structure
For systems working at higher temperatures, a low heat loss coefficient becomes very

important. Of course a high (ta))-product is also beneficial. For such applications IR-
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opaque honeycomb and capillary structures have been developed. These materiais
suppress the convection and IR-radiation very effectively [Wittwer (1983)]. A selective
coating will be excessive at Jow temperatures, and they will only improve the efficiency at
higher temperatures. The suppression of IR-radiation is a much stronger Jimitation than
the prevention of convection. The optimization process will therefore be a question of
how large the aspect ratio and how thick the films have to be chosen in order to obtain
good damping of the FR-radiation without increasing the absorption and scattering of the
incoming solar radiation to an unacceptable high level. In most of these systems

convection in the structure will no longer be a problem.

Two types of materials are commercially available in large quantities, a square honeycomb
material made from polycarbonate and capillary materials made from different materials
with varying diameter of the capillaries. For both types the typical thickness of the plastic
films are 20 - 50 pum. Typical characteristic data are given for some of these materials in
Table m..\_..m. The data are measured with black absorbers (€ = 0.9) on both sides and
without an additional cover glasg which has to be added in the application.

Table 2.4.2 Characteristic data of honeycombd and capillary structures. The
measurements were performed at a temperature of 10 °C and a temperature difference

of 1) °C between the boundaries.

Name Honeycomb  Honeycomb O%Emnnm. Capillaries
Material Polycar.nate  Polycar.nate  Polyvcarnate PMMA
Tdif (.85 0.78 0.73 0.80

UL [W/m2°C] 2.0 1.07 0.98 0.91
Thickn. [em] 5 10 10 10
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Homogeneous Materials (Aerogef)

The utilization of these highly transparent and well insulating materials in window and
cover systems started about ten years ago. At present time two different types of acrogels
are availabte on & small scale for research and development. Tiles of monolithic sifica
aerogel {MSA) can be produced by drying a gel consisting of a very fine structure or
network of silicon dioxide and methanol. The drying has to be carried out with the
methanol in a super critical state in order to avoid the inflnence of the surface tension that
would otherwise destroy the gel stracture. At present tiles of 60 cm x 60 cm are
produced, but it is expected 10 be possible 1o fabricate tles with larger dimensions and at
production prizes of about 20 US$/m? for 2 cm thick tiles {Svendsen (1989)]. The other
type is granules of variable diameter (typical 1 - 10 mm), which are filled into the air gap
in a doubled glazed window or a flat-plate collector. Table 2.4.3 shows the characteristic

data of a double glazed window with different agrogei fillings.

Table 2.4.3 Charactervistic data of aerogel samples between double glazing. The
measurements were performed at a temperature of 10 °C and a temperature difference

of 10 °C between the boundaries.

Name MSA Granules Granules
Diameter [mm}] 6-8 <2

Taif 0.57 0.43 0.22

Uy [W/m2°C]  0.95 1.15 0.98

Tn this work a flat plate collector based on evacuated monolithic silica aerogel will be

theoretically investigated {see Chapter 3).
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CHAPTER 3

Solar System Performance Prediction

3.1 Introduction

The design of solar thermal systems requires the determination of the long-term system
performance. The system performance is measured in terms of the solar fraction, f, the
fraction of the foad that is met by solar energy alone. Once a performance prediction
method is available for a certain system configuration, design variables like the collector

area and storage size can be optimized with respect to the economic merits.

The value of a solar system is ultimately assessed in economic terms, and an optimization
of a solar system comes down to the optimization of the economic viability. The
optimization starts with the best choice of the type of solar system and eventually involves

the optimum sizing of the solar system components.

The thermal performance of a seclar system, as given by the solar fraction, describes the
performance for a given set of design parameters. A solar system optimization repeatedly
uses the thermal performance prediction to arrive at a system design that optimizes the
economic benefits. The optimization depends very much on the "local economic climate”

and the time span of the term of the economic analysis.

Economic analysis of solar systems are well presented by Duffie and Beckman (1980) and
Reddy (1987). Such analysis require the prediction of the sclar system performance, the
annual solar fraction, The most versatile performance prediction method that can handle

various solar system configurations (e.g., the arrangement of the auxiliary heater in line or
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in parallel with the load) is the simulation method. The simulation method provides the

solar system performance under the condition that the system componenis are coupled
wgether since it can keep track of all the changing variables involved. The versatility

extends to the consideration of different load pattemns.

The simulation method not only provides the long-term system performance, but also
useful information on other aspects of the solar system operation. For example, the range
of expected storage tank temperatres and the need for energy relief valves to oonn.noﬂ
boiling. The most important aspect of the simulation method is that it gives the user a
physicat insight into the dynamic behavior of the solar system. However, it should be

mentioned that not all systems can easily be simulated and that design methods are of great

practical importance.

3.2 Selar System Performance Equations

3.2.1 Model Development

Before the solar system performance can be calculated, an appropriate system model has
to be developed. A system model is a collection of the component equations, which are to
be solved subject to the forcing functions {meteorclogical data and load), using time as the
independent variable. In general, the resulting set of simultaneous equations cannot be

solved analytically, but a numerical solution is straighdforward.

The system mode! depends on the type of solar system under consideration and the
required accuracy of the model. The possibilities for choice of the system model are
endless. For example, the forced or thermosiphon collector fluid circulation, or the

control strategy for collector and load are factors in the determination of the model.
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System models can become quite complex when the accuracy requirements are high, For
example, the modeling of collector heat capacity effects or storage tank stratification can

be quit involved.

However, often a basic model is sufficient o get started. The procedure of setting up a
model is illustrated betow for the simple case of a forced circulation fiquid solar thermal

system with fully mixed storage tank.

v |

S Storage
tank

/s
<,
o

ﬁu _ a Pump
O O

Figure 3.2.1 Schematic for the derivation of the performance equation for a liquid solar thermal

system.

The solar system shown in Figure 3.2.1 can be considered as a closed system since there
is no mass flow across the systemn boundary. Hence, the first law of thermodynamics for
closed systems is applicable.

du _gw , 99
& @ T @3.2.1)

where U = the iniemal energy of the system as characterized by the temperature [W/m?2]
W = the mechanical work transferred to the system [W/m?}
() = the heat that flows across the system boundary [W/m?]

The electrical pump work can usually be neglected in a well designed system so that the

only energy transport across the boundary is the heat flux. The electrical pump work on
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the collector side is in the order of 30 kI/m2hr, which is small compared to the collector
output of order 1800kT/m2hr. Therefore, the work term is negligible and Equation 3.2.1

becomes

A= u-Q- (3.2.2)

Using the Hottel-Whillier collector eguation for (), with T; =T, and expressing the
storage tank heat loss as Qg = (UA); (T -Ty), the following system differential equation

is obtained.

(m Cp QLMWu AcFrlftak G- UL(Te- Tl - (UAK (T -T)- & 3.23)

where m = the mass of medium in the storage tank [kg)
C, = the specific heat of medium in the storage tank {I/kg°C]
T, = the uniform storage tank temperature [°C}
t = the time [s]
A, = the collector area [m?}
Fr = the collector heat removal factor
(10), = the effective transmittance-absorbtance praduct
Gt = the instantaneous radiation on the collector sarface [W/m?2]
Uy = the overall collector heat loss coefficient [W/m2°C]
T, = the ambient temperamure [°C}
(UA), = the storage tank loss coefficient-area product [WrC)
T, = the temperature of the ambient air around the storage tank [°C]
¢ = the instantaneous heat load [W}

By means of Equation 2.2.2 to 2.2.4 the simple form of Equation 3.2.3 can be retained,
even when a collector heat exchanger and pipe heat losses are considered. However, it
should be said that Equation 3.2.3 may not be applicable for "micro-flow thermosiphon”
systems since in this case the flow rate is not constant and factors like Fr may not be

assumed constant. Equation 3.2.3 is only intended as an example.

Ts 2 Ty
Case (a): Qrunw_ for 2o

The load may in general be 2 very imregular functon of time. However, when the load

patiern is knows, it can be considered with the simulation method. An idealized case, is
the case of constant load. Loads that are not too irregular may be approximated by a
constant load. Solar systems usually have auxiliary heaters to ensure economical and
reliable Ioad supply. For thermosiphon type domestic water heaters the auxiliary heating
coH is normaliy placed into the tank. For indusuial type systems with approximately

constant load the rwo [oad supply configuration shown in Figure 3.2.2 are common.

Load Loac

Te 3 way valve Ts

auxiliery

(&)

(o) Hv
m__.

auxillary

Figure 3.2.2 Two load supply corfigurations: (a) Auxiliary in parallel with the load; (b) Auxiliary in
series with the load.

The load supply configuration shown in Figure 3.2.2 {a) has the advantage of simple
control while the load supply configuration shown in Figure 3.2.2 (b) uses the tank as a
preheater and requires less auxiliary power for large load temperature differentials.

Mathematicaily the load configuration shown in Figure 3.2.2 can be expressed as

(3.2.4)
Ts < Tanin




_ L Ts 2 Tmin
Case (b); QL= for (3.2.5)

Ts-Te Ts< .M.EE

H..‘—.._dw_._-_.ﬂm

where L denotes a constant foad, Ty the load return temperature, and Tiyin the minimum
load supply temperatare. This completes the example for the formulation of the model

equations.

3.2.2 Numerical Solution of the System Performance Equation

Once the equation (set of equations) describing the model has been obtained, a numerical
solution can be performed. The hot water solar system, as described by Equation 3.2.3,
is used to illustrate the numerical solution of the performance goveriing system

differential equation.

The first requirement for the numerical sofution of Equation 3.2.3 is knowledge of the
initial value of the storage tank temperawre {e.g., at the beginning of the day). However,
this requires prior knowledge of the solution and an estimate of the inirial storage tank
temperature is the best that can be done (e.g., Ty(0) = Trin). Dependent on the property
that the differential equation to be solved is stabie, a numerical solution will then ¢converge
t0 the true solution. Since this property is essential for meaningful results, Section3.2.3

deals with the convergence and accuracy of the simulation.

Section 3.2.3. shows that Equation 3.2.3 is stable. Using the fact that time constants ofa
solar thermal system with storage are very much larger than the step size used to solve
Equation 3.2.3 numerically, the increase of the storage tank temperature is almost linear
when it is considered that the driving radiation is assumed constant over the step size

interval. Hence, a simple numerical solution method is sufficient. The simplest numerical
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solution method for Equation 3.2.3 is the Euler method. The method is illustrated in
Figure.3.2.3. .

Using Figure 3.2.3, the storage tank temperature at time tz can be predicted from the

storage tank temperature at time t, and the slope dT/dt at time t; by

Tt =T, dr.
(12) = Tu(tn) + At M&: (3.2.6)

Telt2)

Tilt1)

Storage tank temperature, Ty

Time, t

Figure 3.2.3 The Euler method for the numericat sobution of a first order differential equatioa,

Although the accuracy of the simple Euler method is sufficient in many cases, for Iarge
Step sizes, At, the truncation efror, £, may become significant. A more accurate method
that can handle larger time step is the Euler predictor-corrector method. Using the

notation T’ = dT/dt, the Euler predictor -corrector method is
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Tylta) = Tylted + AV2[T5'(tn) + Ts'(t2)] (3.27

where the slope Ty'(tz) is calculated from a (first) estimate of the storage tank temperature

Ts(tp) using Equation 3.2.6.

3.2.3 Convergence and Accuracy of the Simulation Method

Convergence

Before any numerical solution of the system equatons can be attempted, the stability of
the differential equations has to be assured. To discuss the notion of stability consider a
solar thermal system for the case of constant storage tank temperature Ts, i.e., consider
the hypothetical case that the useful energy from the collector equals the load and the tank
heat toss for some time. For the numerical solution of the differential equation a stasting
value Ty*, generally different from the actual initiat value (equilibrium value) Ty(0), is

guessed. Then three cases, as shown in Figure 3.2.4, have to be distinguished.

unstabie

indi t
..n“ indifferen

stable

1rue solution

Storage tank lemperature, Ts

Time, t

Figure 3.2.4 The stability of the system differeniial equation.
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Figure 3.2.3 shows that a stable differential equation will approach the true solution, even
if an erroneous starting values was supplied. The stability is not only important to cope
with erreneous starting values (irrelevant for long-term simulations), but also to

accommedate round off errors and truncation errors occurring during the solution.
It is claimed that Equation 3.2.3 is stabie everywhere.

Eroof: Consider first the above case of constant T, for the true temperarure profile and a
numerical solution for this profile with starting value T¢* > T5(0). Both, the true and the
numerical solution are subject to the same radiation Gr(t). Now, for the numerical
solution the heat loss from the collector and storage tank will be greater than for the true
solution since the heat loss depends on (Te* - To) and Tg* > T, by assumption. But this
shows that the slope dT/dt of the numerical solution is negative since Qy* < Q and O,
was already necessary to cover the lower heat 1oss of the wrue system. Since dT/dt =0
for the true solution, it is shown that for T;* > T, the true solution is approached and that

the system differential equation is stable. A similar argument holds for non constant Ty

and for T;* < T,.

Hence, the heat loss terms for the collector and storage tank provide the system
differential equation's stability. A great heat loss eoefficient for collector and storage tank

give great stability, i.e. the numerical solution is insensitive to the starting value.

Accuracy

The solar fraction predicted with a simulation method will be subject 1o an error. Ttis
desirable not only to keep the error small, but also to estimate it. The total error is

compounded by a number of errors. These are:

(1) Errors in the input data (e.g., the meteorological data).
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{2) Erors in the model, the mathematical equations describing the mode] are only an
approximation of the actual physical problem (e.g., the assumption of a fully mixed
storage tank). .

(3} Errors in the numerical solution of the problem (e.g., the determination of the storage
tank profile). The errors in the numeric solution are:

« Round off errors incurred by rounding a nuember on a computer in both storing

numbers and performing operations
« Truncation ervors - incurred by using a finite approximation for an essentially
infinite process (e.g., using only the first two terms of a Taylor series to predict

the storage tank temperature}.
{4) Errors in the evaluation of the solution (e.g., the counting of the relative number of

the storage tank temperature data points above Trin t0 obtain the solar fraction).

Errgrs in the input data: The simulation user cannot completely protect himself against
erroneous input data. For example, the uncertainty of hourly average values may be in the
order of 5 to 10%. The uncertainty of ground reflectance values may be in the order of

several hundred percent, but its effect on the final simulation result may be negligible.

Errors in the model: The errors in the model may be significant, but difficult to asses.
For example, the assumption of a fully mixed storage tank, i.e., the neglece of storage

tank stratification, typically leads to an under estimation of the predicted performance by

10%.

. Provided that the numerical solution of the simulation is

converging to the true solytion and simulation has been given enough time to approach the
tree solution, round off and truncation errors will always let the numerical solution

stightly deviate from the true solution.

Round off errors - the computer representation of a floating point number is

n=+-(ay 8 . 3) 8=+ MF+W+.,.+MIHVS . (3.2.8)

where the a;'s are either 0 or 1 with a; = 1. The number g is the exponent and the number

-1 3.8 is the mantissa of k bits, where k i3 the precision of the computer

For an IBM P5/2 80 computer (and most other computers) a real number is stored in 32
bits and the representation is as shown in Figure 3.2.5 {a). Whenever a number in a

computer is stored or operated on, a small round off error occurs, as suggested by Figure

3.2.5 (b), due to the finite resolution of the mantissa,

Theoretical relative error bounds for the operations of storing, adding and multiplying
numbers can be derived [Forsythe (1977)]. However, it is very difficult to foresee all the
number operations for a computer simulation and error bounds sometimes grossly
overestimate the actual error. An elegant way of estimating the round off etror accurately
is to let the simulation run with single and double precision and compare the results. The
double precision result can be taken as accurate since its mantissa is represented by 55 bits
instead of 23 bits which increases the accuracy by 222 In other words, the double
precision result has about 109 times smaller round of errors since every extra bit in the

mantissa doubles the accuracy! This way, the computer works out its own round off

EITCI.

ﬁ implied binary point

2 Fo mantissa 23[2¢[  exponent [31]

r sign of mantissa

sign of exponent

LS .

FEs

Real number ling

smallest spacing between twe binary numbers
due to finite resofution of mantissa

Figure 3.2.5 Computer numbers; (a) number representation; (b) finite resolution.




3.3 Transient Solar Collector Response and its Effect on the Long-Term

Average Performance

Solar thermal collectors have a variety of ime constants ranging from 10 5 to 10 min

[Tlimenez-Fernandez {1985), On the other hand, the time span for a rapid radiation change

is in the order of just a few seconds. Hence, for solar thermal collectors, the

instantaneous heat output during a rapid radiation change will not correspond to the output

calculated with the Hostel-Whillier collector equation, which assumes & 2e10 collector ime

constant (steady-state). In this section, the effects of the transient response of & solar

thermal collector on the long-term average performance are investigated.

The collector time consart, T, is defined as the time taken for a temperature change of the

absosber plate 1o reach 63.2% (1 - &1y of its steady-state value when the ¢ollector 18

cted to a step in the solar radiation level. The collector time constant is illustrated in

subje

Figure 3.3.1 for a sudden radiation increase.

-
£
S
T
g
el
e
g
B
m 63.2% of final value
=1
T=43s
0 1 1 L L 1 1
2 -1 3] 1 2 3 4 3

Time, t [minutes]

Figure 33.1 The definition of the coliector time canstant.
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Suehrcke (1987) showed that rapid instantaneous radiation fluctuations are welt
approximated by step radiation changes. Figure 3.3.2 shows the response of a collector
with zero heat capacitance (zero time constant) and a collector with heat capacity resulting

in a dme constant of 1 minute.

Figare 3.3.2 demonstrates that during the collector heat up period, starting at t = 0, the
useful energy of the collector with heat capacity is smaller than the useful energy from the
collector with zero heat capacity. However, during the cool down period, starting at t =

10 minutes, the collector with heat capacity yields a larger useful energy than the one with

zero heat capacity.
........ Solar radiation, G ==« = Collector output, T = 1 min
-— - -~ Critical radiation leve!, Q.H. c Collector output, T=0
— 100
oW [ T T T T T T T T
.m 1 = -7 ]
- 000 P u -
E w0 . L
z - ' ' ]
m : Al o
i ©r : . -
=] - L}
g3 e i ,, §
8 w00 A A T
3 - -
m T e
-m NS it Tt/ e/
3 [ ]
0 1 1 1 1 ] I 1 ] ]
-2 o - 2 4 [ 8 10 12 14 16

Time, ¢ [inutes]

Figure 3.3.2 The collector response for t = ¢ and ¢t = 1 minate for a 10 minutes cloud spacing.
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e of Figure 3.3.2 are

Equation 2.3.5 shows that both the heating and the cooling cury

eat up and cool down periods are equal. In this case the useful energy

symmetric, so the by

is not effected by the collector heat capacity-

What was discussed above for a step change is similar for other radiasion changes. In

average a day must have as may up's and down's in the insulation to go back zero after

sunset, This means that for any up there is a corresponding (symmetric) down in the

insolation {icoking at long periods of time, e.g., a month). Hence for the case studied in

Figure 3.3.2, the long-term useful collector gutput is not affected by heat capacity effects.
However, for a changing critical radiation level or extremely Tapid radiation changes heat

capacity effects will have 2 performance reducing effect. This is illustrated with a step

radiation change Tesponse in Figure 3.3.3.

........ Solar radiation, GT _ - - - Collector output, =1 min

Collector output, T=0

—- -~ Critical radiation level, O._. =

5

2

Radiation and collector output, Gy and g, [W/m“j

Time, i [minutes]

a)

-2 ¢ 2 4 & 8 10 12 14 16
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........ Solar radiation, .m._, - - -~ Coilector output, T= 1 min

tical radiation level, O.—.. e Collector output, t=10

1400 T T T T T T T $

s o
1200 = I
1000 = T

Radiation and collector outpu, G and g [Wim?]

5 Time, 1 [minutes]

Figure 333 Collector performance reduction due to heat capacity effects: (a) Changing critical radiation
level; (b} Rapid changing radiation.

From Figure 3.3.3 it is clearly seen that the loss and gain due to heat capacity effects do
not equal, so that the collector with non-zero heat capacitance will have a lower output
than the collector with zere heat capacity. The case illustrated in Figure 3.3.3 (b} is

expected to be more important than the case in Figure 3.3.3 (a).

It has been shown that, even though heat capacity effects may let the actual collector
performance deviate from the Hottel-Whillier collector equation, there is a strong tendency
of the positive and negative heat capacity effects 10 cancel. In view of the above case
study, the findings of Klein et. al (1974) seem 10 be essentially comect, i.e., the effects of
intermittent radiation shoutd have a small effect on the long-term collector performance.

Thus the use of the Hotte]-Whillier collector equation is justified and the resulting errors
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that they are always negligible is doubtful. A recent

are said to be minimal. However,

study by Soltau (1987) indicates that for the case of uncovered swimming pool collectors

the collector performance is reduced by about 3% due to heat capacity effects,

Heat capacity effects can also affect the collector performance in combination with the

control strategy. For a forced coliector finid circulation, heat capacity effects occur under

both zero fiow and flow conditions. However, useful energy losses due to the control

straregy that are partly due 0 heat capacity effects should be separated from other pure

heat capacity effects.

The effect of heat capacity could be swdied in general, if more were known about the

statistical behavior of instantanecus solar radiation. Areas of interest aze the frequency of

instantanecus fluctuation changes and the rate of changes.

34 Hourly versus Instantanecus Radiation Values and the Effect on

the Long-Term Collector Performance

For solar systéms without storage short-term fluctzations of the insolation values within

an hour have generally no effect on the long-term performance, provided that the load is

canstant and collector heat capacity effects can be neglected. For solar thermal systems

that use the internal energy of large masses of fluids as storage, the radiation fluctuations
within an hour have a small effect on the average performance, However, it cannot be

shown in general that short-term fluctuations of the insolation values within an hour have

a negligible effect on the solar system performance since this depends on the efficiency of

the storage.
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To illustrate the effect of the radiation fluctuations within an hour, the performance of a
solar thermal systern of configuration shown in Figure 3.4.1 is investigated over a period

of one hour.

T,=20°C
(UA=1WrC
Storage Fr{10} = 0.71

tank Fr UL=431 W/C m?
M; = 75 kg/m?
T:(0) =60°C
i Ts(1hy=?

Purm
Y
Ry
Figure 3.4.1 A basic selar thermal system consisting of 2 collector and a storage tank.

The solar system in Figure 3.4.1 shall have zero load (L = 0) for the hour under

consideration. Then, system performance is governed by the differential equation
(m cp) L2.= A, Fa[fro) _
o= Ae Frl{val, Gr(®) - Up (T, - To)l - (U A (T, - To) - L (3.4.1)
which can be rearranged to give

dr,  AFRUL+(UAk .. _ A Frlftol G - UL T, - (U AL T, -
dt {m ek Ts= ?EUEL (UART,-L (342

Using Equation 3.4.2, the solar system performance can be expressed in terms of the
storage tank temperature. Figure 3.4.2 (a) to (h) show eight different hourly radiation
profiles with the same average radiation. When the solar system shown in Figure 3.4.1 is
exposed to the piece-wise constant solar radiation intervals as shown in Figure 3.4.2 (a)

to (h}, Equation 3.4.2 has the following sirnple solution

To() =[To(0) - Ts] el- V1) + T5 (3.4.3)
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Table 3.5.1 Range of parameters for TRNSYS and design method b
Figure 3.4.2 Eight hourly radiation profiles, and the storage tank temperature response to the radiation P ® FReSs comparisons.

profiles.
Parameter Lower bound Upper bound
Collector:
3.5 Thermal Design Methods Versus Detailed Simulations Ac [m?] 5 100
Fr (o) 0.7 0.85
- Fp UL {W/Cm? 3.0 3.0
In an effort to determine the range and magnitude of accuracy of the f-chart, ¢-f-chart, and .mHo? = latimade = latitade
TMD vis-a-vis detailed simulaticn resulis a large number of TRNSY'S simulations of the Storage:
system shown in Figure 3.5.1 were compared with the above mentioned design methods MyA, [kg/m2} 50 150
for a variety of different loads, collector types, and storage sizes. The standard deviation Tom [°C] 20 20
(S[¥), which is a measure of the dispersion of the data from the mean value, was Load:
calculated and used to quantify the deviation between the predictions. L [liters/day m?] 20 500
e [°C1 30 80

Table 3.5.1 gives the upper and lower bounds on the system parameters employed. The

storage tank was assumed 10 be fully mixed. Auxiliary tank losses were set to zero for Excellent agreement was found between TRNSYS and the TMD method for th ¢
me or the range of

these comparisons. The meteorological data used in the analysis were typical years parameters given in Table 3.5.1. The total standard deviation for a comparison of

(TMY) in Madison, USA and Oslo, Norway. monthly solar fractions was equal to 0.014, while'the standard deviation for annual results

was 0.007. The maximum difference between annual results was 0.02. Very good




agreement was also found between TRNSYS and the m.mérwn method. In this case the
total standard deviation for a comparison of monthly solar fractions was equal to 0.034,
while the standard deviation for annual results was 0.021. The maximum difference
between annual results was 0.06, In contrast, comparisons between the f-chart method
with the same simulation results yield monthly and annual standard deviations of 0.055
and 0.045. The maximum difference between annual results was 0.15. Figures 3.5.2,

1.5.3, and 3.5.4 give the annual comparisons between the design methods and TRNSYS.
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Figure 3.5.2 TMD and TRNSYS comparisons.

These results are not meant to imply that f-chart is not an accurate ool for predicting the
performance of water heating systems. The accuracy of this method suffers when applied
outside the range of parameters for which it was developed. The w,m;o:mh and the TMD
method, on the other hand, are accurate over a much wider range of system parameters.
These methods, however, are more complicated to apply than the f-chart method. When

applicable, the f-chart method can stifl be used to predict the performance of domestic hot

water systems.

58

Anzual solar fraction - ¢-f-chart, £ (-f-chart)

0.8

0.6

0.4

0.2

w&.m&man
Qsle

Std. Dev. = 0.021

0.2 04

0.6

0.8

Annual solar fraction - TRNSYS, { (TRMNSYS)
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3.6 Storage Tank Siratification

Storage tank stratification, as opposed to a fully mixed storage tank, increases the
performance of a solar thermal system. Generally this is explained with a lower collector
inJet temperature, resuldng in an increased collectar onsput [Reddy (1987)]. However, it
will be shown that the increase in the collector performance due to lower collector inlet
temperasure is only small and cannot be used to explain increases of 10% of the solar
fraction due to stratification. In this section it will be shown that the performance increase
is mainty due to the load withdrawat from the 1op of the tank, where the top of the tank is

above the average 1ank temperature.

The storage tank stratification in a DHW system (Figure 3.5.1) is studied numerically.
The 3 node storage tank model of Duffie and Beckman (1980) was used to calculate the
temperature response within the storage tank. In this context, the numerical stability
criteria of Howell et al. (1982} should be mentioned. The maximum step size for the tank

node model is

At £ Mg N) (3.6.1)

where M, is the fluid storage mass, m the greater flow rate of m, and thy, and N the
number of nodes. The criteria ensures that the node remperature is always increasing
towards the top of the tank. The chosen time step for the 3 node tank model used in the
simulation was 10 minutes, which is well below the maximum step size of 20 minuates

catculated from Equation 3.6.1.

Figure 3.6.1 shows a radiation profile for a clear day. Figure 3.6.2 shows the simulated
storage tank response of the solar system illustrated in Figure 3.5.1 to the daily radiation
profile shown in Figure 3.6.1. In Figure 3.6.2 the effective minimum load supply

temperature is represented by a horizontal line (the load controller hystereses prevents that
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Ton and Topr are equal). It is clearly seen why storage tank stratfication "stretches” the
load supply duration. The intercept of the storage tank temperature with the Ty, line
determines the load supply duration {solar fraction). If the load is drawn from the top of
the tank, the load can be supplied longer, than if, the load would be drawn from the
middle of the tank. The (hypothetical) load withdrawal point at the middle of the tank that
corresponds to the average tank temperature is the implicitly assumed load withdrawal

peint when a fully mixed storage model is used.
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Figure 3.6.1 Hourly radiation profile for a ctear day in June {Oslo, 59.9°N). The solid line shows

extraterrestrial radiation.

The modeling of storage tank stratification is a very complex problem. The storage rank
temperature stratification that can develop in a closed loop system is limited to the
maximum temperature difference in either collector or load loop. For the solar system

under consideration the maximum temperature difference was about 6°C. However, the
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storage tank stratification reached only about 4°C (see Figure 3.6.2). Numerous
mechanisms work against the driving collector/load loop temperature difference 10
desmatify the storage tank. They are: mixing of the fluid, conduction within the fluid,
tank wall conduction and tank to ambient temperature heat loss. The magnitude of these

mechanisms is very much dependent upen the shape of the tank,
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Figure 3.6.2 The variation of the storage tank temperature for the day of Figure 3.6.1.

Although the presented investigation on storage tank stratification is specific to the solar
system in Figure 3.5.1, the above results suggests that the performance increasing effect
of storage tank stratification on the collector ourput is small. This is because the effect of
the load withdrawal from the top of the tank almost completely already accounts for the
increase in solar fraction due to storage tank stratification. In fact, using Equation 2.2.1
with T = 60°C for the fully mixed tank and T;= 58 °C for the stratified tank shows that
the collectar efficiency changes by only 1% (ATy/2 = 2 °C, Figure 3,6.2). In this context,
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one may question how 2 tank can deliver more energy if the collector does not add more
energy to the tank. This can be understood from the fact that the load supplied by the
system not only depends on the guantity added to the tank, but also depends on the quality
of the heat delivered to the load, which is destroyed through mixing. Thus, less mixing

(increased stratification) generally increases the load delivery time.
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CHAPTER 4

Solar Radiation Models

4.1 Introduction

A crucial input required in the simulation of solar energy systems is hourly radiation
tncident on the collecting surface. Since solar radiation is the driving force for solar
energy systems, accurate hourly radiation values are essential for meaningful simulation
results. Incorrect or unrealistic solar radiation data can abrogate E..omommn solar system
designs which result from the simulations. Actual measurements of hourly solar radiation
data would be desirable for input but are probably not available for the [ocation and
collector orientation under consideration. Accordingly, these data have 1o be predicted
from alternative observations relating more or less explicitly to horizontal surfaces. The
objective of this chapter is therefore to evaluate different solar radiation models, and to
come up with recommendations for what is the best procedure for determining hourly

radiation on a surface of any orientation.

If hourly global horizontal radiation data for the site under consideration is available, two
problems exist: first, determining the fraction of the global which is diffuse (or beam);
second, estimating the total radiation on a tilted surface of any orientation. Methods for
solving these rwo problems will be evaluated in this chapter. Tn addition a widely used

cloud cover model will also be evaluated.

Comparison of an individual calculated data mmab.mﬁ a measured or another calculated value

is not a sufficient test of accuracy of a predictive model. Rather, it is necessary to analyze
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a large body of data, For solar radiation models, the most proper statistical tests are based
on calculation of mean bias error (MBE), and root mean .wnEEo error (RMSE) {Igbal
{1983)]. The problem here is determining what are low values of MBE and RMSE. This
problem is resolved by normalizing the MBE and RMSE statistics

N
zgmmuzP.M (i~} /¥ (4.1.1)

(4.1.2)

where y; is the ith value of the data which are the basis of the comparison (measured or
predicted), x; is the ith predicted value, and ¥ is the mean value averaged over N

observations..

The NMBE is a measure of a model's long term prediction. The NRMSE indicates the
width of the error distribution around the mean and depends on the length of time over
which the radiation is integrated, and provides a measure of a model's short term

prediction. A solar radiation model with good performance will have a low NRMSE and
near zero NMBE.

4.2 Determination ¢f Global Horizontal Radiation

Internationally, hourly global horizontal radiation on a horizontal surface is one of the
most widely available measurements in additon to ambient temperature, dew point m?.
Lacking measured radiation data for the site under consideration, it is possible to apply

empirical correlations to estimate ragiation from hours of sunshine or cloudiness.
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4.2.1 Gilobal Horizontal Radiation Models

In this work cloudiness models will be studied. The global radiation on a horizontal

surface for these models are given by the expression

1=I, CCF (4.2.1)
where I, is the clear sky horizonral radiation, and CCF is called the cloud cover factor

SERI (1984} used a 4-year data set from 18 US-stations to evaluate cloud cover models,
including the ASHRAE model of Kimura and Stephenson (1969), the MAC model of
Davies and Hay (1980), the Cotten (1979) opaque cloud cover regression model, and
several modified forms of these cloud cover models. The researchers at SERI found that
2 modifjed form of the ASHRAE model, SERI (Bird) model-II [SERI (1984)], gave the
most accurate results. The SERI (Bird) model-IT uses the Bird clear-sky meode] [Bird and
Hulstrom (1981)3, and ASHRAE's cloud cover factor {Kimura and Stephenson (1969

which is defined by the following equaticn

CCF=P + § OPQ+ R OPQ? {4.2.2)
where OPQ is the opaque cloud cover in tenths {0-1). Tt should be noted that the original
values of P, S, and R given by Kimura and Stephenson (1969) have been revised for a

much broader data base [SERI (1984)]. The revised monthly values of P.3, and R are

given in Table 4.2.1

Table 4.2.1 Coefficierts for the SERI (Bird) model-IT cloud model for each month,

Jan Feb Mar Apr May Jun  Jul  Aug Sep Oct Nov Dec
P 1.05 105 1.02 1.0 1.0 1.0 1.0 10 10 1.02 L04 104
0.06 0.09 0.12 0.19 026 033 0.32 031 030 021 0.12 0.03
R 082 083 0.84 091 099 1.06 107 107 1.08 099 091 0.82

2]

4.2,2 Model Performance

ASHRAE cloud cover factor along with a version of Parmlee clear-sky model [Kimura
and Stephenson (1969)] are widely used by the engineering and architectural communities
in Norway [Kolsaker et al. (1990), and Harsem and Bgrresen (1985)]. It is therefore of
great impomance 10 asses the variation in predicted global horizontal radiation for the
Norwegian climate between the ASHRAE-Parmlee model and the SERT (Bird) model-1I.
The performance of the ASHRAE-Parmlee model with the new and old values of P,Q,
and § along with the SERI (Bird) model-II obtained from comparing measured data at

QOslo, Norway (59.9°N) and Bergen, Norway (60.3°N) for 1 year is indicated in Figures

4.2.1 and 4.2.2.
60 H T T H T T T T H
[0 NMBE - SERI (Bird) modell-Tt I E
40 Bl NMBE-.ASHRAE new valuesof P, Q,and 5 |-
B NMBE - ASHRAE old values sw.mv. Q,and § N
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Month
Figure 4.2.1 % NMBE versus menth for the SERI (Bird) model-¥, and the old and new ASHRAE-
Parmlee model.
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Tt is apparent that the values of P, Q, and S in Equation 4.2.2 have a significant influence
on the estimated global radiation. This study showed that estimates based on the old
values of P, Q, and S gave unrealistically high values of the hourly giobal radiation in the

summer months for both Oslo and Bergen. The new P, Q, and § values should therefore

be preferred over the old values.
100 i i : i i | i
~ {1 NRMSE - SERI Bird modell-II
80 B NRMSE - ASHRAE new values of P, Q, and §
B NRMSE - ASHRAE old values of P, Q,and S

NRMSE {%]

40

Month

Figure 4.2.2 % NRMSE versus month for the SERI (Bird) modeil-II, and the oid and new ASHRAE-

Parmilee modei.

The influence of clear-sky radiation models on the predicted global radiation is much less
than the values of P, Q, and § in Equation 4.2.2. However, the Bird clear-sky model
should be preferred over the ASHRAE-Parmlee procedure. Even though the SERI (Bird)
modell-1I is considered to represent the state-of-the-art on this subject, it is highly
recommended only to use the model in the absence of data on measured horizontal global

radiation. This is due to the fact that the cloud cover data are based on visual estimates,

and therefore less reliable.
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4.3 Horizontal Diffuse Radiation

Diffuse fraction correlations were presented in Section 2.3.1. An obvious question at this
point is, which of the diffuse fraction correlations should be used? In an effort to provide
a simple comparison between the different correlations in which sezsonal and location
effects can be assessed, RMSE values based on LI are calculated. The inputs to the
analyses were measured hourly values of global horizontal radiation, ambient temperature,
and relative humidity at three locations: Oslo, Norway (59.9°N), Hamburg, Germany

(53.6°N) and Cape Canaveral-Florida, USA (28°N).

4.3.1 Model Performance

The yearly RMSE values in Figure 4.3.1 suggest some location effects. On an overall
basis the correlations perform better at Oslo and Hamburg than at Cape Canaveral. This is

most likely a coincidence, and may change from year to year.

Generally Reindl et al. correlation shows the best performance, while Lie and Jordan
model exhibits the poorest perfotmance. It is clearly seen that Skartveit and Olseth model
is very location dependent. The modet performs very well at Oslo and Hamburg, but the
RMSE value increases a lot more than the other models at Cape Canaveral. This is natural
considering that the correlation is based on data from only one location. Also, RMSE
values are higher in the fall and winter months than on an annual basis. The influence of
diffuse radiation on the predicted total radiation on tilted surfaces is investigated in Section

4.4.1.
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Figure 43.1 Annual RMSE vatues for Oslo, Hamburg, and Cape Caraveral.

4.4 Sky Diffuse Radiation

A new tilted surface model has been developed. The Skartveit and Olseth model does not
account for horizon brightening diffuse radiation. Preliminary calculations of diffuse
radiation incident on south facing surfaces indicared that the Skartveit and Olseth model
underpredicted the Hhed surface diffuse radiation. The Skartveit and Olseth model may be
improved by addition of 4 horizon brightening term. In their study of clear sky radiance
distributions Temps and Coulson {1977) approximated the horizon brightening effects by
applying a comection factor of {1 + sin3 (B/2)] to the isotropic diffuse radiation. The
carrection factor pertained to ¢lear sky conditions only. Klucher (1979) medified the
Temps and Coulson clear sky model by imposing a modulating factor, F=1-(IyD2on

the sine term. The Klucher form of the comrection factoris [1 + Fsin? (8/2)]. The horizon

brightening correction factor first introduced by Temps and Coulson and later modified by
Klucher was applied to the isotropic term in the Olseth and Skartveit model. A similar
inclusion of the horizen brightening term was performed by Reindl {1988) to the Hay and

Davis model. The new anisotropic model becomes

1+ cos .
L =Ta| @ Ry + Zo cos B+ {1 - % - E_lm|u: +F E#&E (4.4.1)
The first term fepresents the contribution of circumsolar diffuse radiation. The second

term expresses the zenith brightening diffuse radiation, and the third term represents the

isotropic diffase radiation corrected 1o include horizon brightening diffuse radiation.

4.4.1 Model Performance

To establish the superiority of one model over the other it is of course preferable and to '

some extent necessary to have measurements of the total radiation for the inclined surface
under consideration. Due to the Iack of hourly measurernents, a different approach had 1o
be applied in order to assess the tilted surface model performance. Two independent
studies involving several US-stations {Hulstrom (1989) and Perez et al. (1990)] showed
that the Perez model was the most accurate of all the algorithms under consideration.
Their evaluation covered the isotropic, Temps and Coulson, Hay and Davies, Klucher,

and Perez models.

The Perez model was therefore used as a basis for model comparison for Oslo,
Trondheim, Madison and Miami. The inputs to the dlted surface models were measured
values of global horizontal radiation, and Erbs cormrelation was used to estimate horizontal
diffuse radiation. Table 4.4.1 shows the surface slopes and orientations used in forming

the NMBE and NRMSE statistics.
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Table 4.4.1 Tilted surface model parameters.

Slope Azimuth
3 south
45 south
ar south

o0°  south, west, north, east

The resulting NMBE and NRMSE statistics for each model for all surface crientations are
graphically presented in Figure 4.4.1. The NRMSE results indicate that the anisotropic
models (Skartveit and Olseth, Hay and Davies, and new model} show similar
performance but the isotropic model exhibits much larger differences. The NMBE results
show that the isotropic, Skartveit and Olseth, Hay and Davies, and new model are

underpredicting the solar radiation on an overall hasis.

In the northern hemisphere, most collecting devices for solar energy systems are oriented
south facing. Tt is useful to observe the model's performance when applied only to south
facing surface orientations. The NMRBE and NRMSE statistics were calculated using the
south facing surface orientations indicated in Table 4.4.1. The results are shown in
Figure 4.4.2. On an overall basis, the NRMSE was reduced by about 2% for each
model. The NMBE revealed an interesting result, When compared to the results in
Figure 4.4,1 (all surface orientations), the NMBE for the all models increased. This
indicates that all models overpredict the solar radiation for non-south surface orientations

when compared to their performance for south facing surfaces.
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Figure 4.4.3 Normalized RMSE and normalized MRBE for south facing surface orientztions using

Reindl's correlation to estimate horizonta] diffuse radiation.
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1t is clear that the isotropic mode] showed the poorest performance and shouid not be used
for estimating the hourly diffuse radiation on a tilted surface. The anisotropic models all
showed comparable performance. The choice of the "best" model is influenced by the
limitations and complexity of the individual maodel. The Skartveit and Olseth, Hay and
Davies and new model are much simpler to use when compared t0 the Perez model, and
would be useful in performing computations with 2 hand-held calculator. The complexity

of the Perez model should not be a problem in computer-aided calculations.

The effects of using different diffuse fraction correlation on the resulting solar radiation
predicted by each tilted surface model was explored by using Reindl's model to estimate
the diffuse radiation on a horizontal surface. The results of the NRMSE and NMBE
statistics for south facing orientations are shown in Figure 4.4.3, Interestingly, as
implied by the magnitade of the NRMSE and NMEE statistics, the results are not greatly
influenced by the use of a different diffuse fraction correlation to estimate the diffuse
fraction on a horizontal surface. Similar results were obtained by using Skartveit and

Olseth's diffuse fraction correlation to estimate the diffuse radiation on a horizontal

surface.

4.5 Closing Remarks

Modified methods for determining the transmittance-absorptance product (to)) of a glazing
system are required when using anisotropic models. For the anisotropic models the
circumsolar diffuse and isotropic diffuse should be treated separately [Nordgaard et
al.(1989)]. The (ton)-product for circumsolar radiation should be calculated as beam
radiation {i.e. effective angle of incidence is the angle of incidence of beam radiation).

The effective angle of incidence for isotropic sky diffuse radiation, as reported in Duffie
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and Beckman (1980), varies as a function of surface slope from approximately 57-60°.
The author recommends lumping the remaining diffuse sky radiation components at an
effective angle of 58° for purposes of calculating (to)). The effective incidence angles for
anisotropic radiation models varies between 54° - 56 ° on clear skies up 60° on an

overcast day.

The final recommendations are surnmarized below.

1) For estimating global radiation on horizontal surfaces with cloudiness models:
Revised P, Q, and § values - Table 4.2.1

2) For estimating horizontal diffuse radiation:
Reindel ef al.’s correlation - Equations 2311 -23.13

3) For estimating diffuse radiation on tilted surfaces:
New model - Equation 4.4.1

4) Effective angle for ransminance-absorptance product:
Circumsolar diffuse radiation- 6, = @
Other diffuse sky radiation components - 6, = 58°,

7
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CHAPTER 5

Modelling of Flat-Plate Collectors Based on
Monolithic Silica Aerogel

5.1 Introduction

1t has recently been experimentally shown [Svendsen et al. (1987) and (1989)] that the
flat-plate collector efficiency can be significantly improved by filling the air gap between
absorber and cover with monolithic silica aerogel (MSA), and evacuating the system (o
0.1 bar. The most recent collector design proposed by Svendsen is tilastrated in Figure
5.1.1. In this construction the bottom and edge insulation material have been substituted

with MSA.

The collector consists of a plane, black painted absorber made from copper tubes with
copper foils cn each side. The copper foils are supported by means of blocks of suitable
material. Both sides and the edges of the absorber are covered by 20 mm thick MSA tiles
and 4 mm [ow iron, tempered glass. A frame of stainless steel placed between the glass is

sealed with butyl to make the collector box airtight.

The objective of this chapter is to model MSA collectors and intreduce the necessary
quantities that enables MSA collectors @ be treated as ordinary flat-plate collectors. At the
end of this chapter the MSA collector wili be compared against flat-plate cellectors based

on other TIMs, selective coatings, and an evacuated collector,

f—— Glass

Sicel frame e ¢ — MSA

Figure 5.1.1 ‘Cross section of a MSA fat-plate solar collector. Adapted from Svendsen (1989).

5.2  Attenuzation of Solar Radiation in MSA

When solar radiation enters the MSA slab, a fraction of the incident energy is transmitted
through the material without being astenuated {direct-direct transmittance), and a part is
removed by scattering and another by absorption. A portion of the scattered radiation is
backscattered and a portion is transmitted through the sab (direct-diffuse transmittance).
No correction for surface reflections will be required in the analyses that follows because
the index of refraction of MSA is close to unity, between 1.01 and 1.05 depending on
density [Henning and Svensson (1981)]. The attenuation in MSA. is illustrated in Figure

5.2.1.

The monochromatic direct-direct ransmittance is defined by Bouguer's law

Taar-dirh = ei- (Ko Keop)L J
' cos 8

(5.2.1)
where K, = the absorption coefficient [1/m]
—A.».P
L
<]

the scattering coefficient [1/m]
the slab thickness {m]
the angle of incidence [}

Copper foil
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Diffuse radiation

Diffuse-diffuse transmitted

Figure 5.2.1 Distribution of direct, scattered, and absorbed solar radiation in MSA.

The spectral direct-diffuse transmittance, Tar-qit, is given by the multiple scattering
within MSA. Analysis of multiple scattering is usually mathematically very complex and
require a great deal of noi?:mmoa& effort. However, a new and fast method for
isotropic multiple scattering within an abserbing and scattering medium ts presented in

Section 5.2.2.

5.2.1 Optical Transmission Studies in MSA

Figure 5.2.2 shows measured spectral transmittance of a 12 mm thick MSA (TEOS)
sample [Tewari et al.(1986)]. A more mansparent MSA (TMOS) has been reported by
Svendsen (1989). The total transmittance at normal incidence for TMOS has been
measured to 0.9 for a 20 mm thick sample, which is 4% higher than an equally thick
TEOS sample. However, spectral ransmittance values for TMOS has not yet been

reparted, and the TEOS data shown in Figure 5.2.2 will therefore be used in this study.
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Figure 5.2.2 illustrates that the ransmittance increases rapidly with wavelength in the
visible and generally decreases in the near infrared, exhibiting a number of absorption
bands. Silica absorbs only slightly in the visible and near ultraviolet, so most of the
attenuation of the radiation results from scattering. The absorption bands near 1.4 and 1.9
um are also seen in water, and the 2.2 and 2.6 pm bands have been identified as

combinations of O-H and Si-O fundamentals [Rubin and gvﬂa (1983)].
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Figure 5.2.2 Transmission spectrum of TEQS-MSA 2 mm thick. Supercritically dried by CO,, but
not heated to remove all adsorbed H,0. Data from [Tewari et al.(1986)].

An isolated spherical particle shows Rayleigh scattering if its diameter, D, is much less
than A,/mn, where A, is the vacuum wavelength of incident and scattered light and n is the
index of refraction of the particle. The size of the individual silica particles easily
satisfies the criterion for Rayleigh scattering in the visible part of the spectrum (0.4 - 0.8

fm).
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However, MSA is to densely packed to behave as a collection of independent particles,
and several authors [Rubin and Lampert (1983), and Tewar et al. (1986)] have attributed
the primary cause of scattering in MSA to inhomogeneities in the average density such as
should be described by dependant scattering theories, e.g. Rayleigh-Debye.
Nevertheless, the same authors have assumed independent Rayleigh scattering, and
derived & characteristic size for the scatteres by fitting the measured transmittance values.

In the foilowing the applicability of independent Rayleigh scattering will be tested.

For Rayleigh scattering, the scatiered energy in any direction is proportional 1o the inverse
fourth power of the wavelength of the incident radiation. The speciral transmittance for

Rayleigh scattering can therefore be written as
TRy = ei| hmw (5.2.2)
A

where A is the wavelength of incident and scartered radiaton, and C is an unknown
function of the refractive index, the particle size, and volume fraction of MSA. The rising
part of the curve in Figure 5.2.2 between 0.3 and 0.8 pm was compared to the inverse
fourth-power law of Rayleigh scattering. In Figure 5.2.3 the logarithmic values of the
measured transmittance (0.3 - 0.8 um) has been plotted against (1/A%). The agreement
between the scattering in MSA and Rayleigh scattering is seen to be very good, and a
curve fit of the data 1 Equation 5.2.2 gave a correlation coefficient of 0.999. Thus, even
though the particle size distribution is not well imown, one knows thar the scattering is

Rayleigh.
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Figure 5.2.3 Comparison of actual scattering in MSA with the 1/4% variation.

The optical propetties may be found by solving the equation of transfer for Rayleigh
scattering. The spectral extinction coefficients are needed as input to this calculation.
According to Siegel and Howelt (1982) the equation of transfer in scattering, absorbing,

and ervitting media can be written as

QM_,M& ==K,y 1y(8) + Ko b T(S)] - Ky iy(5) + Mw» iy(s) Oy — @) doy (5.2.3)
Ax
where K, = the absorption coefficient [1/m]
K, = the scattering coefficient [1/m]
i, = the directional monochromatic radiation intensity
Iy = the monochromatc intensity of emitted energy of the particles from
Planck’s distribution
] = the distance raveled in the medium

T = the particle temperature [°C]
o = the sofid angle
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@ = the phase function. For Rayleigh scattering @ = 3/4-(1 + cosp) where @
is the angle between the incident and scattered raciation.
i denotes direction

The first term represents losses by absorption and scattering, and the second term
describes the gain by emission. The Jast term represents the gain by scattering from other
directions. Equation 5.2.3 is a so called integro-differential equaton, and with an
anisotropic phase function its solution is very complicated and time consuming, By

introducing the optical thickness, Kp,, and the albedo for scattering, (i,

Hﬁm,w

xp. = (Ko + Ksa) s %=k (5.2.4)

and neglecting the emission term Equation $.2.3 can be written in the following form,

diy(xp) _ . ot .
a_n%» =- i {Kpa) +MW iy (e 2) Do —» ©) day (5.2.5)

4n

However, the importance of anisotropy (phase functions not equal 1o 1) has been
investigated by several authors, e.g. Evans et al. (1965) who calculated the reflectance
and transmittance of slabs for different phase functions, albedos, and optical thicknesses.
Evans found that the results for isotropic scattering (& = 1) and Rayleigh scattering were

nearly identical except at large optical scattering, Evans results are iHlustrated in Figure

5.2.4.

The optical thickness in MSA is largest in the near ultraviolet region. For a 20 mm thick
MSA tile, when the albedo for scaniering approaches one, the optical thickness at 0.3 pm
will be ~ 1.7. Based on Evans results the scarering in MSA may be assumed isotropic,

as long as the tile thickness is fess than 50 mm.
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Figure 5.2.4 Calculated transmittance and reflectance. Effect of optical thickness on reflectance and
total transmittance for isotropic and Rayleigh scattering. Data from Evans et al. (1965).

§.2.2 Radiative Transfer in an Absorbing-Scattering Medium

This section presents a new methad for predicting the radiative transfer in an absorbing
and isotropically scattering plane-paraltel atmosphere. The technique is based upon the F
("F-hat") concept [Beckman (1971)], and it was developed in order to determine the

radiative heat wansfer at short wavelengths for MSA.

Consider a 1-dimensional plane parallel system of optical thickness xp divided inte n
equal elements each of optical thickness Ak, with n+1 surfaces as shown in Figure 5.2.5.
Solar radiation, is incident on surface 1 and short wavelength radiavion, ie. I, is
transmitted through the medium while being attenuated by isotropic scattering and
absorption along the path. The emperature within the medium is assumed to be low

enough to suppress short wavelength emission.
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Figure 5.2.5 Geometry of plane-parallel system.

The factor, Fyigj is defined as the fraction of the energy isotropically leaving element i
that directly impinges on surface j , that is, without being scattered or absorbed along the
way. The factors Fyjgcan be expressed in terms of the third exponential integral, Eq(x)

(see Hottel and Sarofim (1967} for definition of the exponentiat integral).

Fuig = 2[E3(K¥i1) - Ex{kkdll/AAK forjx i+l i (5.2.6)

Fyig = [1 - 2B3(AK)YAAK forj=1i,i+l (5.2.7}
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The factor, Fy;y; is defined as the fraction of energy first scattered in element 1 that is

attenuated in element j. The F.; ,; factors are calculated by Equations 5.2.8 and 5.2.9.

Fyivi = | Fuigj - Fuisen)| forixj (5.2.8)

Fuiwj=1-Fyisas1) - Fuisi fori=j (5.2.9)

A related factor, wi.&.. is defined as the energy isotropically leaving element i that strikes
surface j by all possible paths divided by the energy isotropically leaving element i The
paths include the “direct” component expressed by Fy; g, as well as all possible paths by
which radiation first scattered in element i reaches element k, is scattered in k and then
strikes surface j. The \—mi.&. values depend upon the Fy; ; factors and albedos for
scattering, £);, the ratio of scattered radiation to scattered plus absorbed radiation. Fora
homogeneous system the £; values are identical. A general expression for mi,& fora
system divided into n elements is given by *

~

n
Fyisi=Fuigj+ S QFyi e Fus)) (5.2.10)
k=1
An expression similar to Equation 5.2.10 can be written for every combination of
elements and surfaces. The total set of equations for the F factors of n elements and n+1
surfaces results in a set of n-(n+1) linear equations with n-(n+1) unknowns, Given the
Fyi5 factors and each element’s albedo for scattering, the unknown F values can be

found by solving the following matrix equation

F=A1xF (5.2.11)
where F is the ensuing n-{n+1) matrix of values
\—...,.i.ﬁ \_"..,i.mu m.i.m_.. WE.R:;.C
F=| Fas Fasz o Fuze Foasmen £5.2.12)

-~ ~ -~

_u<=.m~ 1<u.mu. e m.é.m: mu<u.w?+_v
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A-l is the inverse of the scattering matrix, A, defined by

1- Dm‘_ui.,.._ - Dw.m.<~.<u - D:.mz;.nn
A= -0 m.m,c 2,vl k- HMM.M..<N.<M - Du.mu<m.<= mm.w:uwu
- D._.m.<=.<~ - D.M.m.q?a.n 1-QpFonyvn
and F is the matrix given by
mi.& m.i.mv —ui.mn mﬁ.m?iv
F = me\m.i _u.\m.mu mqu.; _u<n.m?+_.._ (5.2.14)

_uﬁu.m_ m.ﬁ_..wu. mé.mﬁ m.ﬁuc.i:

After evaluating the ¥ factors, the resulting reflectance and transmittance of the slab can he

calculated by

n
p= ¥ st CclurvidTo (5.2.15)
k=1

n
T=Tgpdic + 2 Fukstnely e Taee i To (5.2.16)
Ie=l
where Iy i is the attenuated energy in element i, and is equal to the decrease in the

primary-beam intensity in element i

Vot vt = i - Tty = I [Tgirdinsi - Tie-girsio 1) (5.2.17)

where Tgr_gir ¢ 15 the direct ransmittance given by Equation 5.2.1, and 8 is the incidence
angle of the primary beam. Equations 5.2.15 and 5.2.16 can also be used to determine

the absorption, o, within the stab, by applying the following relationship:

@=1-7-p (5.2.18)

g8

The number of elements needed to adequately represent the radiative transfer in the 1-
dimensional plane-parallel siab has been investigated by comparing the transmittance
predicted by the F -method with those of the discrete ordinate method, DOM [Siegel and
Howell (1982)).

Two elements are required to obtain a maximum relative error of 1%, with respect to the
DOM solution, for Kp less than 0.5. At Kp equal to 1, and 2, the required number of
elements have increased to 4, and 10, respectively. In Figure 5.2.6 the calculated
transmittance and reflectance obtained using the F -method ate compared to single scatter
calculations and DXOM transmittance and reflectance values. In this figure ¥pis varied
from O to 5 while £; and 6 are fixed at 0.9 and 0.0, respectively. Similar agreements

between the F -method and the DOM solution were obtained for all values of £; and 8.

1 T
Incidence angle = 0°
I\ Albedo for scattering = 0.9

Il AN ~—— Transmittance - DOM and T

m [ /, = = o Transminance - Single scatter
S AN s Reflectance - DOM and B -

3 < e Al Sngh tr

m 04 - S ™ U i d
: T .
& p2f \...\ //f ....... A
i . | 1 il P
0 1 2 9 4 5

Optical thickness, ¥p

Figure 5.2.6 Transmirance and reflectance values. Comparison of the m.asron with the DOM.
Predictions by the single scatter method [Hottel and Sarofim (1967)] are also included.
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Closing Remarks

So far only gray media have been considered. However, the extension of the F -method
to non-gray media is easy. The monochromatic angular transmittance, 13,(0), and
reflectance, p;(0), values can be calculated in the usual way, with k replaced by k; and
2 by Q3. The total values are then obtained by integration over the solar spectrum (0.3-

3 ym) for each incidence angle.

A major advantage of the F -method compared 1o similar techniques, for instance the Zone
method [Hottel and Sarofim (1967}, is that the F 's are independent of the thermal
boundary conditions (assuming that the material properties are independent of changes in
the boundary conditions). The importance of this advantage is really obvious for angular
calculations, where the T 's only need to be evaluated once even though the source

function, 1,,, changes.

5.2.3 Spectral Dependence of Transmittance

The measured transmittance values shown in Figure 5.2.2 have been analyzed with the T
method presented in Section 5.2.2, and spectral absorption- and scattering coefficients
have been evaluated. The fallowing procedure was applied: Knowing silica hardly
absorbs between 0.5 and 0.7 wm [Fricke {1986)], the F-method was used to predict the
scattering coefficients assuming no absorption occured in this wavelength interval. An
effective size for the scattereres was derived by fitting these scattering coefficients to the

following expression for independent Rayleigh scattering -

4D% .t [ o2
K., ={(1-g}—ef nz-1!
s1={1 g} y.a rm T2 (5.2.19)

Multiple scatiering in optically thick samples wilk alter the angular distribution of scattered

light which the derivation of Equation 5.2.19 was based upon. However, if little

scattered light re-enters the beam Equation 5.2.19 will still give the correct result for the
scattering coefficient. The validity of Equation 5.2.19 for MSA was verified in Section
5.2.1 where the scattering was shown to obey the m=<o..mo‘ fourth-power law of
independent Rayleigh scattering.

The effective particle size derived from curve fitting based on the index of refraction of
silica was 7.5 nm. From their micrographs Tewari et al. (1986} obtained a mean particle
diameter of 4 nm. This discrepancy may be explained by groups of particles behaving as

a single scattering umit.

After predicting the effective particle diameter, Equation 5.2.19 was used to calculate the
speciral scattering coefficients, and combined with the measured transmittance values
shown in Figure 5.2.2 the F-method was used to estimate the spectral absorption

coefficients. The resulting extinction coefficients are shown in Figure 5.2.7.

100 r T r

80

= = = = Scaering coafficient {1/m)

&0 — Absorption coefficient [1/m]

Extinction coefficients [1/m]
-___-_..—.__._________

20 \ _—r NI/
N S\ =

0 0.6 1.2 18 24 3

N
I
Ty

Wavelength [m]

Figure 52,7 Spectral scattering and absorption 8nmmomn.=z for MSA.
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Now again applying the F-method along with the predicted spectral extinction
coefficients, the monochromatic dependence on transmittance, reflectance and absorption
can be studied for different tile thicknesses and incidence angles, Spectral transmitiance
and reflectance values for a 20 mm thick MSA tile is shown in Figure 5.2.8 for several

incidence angles.

P . B = &0° —e—e T+ P=80°
It.asmmna .- aE_.o &0 it ? 80

ceee pB=0R — = prO=60° —ee— P GmER°

Total transmittance and refieclance, T and p

Wavelength (jum]
Figure 5.2.8 Calculated spectral transmittance and reflectance at different incidence angles for a 20 mm

thick MSA tite, © =0°, 60°, B0°.
The totat values were obtained by integrating the menochromatic values over the entire

spectrum. The integrated (toral) transmittance at angle 6 then becomes

1,(8) §; {(0) dA
°0) = solar

(5.2.20)
ip (8 db

solar

where i3 ;(8) = the inrcident monochromatic intensity arriving at the cover system from

angle 8

9

2

Ta(B) = the spectral transmittance values at angle @ calculated by the F.method

A similar expression can be written for the integrated reflectance. Then the absorption is

given by Equation 5.2.18.

For purpeses of calculating oprical properties of materials, which depend on the spectral
distribution of solar radiation, it is convenient to have the distribution of terrestriat
radiation in tabular form. Wiebelt and Henderson (1979) have prepared such tables for
several air masses (zenith angles) and atmosphetic conditions. Table 5.2.1 shows the
terrestrial spectrum divided into twenty equal increments of energy, with a mean
wavelength for each increment that divides the increment into two equal parts. This table
is for a relatively clear atmosphere and air mass two, and Duffie and Backman (1980)

recommend that it is used as a typical distribution of terrestrial beam radiation.

Table 5.2.1 Spectral distribution of terrestrial beam radiation at air mass 2 and 23
km visibility, in twenty equal increments of energy. From Duffie and Beckman
{1980).

Energy band number Wavelength range Midpoint wavelength

[pra] [uern]

1 0.300 - 0.434 0.402
2 0.434 - 0.479 0.453
3 0.479 - 0.517 0.458
4 0.517 - 0.557 0.537
5 0.557 - 0.595 0.576
6 0.595 - 0.633 0.614
? 0.633 - 0.670 0.652
8 0.670 - 0.710 0.690
9 0.710 - 0.752 0.730
10 0.752 - 0.199 0.775
i1 0.799 - 0.845 0.820
12 0.845 - 0.894 0.869
13 0.894 - 0.975 0.923
14 0.975 - 1.035 1.003
15 1.035 - 1.101 1.064
16 1.101 - 1.212 1170
17 1212 - 1,310 1.258
8 1.310 - 1.603 1.532
19 1.603 - 2.049 1.68%
20 2.049 . 5.000 2.292
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With this approach the transmiitance is calculated according to

N,
WOy = = £ 2, WO _
MNjen (5.2.21)

where N = the number of equal increments

Calculated values of ransmittance, reflectance, and absorptance for a 20 mm thick MSA
tle is shown in Figure 5.2.9. The effect of scattering on the transmittance is clearly seen.

The direct-diffuse transmittance is given as the difference between the total and the direct-

direct transmittance Curves.
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Figure 5.2.9 Calculated transmistance, reflectance, and absorptance values versus incidence angie for a

20 mm thick MSA tile.

Now again using the same procedure, the effects of increasing the MSA thickness may be
studied. Figure 5.2.10 shows the effect of MSA thickness on transmittance. MSA by
itself, despite scattering losses in the visible and O-H absorption in the infrared, has a

higher total transmittance thar conventional glass windows of equal thickness.

The transmittance of a 20 mm thick MSA tile equals that of single glass. Increasing MSA

thickness to 45 mm reduces Ty to about (.72, equal to double glass,

1
THw 09 =
Single glass

B 08 |-

o

2
E

W 0.7 =
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05 . i i
1] 001 0402 0.03 .04 0.05

MSA thickness, L [m]
Figuee 5.2.10 Calculated totai and direct-direct transmittance of MSA versus MSA thickness compared

10 transmittance of conventional glass windows. All glass is 3 mm clear ficat glass.

5.2.4 Transmittance for Diffuse Radiation

The preceding analysis only applied 10 the beam component of solar radiation. Radiation
incident on a collector alse consist of scattered solar radiation from the sky and possible
reflected solar radiation from the ground. The transmittance for diffuse radiation, T4, is

calculated by
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15(8)- I- cos 8- dw

A
Y= (5.2.22)

1 cos §- do
A

where Ty, is the transmittance for beam radiation, & the ineidence angle, I the radiation
intensity and A the range of solid angie of incident diffuse radiation. In principle, the
amount of this radiation that passes through the material can be calculated by integrating
the transmirted radiation over all angles. However, the angular distribution of this

radiation is generally unknown.

Brandemuehl and Beckman {1980) performed this integration for ordinary glazings by
assuming the incident diffuse radiation distribution to be isotropic. The same assumption
will be used in this study. They showed that the transmittance for isotropic diffuse

ground radiation and isotropic diffuse sky radiadon were given by the following equations

=z Al
{8} cos © sin @ dpa0

-l
Td,grownd = = o u”nais (5.2.23)

cos 9 sin 6 dpd8

w2t Jnr oot o 0}

w2b a2 2 prin o prm 6
1,{8) cos @ sin 6 dpde + 1{6) cos 8 sin § dpde

w2
sty Tect. o 0}

& -l
x2fl 2

Td.sky =

2B

2

cos O mmbwaenm+‘ cos B sin 8 dode
=i

o -t 2

(5.2.24)

Equations 5.2.23 and 5.2.24 have been solved for two different MSA thicknesses (4 and
20 mm) using numerical integration techniques (Simpson rule). The results given in

Figure 5.2.11 are presented in terms of the effective angle of incident beam radiation, e,

such that T4 = T,(8). The 8, for the two MSA thicknesses were almost identical for all

collector slopes. As illustrated in the figure the 8, for MSA is lower than for ordinary

glazings. This effect is explained by the scattering occuring within the materiat.

90
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80 Py ———  MBSA - Groamd diffuse
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Figure 5.2.11 Effective beam radiation incidence angle for diffuse radiation from sky and ground on
tilted M5 A tile, The banded region includes the results obtained by Brandemuehl and Beclaman {1980) for
ordinary glazings.

The results can also be presented using least square curve fits. For diffuse ground

radtiation on a MSA tile with slope B (in degrees),

0, = 90.0 - 0.54608 + 0.00163 182 (5.2.25)

For diffuse sky radiation on a MSA tile with slope P (in degrees),

0, = 55.0 - 0.19138 + 0.001984R2 (5.2.26)
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5.3 Infrared Heat Transfer in MSA

The thermal conduction within MSA is composed of two pazts. One is a result of sofid
conduction throughout the aerogel skeleton, and the other is due o gas conduction within
the air pores. The solid conduction is dependent upon MSA density, and the
corresponding solid conductivity was found to be about 0.004 W/m°C at a density of 105
kg/m3 [Caps and Friecke (1986)]. The gas conduction varies both with density,
temperature, and internal pore pressure, Po. As the typical pore size (100nm) in MSA is
smaller than the mean free path of the gas particles, the thermal conductivity of the gas is

reduced. This is cailed the Knudsen effect.

5.3.1 Infrared Properties of MSA

Measurements of the thermal loss coefficient, hy, of MSA tiles versus internal pore
pressure are shown in Figure 5.3.1. Thereisa small rise in he between 0.01 and 0.1
mbar which is caused by a change in confact resistance between MSA and the boundary
plates. A second increase is seen at pp~ 0.1bar. Itis caused by the commence of gas

conduction within the large air pores of the MSA tile.

In order to eliminate the gas conduction, the material must be evacuated to a pressure
below 0.1 bar. The system thus have to be degassed at elevated temperatures and air
teakage has 10 be prevented by use of glass-metal seals [Jensen (1989)]. For evacuated
systems kp i3 ~0, resulting in a constant conductivity ~0.004 W/m°C. Only evacuated

MSA tiles will be considered in this work.
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Figure 53.1 Thermal loss coefficient versus pore pressure. Adapted from Jensen (1585).

MSA absorbs and reemits radiation, but shows no scatering in the infrared because the
structural inhomogeneities have dimensions in the order of 100 nm and below, which is
much smaller than any infrared wavelength. The spectral absorption coefficient is shown

in Figure 5.3.2,

The absorption in MSA is strong above 8 pm, and especially weak between 3and 5 um.
In this wavelength region , the radiative transport will not be a local phenomenon
anymore, and direct radiative communication between the boundaries may occur.
Consequently, the radiative transport strongly varies with MSA thickness and the
emissivities of the boundaries. In this case, the coupling between the radiation field and

the heat flux caused by conduction has to be considered.
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Figure 5.3.2 Absorption coefficient for MSA. Data adapted from Fricke (1986).

At low temperatures (window applicatons ~ 290K} the thermal IR-spectrum peaking
around 10 m is effectively anenuated, and the radiative transport through MSA is small.
For increasing temperatures the transmission window between 3 an 5 [im becomes more

significant as the peak of the thermal JR-spectram moves toward the solar spectrum.

The resulting heat flux is determined by the temperatares and the emissivities of the
boundary surfaces, the amount of conduction compared to radiative transfer, as wel as
the wavelength-dependent optical thickness. Approximate methods for the total heat flux
in MSA have been developed by Scheuerpflug et al. (1986). These methods are based on
the assumptions of small temperature differences hetween the boundary surfaces and that
the boundary emmissivities being equal. These assumptions are valid for window
applications. However, for collector systems based on MSA these assumptions are no
longer valid, and the predictions based on the approximate method will lead to incorrect

results.
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To obtain an exact sclution for the combined conduction-radiation energy transfer in an
absorbing-emitting and isotropic scattering medium, the general energy equation must be
formulated. This is then solved subject to the boundary mcznﬁmo:u to obtain the
temperature distribution in the medium, and the heat flux can then be found. Siegel and
Howell (1982) showed that integrating the radiative equation of transfer, Equation 5.2.3,
over all solid angels yields the following equation for the conservation of radiative energy
in a non-gray and isotropically scattering medium
- w  pdm

—Aw.rm?wn?-
=0 =0 J@=90

V.q =4 K, i (@) ded) (5.3.1)

where Eyy, is Planck’s spectral distribution of emissive power. Equation 5.3.1 states that
the divergence of the radiative heat flux vector, V-, is equal to the difference between the
energy emitted and the energy absorbed, In addition there will be a net energy gain per
unit volume by heat conduction equal 10 kVT. Equating the net gain by conduction to the
net loss by radiation gives the energy equation for steady state simultaneous conduction
and radiation

o 4

kVT- 4 K Eudh+
A=0 A=0 Juo=10

K, 2y (@)dad) = 0 (53.2)

where k is the thermal conductivity. Since the radiation term in Equation 5.3.2 depend
not only on the local temperature but on the entire surrounding radiation field, the energy
equation is an integro-differential equation for the temperature distribution in the medium.
The conduction term depend on a different power of the temperature than the radiation

terms and the energy equation is thus nonlinear.

In the following a new method for solving Equation 5.3.2 for a 1-dimensional plane

paraliel system will be presented,

101




5.3.2 Combined Conduction and Radiation in an Absorbing-Emitting and

Scattering Medium by the F.-Technique

Consider a conducting-radiating medium between two infinite parallel plates. The plates
were assumed 10 be isothermal, diffuse reflectors, and emitters, and to have constant
spectral radiative properdes (gray surfaces). Plate 1 is at temperatyre Ty, plaie 2 is at T,
and the plates are a distance L apart. The plate areas are denoted A; and Ag, respectively.
The medium between the plates was assumed to have a constant thermal conductivity, 2
refractive index of one, and to be a homogeneous matetial in local thermodynamic
equilibrium which can absorb, emit as well as scatter radiation Scapering was assumed 0

be isotropic. Both gray and non-gray media will be considered.

The w-ﬁngﬁzn begins by subdividing the material into n volume elements: AV, AV,
..y AV, as illustrated by Figure 5.3.3. The method is approximate in the sense that the
non-isothermal medium is replaced by a number of finite isothermal subregions. In

principle the division can be made as fine as necessaty to yield any desired accuracy.
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Figure 533 Schematic diagram of the physical system.
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First consider the diffuse radiation leaving surface 1 which impinges on surface j. Some
of the radiation leaving i will go directly to j, and some will reach j after one or more
reflections and/or scatterings. The total exchange factor between surface i and j, w:&..
will be defined as the energy isotropically leaving surface i that strikes surface j by all
possible paths divided by the energy isotropically leaving surface i. Now consider the
diffuse radiation leaving surface  which is attenuaied in volume element j. Some of the
radiation leaving i will be directly attenuated in j, and some will be attenuated in j after one
or more reflections and/or scatterings. The total exchange factor between surface i and

volume j, Fy; vj, wilk be defined as the energy isotropically leaving surface i that is

attenuated in volume element j in all possible ways divided by the energy isotropically
leaving surface i.

Similarly, some of the radiation leaving volume element i will go directly to surface j, and
some will reach j after one or more reflections and/or scatterings. The total exchange
factor between volume element i and surface j, \_mi.&., will be defined as the energy
isowropically leaving volume element i that strikes surface j by all possible paths divided
by the energy isotropically leaving volume element i. Finally, some of the diffuse
radiation leaving volume element i which is attenuated in volume element j will be directly
attenuated in j, and some will be attenuated in j after one or more reflections and/or
scatterings. The total exchange factor berween volume i and j, mi.:.. will be defined as
the energy isotropically leaving volume element i that is attenuated in volume element j in

all possible ways divided by the energy isotropically leaving volume element i,

The total exchange factors can be expressed in terms of the direct exchange factors, F's,
diffuse reflectances, p's, albedos for scattering,Q's, and other F's in the following

manner

-~

2 n
Huwm.u_. = _umm-um + KMHADw—uum.mkm.uF&v + Mﬂm..&..e*bwmﬂ.w.mw.v (5.3.3)
= k=1
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2 n

Fojvi = Fsjvi +mema..m_%wﬂr<u + wMN%a..ﬁDw.méat (5.3.4)

Hni.m_. =F, .mu.+rMmQu<m.wwnwm.m_n.&.v + _nM,\_CuA.mEWh.wwm.e.F&u (5.3.5}

Fuivi= Foju +Nﬁm<m,wwuwmmw.<mu + WU%&.EDKFFE (5.3.6)
g =1

The values of the direct exchange factors can be expressed in terms of the third
exponential integral as described in Section 5.2.2. It is also worth mentioning that
Equation 5.2.8 and 5.3.5 are identical except for the third term in Equation 5.3.6 which
accounts for reflections from the boundary plates. This term is ignored in Equation 3.3.6
due to the fact that the surface reflections in MSA can be neglected, and that no boundary

plates are present in the system modeled in Section 5.2.2 (see Figure 5.2.5).

Equation 5.3.3 to Equation 5.3.6 must be solved simultaneously, and the solutien
technique described in Section 5.2.2 may be applied. Of course the equations ¢an be

solved by means other than matrix inverston.

Certain relationships between the F's will be introduced in order to reduce the
computational effort. These properties are the summation rule and the reciprocity rule and
are very similar to the summation and reciprocity rules for view factors. The summation
rule can be developed by recognizing that the energy leaving a surface or a volume
element must ultimately be absorbed by the surfaces and the volume elements in the
system. The energy absorbed by surface j is g wc. where the absorptance o has been
replaced by the emittance €; since the surfaces are gray, and (1-C3))Fy; denotes the energy
absorbed by volume element j. Since all the energy must be absorbed, the sum over all

surfaces and volume elements must be equal to unity.
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2z n

_Wamw.mu_m.ut + wMu.mﬂHnbwvma;:nv =1 fori=1,2 (5.3.7
2 n
_Wa_?,mc + WE-@?E =1  fori=12.n , (53.8)

On a monochromatic basis* , it can easily be shown that the total exchange factors obey

the laws of reciprocity:

AFy = A for i, k=12 (5.3.9)

AFgi e = 4K AV F for i=12andk=12,..n  {53.10)

AVFve= AVF o forik=12 ..n (5.3.11)

where Kr is the total extinction coefficient (absorption and scattering), and A and AV
denotes surface areas and volume of volume elements, respectively. The total exchange
factors have validity idependently of what other heat transfer mechanisms are present, and

may be included in the total energy balances.

By means of the total exchange factors the inner integral in the absorprion term in
Equation 5.3.2 can be replaced by summation terms, and an energy balance can be written
for each volume element. The energy balance for volume element i of the material is given

by Equation 3.3.12 for a gray medium and Equation 5.3.13 for a non-gray medium.

2
WﬂNHiD/J:&mﬂPmb/ﬁQdm.‘.: _.DLM m__n.mPkO.A.Mwmmr.i.*
k=1

n
{1-9) Y, 4KuaVio Th Fow=0 (5.3.12)
k=1

. . .
A m.:wm....dn.n to separate monochromatic and gray vatues has up 10 now been dropped. Whenever the
meaning is not ¢lear, A will be introduced to denote monoechromatic values. i
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K VT AVi- 4 AV o THT] Ky brdh+
k=0

N \l
Mmrbwq,ﬂr mﬁré.»?-bm.y?y+
k=1 =D

n ~
Y 4avioTh| K fir Focena (1 -Quldd =0 (5.5.132)
k=1 =0

with
_ Cs _ (5.3.13b)

fyp =
ot} Tn wnlmlv- L
T

where
Ay = area of surface k [m?]
€ = Planck’s first radiation constant: 3.7405-10°16 W m?2
Cy = Planck’s second radiation constant: 0.0143879 W K
fy7 = weight function of Planck's spectral distribution of emissive power

F,v; = total exchange factor between volume element k and volume element i

mmw.z = 1ptal exchange factor between surface k and volume element i -
k = thermal conductivity [W/m K]

K = absorption coefficient in volume k [1/m]

n = number of volume elements

T = temperamwre [K]

£y = emissivity of surface k

AVy = volume of volume element k [m?]

A = wavelength [m]

¢ = Stefan-Boltzmann constant and is equal to 5.6697-10-% W/m2 K*
; = albedo for scattering in volume element i

»  denotes monochromatic values

s  denotes surface k

vw  denotes volume element X

The first term in Equation 5.3.12 and Equation 5.3.13a represents the conduction

contribution to volume element i. The second term describes the total amount of energy

emitted from volume element i, and the third and fourth term represent the amount of
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energy absorbed in volume element i, being criginally emitted from the surfaces and

volume elements in the enclosure, respectively.

The temperature distribution within the medium was found by expressing the conduction
term in finite-difference form, and solving the n nonlinear equations by Newton-Raphson
techniques. The conduction tetms will contain temperatures to the first power, while the

radiation terms will have temperatures to the fourth power

AN:.H_'?N.:A‘@.? +?:...—...¢+m..:‘.—..3+ vee +AN~=H=+N.~=.HM.~ -h=0

(an Ty +ay T oo +{ay Ty+ay T+ o +lnTe+dn T -bi=0 (5314
(am Ty +ay T+ o +?e.‘_,u.+ma.qﬁ+ wrv + gy Ty + 8y TH - by = 0

The jth temperature is T; and the coefficients for the linear and non-linear contributions of

this temperature are a; and ay;, respectively.

In the Newton-Raphson procedure, an approximate value for each temperatare is
assumed. Let Ty, be this approximation for the jth temperature. Then a correction factor
¢; will be computed s0 that T; = Tjp + ¢;. This corrected temperature is used to compute a
new c;j, and the process is continued until the ¢; becomes smaller than a specified valve.

The ¢; are found from the following set of linear equations:
fi1e1 +...+m:0‘_.+...+»._=oa+m_ ={}

i1 .9 +...+mm_.mu+._.+m_=.n=+m = (5.3.15)

frpcr+---+fgc+---+fmcn+f, =0

The coefficients f; are given by

fi = 2, {2 Tio+ a5 Th) -1y (5.3.16)

i=1
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and the f;; are

£y =ay+4ayTo (5.3.17)

When the medium is non-gray, the basic concepts are the same, although the inclusion of
property variations does add some complexity to the functional form of the equations.
The total exchange factors had to be solved ona monochromatic basis, and the integrals in
Equation 5.3.12 had to be evaluated in each iteration. Simpson's rule was applied to

compute the integrals.

Figure 5.3.4 shows different temperature distributions for a gray medium calculated by
the B-method for different values of the conduction-radiation parameter, N = kK /40T 3,
Far N — = conduction dominates and the solution reduces to the linear profile for
conduction through a plane layer. When N =0, the conduction term drops out and the
temperature profile has a discontinuity (temperature slip) at each wall which is
characteristic for the case of pure radiation. When conduction is present, there is ne

temperature slip.

Once the temperature distribution has been evaluated, the final step in the solution
procedure is to calculate the heat transfer across the medium from plate 1 to plate 2. The
total heat flux, g, conductive pius radiative, at surface x = 0 can be expressed by the
conduction term at surface 1 plus the difference between the radiation emitted by surface 1
and the radiation absorbed by surface 1. Thatis,

—.—
as,n-?mﬁx e ?qdim_Maw,.wbﬁqumqf?
. = k=1

2
€ M £ A O .n.w_n Fsk st (5.3.18)
k=1

for a gray medium, and
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2
Qo=KL +e Ao -8 X 6 AOTh]  Facanadh -
e 'x=0 k=1 h=0

o

T
4g Y, AV o Ty
k=1 r=0

K Fir kst dA (5.3.19)

for a non-gray medium.
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Figure 5.3.4 Dimensionless temperature distribution inn a gray medium between infinite parallel black
plates with simultanecus conduction and radiation, Plale temperature ratio 82 = 0.1; optical thickness ¥p
= 1.0; albedo for scattering 2 = 0.0,

Comparison of the results of the present method is made with the results of Viskanta
(1965). Viskanta's results can be exactly reproduced by the F-method as long as the grid
spacing is made fine enough. The radiative flux reached Viskanta's solution within 1% in
all cases with a uniform subdivision of 30. However, the conductive term required a
subdivision of 5 times as fine to obtain the same accuracy, and the computer time was

unacceptable high. The necessity for fine grid spacing is due to the calculation of the

temperature gradient at x = 0. To overcome this obstacle and deploy computer power
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more effectively non-uniform grid spacing was introduced near plate 1. A very fine
subdivision was emplayed ¢ the four volume elements closest up to plate 1, and a more
coarse and uniform division was used for the rest of the geometry. In this way the
number of grids necessary to obtain an accurate solution was reduced from 150 to 30 for

a typical calculation,

As the absorption coefficient in MSA is strongly wavelength dependeat Equation 5.3.13
with {2 = 0 was employed o calculate the temperature distribution within the medium.
The calculated heat flux for a 20 mm thick and evacuated MSA tile is compared to
experimental data published by Scheverpflug et al. (1986) in Figure 5.3.5. The
comparison was done in terms of the so called apparent thermal conductivity, Kapp, under
variation of average radiative temperature, Tg, for the medium. These two parameters are

defined by the foliowing relationships

L
Kapp = 2 (5.3.20)
T -T2
and
_[1 (12 2 1/3
Tr |T {12+ (T + ,Q_ (5.3.21)

The predictions obtained with the F-method agree very well with the conductivity
measurements of MSA, and the agreement is much better than the simplified calculation

procedure proposed by Caps and Fricke (1986).
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Figure 53.5 Apparent thermal conductivity of MSA under variation of average radiative temperature.

Comparison F-method and measurements at two different boundary emissivities (€ =0.05 and £ = 0.5).

5.4 Transmittance-Absorptance Product for MSA Collectors

Except for absorber-parallel covers, most TIMs require some protection against
weathering, rain, dust etc. An additional glass or film as an outside cover must therefore
be included, which is the case for MSA. For other TIMs an additional film inside the
outermost cover may be usefal to suppress convection. Granular aerogel on the other
hand require two window panes or stable plastic films as a contziner. For clear angle-
preserving covers such as glass panes or honeycombs, {T0t)-products have been evaluated
by several authors [e.g. Edwards (1977) and Symons (1984)], but the inclusion of

scattering layers or irregularly reflecting layers complicates the calculation. In the

following section an approximate method which allows the inclusion of scattering layers
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is being derived. The new method is based on the embedding technigue presented by

Edwards {1977).

54.1 A New Method for Calculating the Solar Absorption by Each
Element in an Absorber-Coverglass Array

To employ the embedding technique one imagines a stack of n elements including an
absorber plate and p-1 coverglasses, and one formulates the effect of adding one or more
elements to the array. The assumptions in the following are restrictive, but may allow the
inclusion of scattering layers with sufficient accuracy in most cases. The diffuse
reflections from the absorber will be assumed isotropic. Transmitted or reflected fluxes
from a single layer will be split up in to components. A direct, angle-preserving flux for
the incidence angle under consideration, and a component deflected by scattering or
reflections, which will be treated ag isotropic. This model is similar 1 the isoptropic solar
radiation modet, which divides the radiation into a direct part and an isotropic diffuse sky
component Figure 5.4.1 shows the angular distribution of the packscatered (reflected)
radiation from a slab with isomopic scattering, and it is obvious that the distribution is not

isotropic.

In order to asses the errors introduced by assuming an isotropic diseribution, three
different vaiues of the integrated reflectance and transmittance were employed. 1) values
based on the largest angular intensity; 2) values based on the smallest angular intensity;
and 3) values based on the integrated intensities. In all cases an isotropic distribution was
assumed. The analysis showed that the difference in estimated (to)-product for the MSA
coliector in Figure 5.1.F was less than 49 for the different approaches, approach 3) being
between 1) and 2). The author feels that the proposed methed which is based on 3) is

acceptable, Calculations in scattering layer transport have shown, that this approximation
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may be used even for extremely anisotropic distributions, if it is replaced by an effective

isotropic one [McKellar and Box (981}

Angular reftection intensity

Figure 5.4.1 Angular distribution of diffuse reflections from a plane-paraliel atmosphere with isotrapic
scattering of finite optical thickness and an albede of 0.5.

: : . . . : : b
The transmittance of the ith cover is therefore divided into 2 direct-direct component, T,

and a direct-diffuse component, T, Similarly, are the reflectances of the ith cover denoted
pPand pf, respectively, for the inside surface and p{ and p} for the outside surface of
the element. The transmittance of the ith element are equat on both faces due to the
reciprocity principle. The absorbtances of each face of element i, or; and o are given by

(= 1-p0 - ot (5.0

o=1-0} -0k ¥ (5:42)

113




114
The evaluation of diffuse properties are described in Section 5.2.5. am_. 3_ and o.w denotes
the eransmittance and reflectances for diffuse fluxes incident on the ith element. The

diffuse absosbtances of element i can be then be expressed as
owf=1-p-4 (5.4.3)

of=1-pf-d (5.4.4)

Allowance is thus made for optical coatings such as antireflection films and/or thin oxide
IR-reflecting films being different on each face of each coverglass element. The incoming
flux, Qe OUtside the system is direct and normalized to unity. The other fluxes are
made up of a direct and a diffuse component, g,y and g+, ; . respectively. This is

llustrated in Figure 5.4.2.

Covers

C s = Absorber

Figure 5.4.2 Embedding a stack of n covers.

Since q . is normalized to unity, the outgoing fluxes from the system, qrt,,., and

g*d,,,, are given by the following relationships
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q*pe1 = ROy (5.4.5)

Qe = Ry (5.4.6)

where RP,.; and R5¢ | are the top-of-the-n+1-stack reflectances due to reflection of the
direct incident flux and scattering, respectively. The incoming fluxes for the nth cover

element are given by (see Figure 5.4.2).
@ = 1+ Poerait® (5.4.7)
G = oy + P QR + Py gad (5.4.8)
Similarly, the outgoing fluxes can be expressed by the following expressions
qt=RE-qzb (5.4.9)

= RS-q b+ Ri-qd
q Fqa + Reqs (5.4.10)

where R,,d is the top-of-the-n-stack reflectance due to reflections of diffuse fluxes incident

on the surface.

Combining Equation 5.4.7 and 5.4.9 and Equatien 5.4.8 and 5.4.10 give the following

relations for the incoming fluxes

n.¢u|mwt|

i '
P2k e
< P RY+ po RS
D% = .=+_ + Dwv. o+l :. ml'T™n 5.4.12
(pt®d) © L (1 phyre) e
For convenience the top of the stack transmittances are defined as
b iP — b
bl = e gy {5.4.13)




116

L 5.4.14)
thet Qost Qs (

The outgoing fluxes above the new element are

Gy = phir + Tae Q0 (5.4.15)
Gy = ph + Ther @i+ 2oaid (5.4.16)

Substituting Equation 5.4.5 and 5.4.11 into Equation 5.4.15, and Equation 5.4.6 and
5.4.12 into Equation 5.4.16 give the desired relations for the overall reflectances of the

stack embedded by one more cover

—Nu

n

N nwL + dﬂi.mﬂw.fwi (54.11

51 = Py ¥ T REIE 1+ Toat Tww_;%l +REt, L (5.4.18)

A top-of-the-stack absorptance is introduced as

. ' . : 4
el = O QAP + Claa1-Gp01 + ol 1 + U1 at (5.4.19)

From Equation 5.4.9 to 5.4.18, Equation 5.4.19 can be rewritten as
Ay = Q..W._Z.W w.n.”u+~ + Ope1 + Q.Mﬁ. Twi.mﬂw + ﬁi.ﬁ MW (5.4.20)
For an N-element stack subjected to normalized solar radiation, one can find the fraction

An N of the radiation absorbed by the cutermost cover from the valae ay. For each

successive element below the outer one the downgoing flux is

gt = g0 + QD) + ity (5.4.21)

beginning with i = N. The within-stack absorptance A is then given by the following

relation

Ay =t qidy +ad EL.E? +thpad _w (5.4.22)

The conservation of energy gives
RO +RE+ Arn+ Agn+ -+ Ann=1 (5.4.23)
This relation may be used to check the calculation.

The procedure of calculating the (tor)-product starts with calculating the single layer

transmittances and reflectances. The embedding calculation then starts with the bare

absorber for which
Ry =[1-ofo]} {1- P& (5.4.24)
P
RY =[1-ofo)} Po (5.4.25)
Prot
a1 = ctablB) (5.4.26)

Then the first cover, element 2, is added, and Hw, 5, Nw. RS, and a3 are found from the
above equations, Then the second cover is added and so on until the outermost Nth
element is included. (For an architectural application, the effective reflectance of the room

behind the multiple-glazed window is used for Ry.).

By repeated use of Equations 5.4.21 and 5.4.22 the solar mewoemo: by each element
within the collector could be evaluated. Figure 5.4.3 shows the within-stack
absorbtances versus incidence angle for the MSA collector. At nonmal incidence 72% of
the solar radiation is absorbed by the absorber plate, 3.8% is absorbed by the MSA tile,
and 4.2% is absorbed by the glass cover. The rest 20% is reflected away.
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Figure 5.4.3 Within-stack absorbtances versus incidence angle for the M3A collecior

5.4.2 Incidence Angle Modifier for MSA Collectors

The value of the (to)-product is dependent on the collector configuration and varies with
the angle of incidence as well as with the relative values of diffuse and beam radiation. To
model this dependence an incidence angle modifier can be introduced inte Equation 2.2.1.

Souka and Safwat (1966) suggested that the incidence angle modifier could be written

Kea= %% {5.4.27)

Sandard test methods [ASHRAE (1977)] include experimental estimation of this effect by
assuming the entire radiation to be beam, and © use the following expression for the

angutar dependence of Koy

Kaog = 1 + b1 ;v (5.4.28)

cos 8
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where bg is a constant, an incidence angle modifier coefficient. The calculated incidence
angle modifier is shown in Figure 5.4.4 for the MSA collector as a function of {(1/cos 6)
- 1]. It is seen that K is linear all the way out to values of the abscissa of 2,
corresponding to an incidence angle of 75°, The value of by was determined to -0.216. I
should be noted that Equation 5.4.28 gives misleading results for ordinary glazings at

incidence angkes larger than 60°.

Lo iﬂ.@.ﬁ!ﬁ/
o/o/P b, = -0.216

0.8 o
Km dI/I:J/
1)
M 0.6 s
&
B 04
g 02

0.0

) 0.4 0.8 1.2 1.6 z

r._wm ) J

Figure 5.4.4 Incidence angle modifier coefficient as a function of (1/cos 8 -1),

However, Equation 5.4.28 presumes that all incident radiation strikes the collector at the
same incidence angle, which is not true because of the presence of diffuse and ground-

reflected radiation. By assuming isotropic diffuse radiation, the absorbed solar radiation,

S, can be expressed as

H+ -
S=(toh|Ib Re Kra, s+ :Atlm%ml& Kro, a+ Pyl mealz Keg, g (5:429)
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The subscripts b,d, and g represent beam, diffuse, and ground-reflected. For a given
collector tilt, the same procedure as descrbed in Section 5.2.5 was used 10 calculate
effective beam incidence angels for the (tor)-product of diffuse sky and ground reflected
radiation. The input to this calculation was the incidence angle dependent (to)-product
predicted by the modified embedding technique. This analysis revealed that the effective
incidence angels evaluated for the rransmittance in MSA also was valid for the (to)-
product in MSA celleciors. Equation 5.4.29 can be written in terms of z totat incidence

angle modifier as follows

5= Iy Koo {T0h (5.4.30)

where the total incidence angle is given by

Ko = quT;c Mvwlm-é + WTHWE@::@@AHMMH - H& +

P2 ot ]

cos 0, g

(5.4.31)

5.5 Useful Energy Gain from MSA Collectors

5.5.1 Collector Overall Heat Loss Coefficient

In order to use the Hottel-Whillier collector equation an overall heat loss coefficient, UL,
must be evaluated for the MSA collector. The basic idea behind introducing U is to
represent the total thermal fosses from the collector in terms of one characteristic

parameter. This is Hlustrated with the equivalent thermal nerwork in Figure 5.5.1

Tambicnt

.

O:mnm_.__

Tabsorber

Figure 5.5.1 Equivalent thermal network for flat-plate coliectors.

¥ it is assumed that all fosses to the environment occur to the same ambient temperature,
then the collector overall loss coefficient is the sum of the top, bottom, and edge loss

coefficiernts.

UpL=U+ Up+ Ue (5.5.1)

To model the heat transfer in a MSA collector, a number of assurnptions was introduced.

These assumptions are as follows:
1) The solar energy transfer can be calculated independent of the infrared
radiation interexchange (semi-gray assumptions).

2) The physical system can be considered as a number of nodes with uniform
properties and uniform incident solar radiation.

3) There is one-dimensional heat flow through the system.

4) The glass cover is gray and opaque to long-wavelength radiation
5} ‘The sky can be considered as a blackbody for infrared radiation at an
equivalent sky temperature.

§) Performance is steady state.

For each node of a combined heat-transfer problem, a general energy batance will include

solar radiation, long-wavelength radiation, conduction, convection and internal energy

generation. In solar energy systems the heat generation term is generally zero. The solar
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radiaton term is given by the embedding technique in Section 5.4.1, while long

wavelength plus conduction terms are described in Section 5.3.2.

This study revealed that the temperature drop through the glass cover was negligible, and
that one node was sufficient 10 represent the temperature distribution within the glass
plate. However, the MSA tile had to be divided into 30 voiume elements for reasons
explained in Section 5.3.2. Furthermore, a harmonic mean value of the interface
_conductivity, it barween the outermost MSA nede and the glass node has been

evaluated according to the technigue recommended by Patankar (1980).

1
Kine = 5% ﬁhﬁ +m_w.ng (5.5.2)

where the distances, 8%, 8xyy and 5xg are shown in Figure 5.5.2.

8z

Figure 5.5.2 Distances associated with the interface between giass and aerogel.

The energy balance for the glass node can then be written as

sx. I
Ogsal It + T Ag{Ta-Tg) + EgAg O ?u_é - ‘1& + Hm@wmni %g (Fyn - Tghi +
g

o oo

n 2
g Y, 4aVioTh| KugafirFoxspadh + £y Y, S AT
k=1 L=0 k=1 =0

Fekspa &4 -

g, Ay 6Tf =0
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The first term takes the absorbed solar radiation into account, and the second and third
term represent the losses to the surroundings due to convection and sky radiation,
respectively. In the fourth term the conduction contribution to the glass cover has been
expressed in finite difference form. Tenm five and six describe the amount of long-
wavelength radiation absorbed by the glass cover, while the last term represents the long-

wavelength radiation emitted by the glass cover.

Three different forms of the nodal energy balance occur during the subdivision of the

MSA tile:
Outermost MSA nede (i=n):

L
ma ma w
o I|<P|m Em»
vnsol IT + Fnz_mb. X, A.Hn |.H<=u+ . n.H..A:. - .H.<uu+

n s
- 2
2 4avioTo|  KuafirFoomadh + ), 6cAy 0 Th Bragumo dh -
k=1 =0 flos e
4AV, 0 Th| Kyafirdh =0
A=t
(5.5.4)
Ordinary MSA node (1 <i<n)
k
Cyisol Iy + =BTy - 2Ty + Togany) +
Ax
t .ﬁa e . 2 o
2, AV 0Ty Kuafir Foma dh + 2, s Ao T, Fraxvon di -
k=1 =0 k=1 =0 R
44v;oTy| Ky Brdi=0
L=0
(5.5.5)
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Innermost MSA node (i= 1)

Oyl g0l IT + Knvsa (ZTabs - 3Tv1+ Tya) +
Ax

sa

2 -~
mhwk.nr MPA. m,?_w.e.s_». dr + M EgAx O ‘H.Mw H.dn,..v—n}.c.v.. dh -
om0 x=1 %=0

o0

)]
Y AV O Ti
k=1

&AV, 0 TH Ky frdh =0

=0
(5.5.6)
Figure 5.5.3 llustrates the nodal scheme adjacent 10 the absorber plate.
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Figure 5.53 Nodes near the boundary.

Again using an iterative Newton-Raphson technique, values of the n+1 unknown
temperatures were found. Based on these temperarures an apparent thermal conductivity
was evaluated for the MSA tile. The calculation procedure was described in Section
5.32. The resistance from the absorber to the glass cover, Ry, due 10 combined
conduction and radiation in MSA can be expressed in terms of the apparent thermal

conductivity and the tife thickness.

Ry =L (557
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Similarly, Ry is the resistance from the glass cover to the surroundings, and is given by

Rpz=—— 1 5.5.8
: E<+mmq.am-dz ( )

For this MSA coltector, the top loss coefficient from the absorber plate to the ambient is

=
U: IR (5.5.9

The top toss coefficient was then evaluated for different absorber plate temperatures,
absorber plate emittances, wind heat wransfer coefficients, and ambient and sky

temperatures.

The use of a blackbody radiation sky temperature not equal to the air temperature did not
significandy effect U, Less than 1% increase in U; was observed when the sky
temperature was reduced from 10 to 0°C. The same percentage change (decrease) was
found at an absorber plate temperature of 150°C when the absorber plate emittance was
changed from 0.9 to 0.1. The change in U decreased with decreasing absorber plate
temperatures, The negligeable loss reduction obtained by selective coatings was expected
due to the low apparent thermal conductivity in MSA (see Figure 5.3.5). An increase in
U, in the magnitude of 1% was observed when the wind heat transfer coefficient was
increased from 5 to 20 W/m2°C. This change is much smaller than for ordinary

collectors, and is also explained by the insulation properties of MSA.

‘When a similar analysis is performed for collectors with ordinary glazings, it is assumed
that the absorbed solar radiation by covers will not affect the losses from the collector.
This effect is accounted for by introducing an effective transmittance-absorptance product
[Duffie and Beckman {1980)). Even though the term concerning absorbed solar radiation
is included in Equations 5.5.3 - 5.5.6 it will be ignored in the following calculations. By
doing this, and evaluate an effective transmittance-absorptance product for the MSA

collector, the simplicity of the theory for ordinary flat-plate collectors will be maintained.




The calculation of the top loss coefficient for the MSA collector is a very tedious process.
To simplify the evalvation of collector performance, Figure 5.5.4 has been prepared. The
figure shows the top loss coefficient far the MSA collector in Figure 5.1.1 for: ambient
temperatures of 25, 10, and -10°C for a range of absorber plate temperatures. The effect
of MSA thickness is also included in the figare. In this case the ambient temperature was
kept at 10°C. The calculations were performed using a wind heat transfer coefficient of 10

Wim?C.
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Figure 5.5.4 Top loss coefficient versus average absorber plate temperatures at different ambient

temperamures. The effect of MSA thickness is also illustrated.

The above results show that Uy is strongly dependent upon the absorber plate temperature
and the MSA thickpess. The ambient temperature are also seen o play an impontant role,
while the other parameters have minor influence on U, (maximum 2% ). This is clearly

seen from the magnitudes of Ry and Rz (Ry >> Rp).
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To use Figure 5.5.4 w find U, it is necessary to know the mean absorber plate

temperature, Tpm. A method for estimating Ty m is given in the next subsection.

The heat loss through the bottom of the collector is represented by the resistance to heat
flow through the back insulation, R, and convecticn and radiation resistance to the
environment, Ry. For ordinary back insulation it i usually .ﬂomaEm to ignore Ry (R3 >>
R4). Thus, the back loss coefficient can be approximated by [Duffie and Beckman
(1980)]

Up=kD {5.5.10)

where k and D are the insulation thermal conductivity and thickness, respectively. The
MSA collector shown in Figure 5.1.1 is symmeric about the absorber, and Uy is

therefore given by the same equations as Uy,

The edge loss coefficient, U, was estimated by assuming one-dimensional sideways heat
flow around the perimeter of the collector system. Duffie and Beckman (1980) expressed

U, in terms of the edge loss coefficient area product (UA)edge and the collector area A,

_ (UAduige
A (5.5.11)

Ue
The collector overall loss coefficient can then be evaluated from Equation 5.5.1. Table
gives calcutated values of Uy, U,, Uy, and U, for the MSA collector shown in Figure

5.1.1 for absorber plate temperamres of 323, 353 and 413°C.

Table §5.1 Calculated loss coefficients,

Absorber plate temperamre [°K} 323 353 413

U, [W/mZ°K] 0.609 0.703 1.000

Uy [W/m2°K} 0531 0,531 0.531 .60 0,303 .00
U, [W/m?K] 0.120 0.138 (.197
U [W/m¥K] 426013721728 | 3238 1.54Y 297
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These values were cajculated using a wind heat transfer coefficient of 10 W/m?°K, and a
MSA thickness of 20 mm. The collector dimensions were 1.22m x 1.22m x 60 mm.

5.5.2 Colector Heat Removal Factor and Mean Plate Temperature

1n order to use Equation 2.2.1 to estimate the useful energy gain from a collector, Qu, the
heat removal factor, Fg, has to be avaluated, Fg accounts for the absorber plate
temperature dismribution and allows the collector performance to be ¢xpressed in terms of
the fluid inlet temperature. Duffie and Beckman (1980) showed that Fg could be
expressed as

Fp = Mm_. 1 - expl-Ae UL FAiCy)] (5.5.12)

where A, = the collector area [m?]
C, = specific heat of collector fluid {J/kg”C]
collector efficiency factor
collector fluid flow rate [kg/s}
the coliector overall beat loss coefficient [W/m?2°C]

Sz m
oo

At a particular location, F' represents the ratio of the actual useful energy gain to the
useful energy gain that would result if the collector absorbing surface had been at the local

fluid temperature. The collector efficiency factor is given by

1
F= Ug (5.5.13)
W L P r—
UL ﬁU +(W-D} ﬂ C, nD; frj -

where Cy, = the bond conductance W/m°C]
D = the whe diameter {m]
D; = the inside be diameter [m)

i

it

F = the standard fin efficiency for straight fins with rectangular profile
he;
Uy,

heat transfer coefficient between the fluid and the be wall [W/m2°C)
the collector overall heat loss coefficient [W/m®°C]

Il

W = the distance between two tbes

The fin efficiency can be calculated from the knowledge of the absorber plate thickness, 3,
the bond thermal conductivity, k, W, D and Uy,
st [m (2

Fe—w . (5.5.14)
m7

where m2 = Up/kS.

To evaluate collector performance, it is necessary to know UL and hg;. Both parameters
are functions of temperature. The mean flutd temperature, Trm, is the proper temperature
to evaluate fluid properties needed to predict hr;. Klein et al. {1974) showed that Trm

could be expressed as

Tim = Tey C:b?n:l—.mw.
f.m ?.TC—.. Fr T = (5.5.15)

The mean absorber plate temperature can be used to calculate the useful energy gain of a

collector, and is given by

- Qu/A
Tpm=Tri+ UL Fa (i-Fr)  (5.5.16)

Equation 5.5.16 can be solved in an iterative manner with the expression for Up. First
an estimate of Ty, is made from which Uy is estimated. With approximate vatues of Fgr,
F, and Q,, a new mean absorber plate temperature is obtained from Equation 5.5.16 and
used 1o find a new value of the top loss coefficient. The new value of Uy is used to refine

Fg, and ¥, and the process is repeated until a satisfactory accuracy is obtained.
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5.5.3 Effective Transmittance-Absorpilance Product

To matntain the simplicity of Hottel-Whillier collector equation, and account for the
reduced losses due to absorption of solar radiation by the covers, Duffie and Beckman
introduced an effective ransmittance-absorpiance product, (ta).. The same approach will

be followesd for the MSA collector in this study.

All of the solar radiation that is absorbed by a cover system is not lost, since this absorbed
energy tends to increase the cover temperatures and consequently reduce the losses from
the absorber plate, Duffie and Beckman assumed that the small amount of absorption in
the cover and consequent increased cover temperaiure does not change the values of the
conduction, convection, and radiation vesistances. Furthermore, they showed that the
reduction in collector losses due to absorption in the cover, I3, was given by the following

reladon for a one cover collector

il (3.5.17)

D=IT4Ag CC.
g-a

A similar analysis for the MSA collector gave the following expression for I

D=ir|Ag ccﬂ + Ay ccﬂ g a.m.;v
NIW wW|N

where Ay = the within glass cover absorptance

the within MSA absorptance

the incident solar radiation [W/m?)

the top loss coefficient [W/m?°C]

the loss coefficient from the glass cover to the surroundings =

/R [W/m2°C]

the loss coefficient from the MSA glazing 1o the surroundings = U
W/m?C|

&
[
Il

=
i

o
T &
0w

Cun&

D can atso be considered as an additional input in the collector equation. The useful gain
of the MSA collector is then
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U,
Uga

Qo = MHWT + m,_,T»m + >»L - UfTi- H.L‘ (5.5.19})

where Uag.e = Uphas been introduced.

In order to maintain the simplicity of the Hottel-Whiller collector equation, the effective
transmittance-absorptance product, (Tot), must be defined for each of the three
components of It as follows

U

{to)e = (ta) + Ag g
g

+ Agg (5.5.20)

where A, and A,y are found by means of the embedding technique. Figure 5.5.5

iltustrates the difference between (Tcr), and (tof) versus incidence angle for an absorber

plate temperature of 50°C.
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Figure 5.5.5 (to) and (Ta)e versus incidence angle.




554 MSA Collector Performance

Equation 2.2.1 can be written in terms of an "instantaneos” efficiency as

T - Ta)

ni= Q = FRr Kea (t0) - Fr UL

A Gr Gr . (5.5.21)

The efficiency of the MSA collector shown in Figure 5.1.1 has been measured at the
Thermal Insulation Laboratory in Denmark [Svendsen (1989)]. The calculation procedure
developed in this chapter has been compared witk the Danish measurements under similar

conditions. As shown in Figure 5.5.6 there is good agreement between the calculated and

measured efficiency.
08 T T T 1 T T
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& [I-L 7 PO E—— . Calculated: ; ={4.74-135 Q.T.Hm&ﬁﬁ -
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Fignre 3.5.6 Comparison caloulated versus measured efficiency curves.

The model underpredicts the heat loss coefficient with about 10% compared to the
measurements. This was expected due to the deviations from the ideal preconditioning of

MSA used in the collector as stated by Svendsen (1989). The predicted optical efficiency
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is also lower than the measurements. This is related to the spectral extinction data used as
input to the model. Due to lack of spectral measurements of the MSA (TMOS) used in the
Danish collector, these data had to be developed from another type of MSA which is about

4% less transparent.

5.6 Comparison with Other Collector Designs

5.6.1 Collector Efficiencies

Instantaneous collector efficiencies are shown in Figure 5.6.1 for three different collector
designs: (1) one cover with selective absorber plate (g, = 0.065); (2) evacuated flat-plate
collector (HVL 20); (3) MSA collector. For (1) and (3) Fr({tt), was 0.81 and 0.74,
respectively, and Up, was calculated by using the method presented in Subsections 5.5.1
and 5.5.2. The data for (2) was given by the manufacturer [Kellner (1989)]. In all cases,

the incident radiation on the collector was 300 W/m2.

It is clearly seen that considerable improvements of the efficiency can be obtained by
using MSA collectors for high temperature applications. It is worth noticing that the
efficiency is even better than the evacuated flat-plate collectors for temperature differences
larger than about 65 °C. Even if the thermal performance of one collector exceeds another
collector over the actual temperature range for the application, cost of the two systems

must be considered before a final judgment is possible.
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Figore 5.6.1 Collector efficiency as a function of the difference between collector Puid inlet

temperature and ambient temperature.

5.6.2 Annual Performance

A single glazed flat-plate collector with selective coating characterized by Fp{te), = 0.81
and FpUy = 4.2 W/m2°C is used as a reference. When this collector is improved with the
materials in Tables 2.4.1 and 2.4.2 or substituted with an equally sized MSA collector,
the collector parameters and annuat performances of Table 5.6.1 is obtained. The annual

performances were obtained with TRNSYS for a process heating application at a

minimum operating temperature of 75°C.
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Table 5.6.1 Simulated yearly heat production at a minimum operating temperature of

75°C with collectors improved with dilferent TIMs.

Collector type Fr(tog Fr UL Qu [KWh/mZyear]
Selective coating (sc) 0.80 4.20 265
1-teflon film + sc 0.77 3.33 306
2-teflon films + sc 0.74 3.05 305
Corrugated-teflon film + sc 0.78 3.20 327
Arel-honeycomb. + sc 0.68 2.00 340
MSA 0.74 1.43 431

In Sweden large flat-plate collector areas are constructed for connection to district heating
networks. These collectors are therefore required to operate at temperatures between 60
and 100°C. Up to now collectors with a single teflon film plus selective coatings has
been the most feasible for this purpose [Karlsson (1988)). The corrugated teflon film and
the honeycomb increased the annual gain by 7 and 11% , respectively, but will not be
used because of high installation costs. The MSA collector increased the yearly gain as
much as 41%. In addition, selective coatings will be excessive which will reduce the
costs. Today, MSA collectors are not yet commercial avatlable and far to expensive.
However, when MSA is mass produced and the MSA collector is fully developed it is
expected that the collector will make a breakthrough possible for solar heating systems for

medium and high temperature applications.




CHAPTER 6

System Simulation - Case Studies

6.1 Introduction

System simulation means observing a synthetic system that imitates the performance of a
real system. There are two basic kinds of data that can be obtained from simulations.
First, integrated performance over extended periods can be determined. Second,

information on process dynamics is avaifable.

In the following two sections a solar heating system and a solar air conditioning system
have been simulated. The study was performed mainly to observe how thermal
performance of solar heating and cooling systems are affected by flat-plate collectors
based on monolithic silica aerogel (MSA), and partly to asses the feasibility of the systems

under Norwegian climatic conditions.

6.2 A Heating System Simulation Study .

6.2.1 Sysiem Description

Figure 6.2.1 is a schematic of a standard liquid based solar heating system. A collector

heat exchanger is shown berween the collector and storage tank, allowing the use of

antifreeze solutions in the collector. Relief valves are shown for dumping excess energy
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should the collector run at excessive temperatures. A load heat exchanger is shown to
sransfer energy from the tank to the heated spaces. Means of extracting energy for service
hot water are also included. Auxiliary energy for heating is added so as to "top off” that

availabie from the solar energy system.
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Figare 6.2.1 Detailed schematic of a liquid based solar heating system, P, pump; C, controller; T,
temperature sensor; B, blower. Adapted from Duffie and Beckman (1580).

The load heat exchanger must be adequately designed to avoid excessive temperature drop
and corresponding increase in tank and collector temperatures, The parameter describing
this exchanger is &1 Cuin/(UA)p, Where £ is the effectiveness of the heat exchanger, Cpiq
is the lower of the two fluid capacitance tates in the heat exchanger, and (UA)y is the

building overall energy loss coefficient area product.
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6.2.2 System Simulation

System simulations were conducted for the solar heating system shown in Figure 6.2.1.
The simulations were performed with TRNSYS [Klein et. al. {1988)] using
meteorological data for Oslo, Norway {(59.9°N). The system is to provide space heating
and hot water for a well insulated residence of 200 m? floor area. Internal heat
generation, infiltration, ventilation and capacitance of the building are considered [(UA),
= 250W/°C and (MCp)p = 40MJ/°CL. The hot water demand is 300 liters/day, assumed
distributed at 50°C through the day according to a normalized profile of hot water use for
domestic applicadon given in Duffie and Beckman (1980). The total load profile is shown

in Figure 6.2.3

Two different collector designs were used in the simulation study. (1) MSA collector
{illustrated in Figure 5.2.1}, and (2) single glazed collector with sefective absorber coating
and a sheet of Teflon plastic between the giass and absorber plate to minimize convection
losses [Fg (te) = 0.77 and Fg Up, = 3.33 W/C m2l The liquid flowrate on both sides of
the collector heat exchanger is 0.015 kg/m? s. Collector areas in the range of 10 to 80 m?
were used in the simulations. The collector slope is 38 ° and surface azimuth angle is

ZETO.

The heat exchanger effectiveness is 0.7 and the specific heat of the antifreeze solution is
3800 J/°C kg (ethylene glycol). The storage tank is sized so that its capacity is at a fixed
ratio to the collector area, at 75 kg/m2, The fuss coefficient of the storage tank is 0.40
W/2C m2, and losses from the storage ave 10 a 20 °C environment, To show the effects of
storage tank size, simulations were done at 50, 100, and 200 % of the nominal size, for
collector areas of 10, 30, and 60 m2. The heating system is controlled as shown in Figure

6.2.1 to keep the building near 20 °C. The volume of the preheat tank is 0.4 m?, and its

loss coefficient is 0.5 W/°C m=2.
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Figure 6.2.2 shows the annual solar fraction for the two collector types as a function of
collector area, for normat storage volume to collector area ratio (75 kters/m?), and also

points for larger and smaller storage capacities for the 10, 30 and 60 m2 collector areas.
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Figure 6.2.2 Anmuat solar fraction for two collector designs as a function of collector area at different
storage vofume to collector area ratio, (1} MSA collector; (2) Collector with selective coating and Teflon

film.

These are typicat curves for space heating, in that the siope is significantly higher for
small collector areas than for large collector areas. The larger collectors are oversized a
greater part of the year than are the small coliectors. The MSA collector increased annuat
solar outputs by about 25 10 30 % compared to the other collector included in this study.

The effects of change of storage size are small for the collector areas considered.
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Figure 6.2.3 indicates the monthly load profile and the monthly solar contributions for the
two collector types at A = 10 and 30 m2 for the normal storage volume to cotlector area

ratio.
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Figure 6.2.3 Monthly load profile and monthly solar contribution for two collector types at Ag = i

and 30 m2, (1) MSA collector; (23 Collector with selective coating and Teflon film.

Generally, the MSA collector improves monthly system performance. The largest
systems will carry the summer loads, while the smallest has a solar fraction of about 60
and 70 % in the summer months, depending on the collector type. Due to the very low
radiation intensity in the winter months, the solar contributions are almost zero at this time

of year. During spring and fall the solar contributions are higher, between 20 and 50 %

depending on month and collector type.
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As the heating season is longer in the northern part of Norway, it is suggested that active
solar heating should be more feasible in this part of the country than in southern Norway.
A stmilar analysis for Tromsg (69.7° N) verified this statement, and showed that the solar

output was 10 % higher than in the Oslo simulation.

In order to asses the most optimal design (i.e., collector area) for the Oslo climate, an
economical analysis was performed. MSA collectors are not commercially available, and
were not included in the economical analysis. The very nature of most of the parameters
involved, however, renders such economic analysis to a large extent of uncertainty

because of the difficulty to predict the future from past and present trends.

The economic parameters assumed are: term of aralysis is 20 years; discount rate is ¢
Fofyeat; general inflation rate is 7 %/year; auxiliary energy costs is 0.45 NOK/k'Wh; total
collector area dependent costs is 1800 NOK/m2; total cost of equipment which is
independent of collector area is 15000 NOK. Applying these economic assumptions
together with the calculated thermal performance of the system, Figure 6.2.4 was
produced. Itis seen that the optimum collector area is around 23 m2. The corresponding

annual solar fraction is 31%.

The results shown in Figure 6.2.4 is for a specific set of economic assumptions.
Therefore sensitivity analysis should effectively be done for every economic parameter,
since most of them are projected estimates and may turn out to be inaccurate. However, it
is important to stress that , while designing solar thetinal systems in view of all the
uncertainties associated with the system and economic parameters, it is redundant from a
Ppractical viewpoint to strive for a very accurate determination of the annual solar fraction

of the solar system.
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Figure 6.2.4 Life cycle solar savings for the Oslo simulation. The solar fractions are also included.

6.3 A Simulation Study of Solar Air Conditioning

Solar air conditioning represents a potentially significant application of solar energy in
most sunny regions of the world. Solar air conditioning is cne of the most fitting
application of solar energy since the demand for cooling occurs mostly at the time when
solar energy is available. For both daily and seasonal variations these two factors are in
phase. The combination of solar cooling and heating should improve the economics

compared to heating alone [Duffie and Beckman (1980)].

Solar air conditioning was originally devefoped for hot climate zones, where the amount
of electrical energy required for providing air conditioning can be significant. However,
commercial buildings in high-latitude cool climates may have a significant cooling load
due to solar radiation and internal heat generation. In this study only solar absorption air

conditioning wiil be considered.
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6.3.1 System Description

Figure 6.3.1-shows the configuration of the combined solar heating and Li Br-HzO
absorption air conditioning system investigated in this study. A mixwre of Li Br and H,O
is heated in the generator G using solar energy. The pressure rises and the Li Br loses
most of the water in the form of steam. The water vapor then travels at constant pressure
to the condenser C where the pressure becomes low. Heat is extracted from the
condenser by passing cold water heat exchange through it. The remaining water vapor in
the condenser is now totally changed to water which is fairly cool and now the pressure is
allowed to drop further 1o let this cool water evaporate in the evaporator E and thus extract
the heat of evaporation from circulating cold water exchanger thus chilling it. The
refrigerant becomes partially vapor with higher pressure and flows due to gravity, from
the generator on the high pressure side to the low pressure side into the absorber passing
through heat exchanger HX where it gives most of its heat to the mixture which is flowing
to the generator. The concentrated Li Br mixes with the water in the absorber and flows

to the generator to repeat the cycle.

Figure 6.3.1 Schematic of a combined solar heating ard air conditioning system using a Li Br-H20

absorption cooler.
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At present the COP (ratio of cooling capacity to thermal input) of commercial absorption

systems is relatively low (about 0.7) and the cost of the equipment (collectors and chiller)
is very high, and thus these systems cannot compete economically with conventional air

conditioners.

6.3.2 System Simulation

The commercial building analyzed in this work needs auxiliary heating from October to
the beginning of May. In the summertime, the abundant sunshine causes mainly only a
cooling load. Simulations were performed for the combined solar heating and air
conditioning system shown in Figure 6.3.1 using meteorological data for Hamar, Norway
(61 °N). The results are based on detailed performance predictions with TRNSYS [Klein
et. al. (1988)].

The office building simulated has a floor area of 750 m? and consists of 3 zones. Zone 2
is semi-climatized in shape of a glazed space placed in between the fully climatized zosies.
The relevant parameters for the office building as well as the simulated solar energy

system are shown in Table 6.3.1.

The energy balance of the office building were ocﬁmmﬁa by an accurate building energy
analysis program DEBAC (Harsem and Barresen, 1985). The resulting load profiles are
shown in Figure 6.3.2. The desired room temperature range is 20 to 23 °C. The
minimum useful source temperature for space heating and cooling are 30 and 80 °C
respectively. The simulation study involves two coltector types: {1} MSA collector
(iltustrated in Figure 5.2.1}, and {2) single glazed collector with selective absorber coating

and a sheet of Teflon plastic between the glass and absorber plate to minimize convection

losses [Fg (1ot = 0.77 and Fg Up, = 3.33 W/C m2.

Table 6.3.1 Simulation parameter values.

Office building Time of operation Zone 1 Zone 2 Zone 3
Ventilation {m3/hr] - Mon. - Fri. 07-19 1580 1350 2150
(Inlet temperature = 15 °C) Sat. - Sun. 0 o 0
Heat generation [W] Mon. - Fri. 07-19 8300 7700 7600
{equipmen, lighting, and .
persons)

Sat. - Sun. 3000 3000 3000
Transmission losses [W/°C] 187 351 177
Infiltration losses [W/°C] 36 105 45
Selar system
Solar collector flow rate m/A. 0.015 kg/m? s
Storage tank size collector area ratio 100 kg/m?
MJ/A,
Solar collector slope § QOptimal = 58 ©
Air conditioning system
Type Arkla model WF-36
Absorption chiller capacity P 8 xW
Start up time constant T, 480 s
Cool down time constant Teq 3780 s
Condenser inlet temperamure T 20°C

Figure 6.3.3 shows the variation of the fractions of the monthly energy needs (for heating
and cooling) met by this system for the two collector types at A, = 50 and 100 m2. In this
climate, the annual solar fraction reaches 33% and 54% for the two collector types at a

collector area of 100 m2 in the particular year used in this simulation.
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Figure 633 Monthly fractions of loads met by solar eneray for the two collector types at A = 50 and
100 m2. (1) MSA coliector; (2) Coliector with selective coating and Teflon film.
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The inability of the system to meet summer cooling loads is evident. However, the MSA
coltector greatly improves system performance. At a callector area of 100 m? the annual

solar output was increased by 65 GJ or about 60 % as much as the other collector type.

When the MSA collector is fully developed, it is expected that it will make a breakthrough
possible for solar heating systems for medium and high temperature application. Future
uses of solar absorption machines will not only depend on cost-effective high temperarure
collectors but a corresponding development of advanced cycles will be required. Double
effect machines (the refrigerant is boiled off in a two stage process partly using solar
energy and partly using the heat of condensation of the vapor) can achieve a COP in the

range of 1.25t0 1.5
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CHAPTER 7

Future Research Suggestions

The solar radiation and infrared heat transfer in monolithic silica aerogel (MSA) has been
successfully modelled. As pointed out earlier on in this thesis measurements concerning
the spectral ransmittance values in the solar part of the spectrum for MSA are lacking.
Accurate data are difficult to obtain due to scattering. Nevertheless, measurements and
characterization of MSA together with further verification of the mathematical models are

vital for future developraent of less expensive and more transparent samples.

Flat-plate collectors can be greatly improved by using MSA as a part of the cover glazing.
With 2 4 mm thick glass plate and a 20 mm thick MSA dle, the losses from the cover
glazing can be significantly reduced, resulting in a doubling of the collector efficiency at
typical operating conditions. However, Svendsen (1989) has reported some problems
concerning the construction of MSA collectors. Future studies should therefore focus on

designing and testing prototypes o achieve more durable and reliable MSA collectors.

Transient collector response has been theoretically investigated. Transient effects are
often negligible. However, situations where transient effects reduce the collecter
performance has been identified. Future experimental smdies should investigate to what

extend the transient collector operation reduces the long-term average performance.

The storage tank stratification significantly increases the solar thermal system

performance, but appears to have only a small effect on the collector performance. The

cause for the increase of the sofar system performance due to storage tank stratification is
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the load withdrawal from the top of the tank. Mixing of the hot flyid in the top of the
storage tank with the cold fluid in the botiom of the tank can reduce the performance of a

solar thermal system. Storage tank designs that reduce the effect of mixing should be

investigated.

Hourly solar radiation models were presented and evaluated. These models need hourly
values of horizontal global radiation as input, and a forcing function for the synthetic
generation of solar radiation would be very time saving and therefore desired. Future

research in this area should focus on development of reliable synthetic radiation models.
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Nomenclature

collector area [m?] |
areas for heat loss of the inlet duct [m?] |
areas for heat loss of the outlet duct [m?]
weighted circumsolar solid angle m
incidence angle modifier coefficient :
Planck’s first and second radiation constants

specific heat of medium in the storage tank [J/kg°C]

cloud cover factor

particle diameter, tube diameter {m]

third exponential integral

Planck’s spectral distribution of emissive power

annual solar fraction, standard fin efficiency

collector heat removal factor

collector efficiency factor, reduced brightness coefficients

direct exchange factor

total exchange factor

monthly solar fraction

solar constant = 1367W/m?

extraterrestrial radiation normal to the sun's beamn [W/m?2)
instantaneous radiation on the collector surface [W/m2]
monthly average daily radiation incident on the collector surface [J/m?]
wind heat wansfer coefficient [W/m? °C]

total heat transfer coefficient [W/m? °C]

hourly total radiation on a horizontal surface [W/m2)

hourly beam radiation on a horizontal surface [W/m?]

hourly beam radiation at normal incidence [W/m?]

hourly beam radiation on a tilted surface {W/m?]

hourly clear sky radiation on a horizontal surface [W/m?]
hourly diffuse radiation on a horizontal surface [W/m2]

hourly diffuse radiation on a tilted surface {W/m?]

nourly ground reflected radiation on a tilted surface [W/m?]
hourly extraterrestrial radiation on 2 horizontal surface [W/m?2]
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hourly extraterrestrial radiation at normal incidence [W/m?}
hourly radiation on the collector surface [W/m?2]
hourly critical radiation leve! on a titted surface [W/mZ]
directional monochromatic radiation intensity
monochromatic intensity of emitted energy of the particles from Planck’s
distribution
monochromatic absorption coefficient [1/m]
monochromatic scatiering coefficient [1/m)
monochromatic total extinction coefficient [1/m]
incidence angle modiffer
thermal conductivity [W/°C m]
apparent thermal conductivity [W/°C m)
hourly clearness index
monthly load for space heating, hot water [J], slab thickness fm]
mass of medium in the storage tank [kg]
heat capacity [kJ/°CJ
fluid capacitance rate [k]/°C 5]
conduction radiation parameter, number of days in the month
day number, index of refraction
Ppore pressure [bar]
actuai useful collector energy gain W]
the instantaneous heat load [W]
radtiative heat flux [W/m2}
heat transfer resistancea
geometric factor for beam radiation
absorbed solar radiation {W/m?)
pathlength fm]
the fluid inlet temperature [°C}
ambient air temperature [°C]
temperature of the ambient air around the storage tank {°C]
monthly average ambient emperamure [°C)
cover emperature [°C)
mean fluid temperature {°C)
absorber plate temperature [°C)
average radiative temperature [°C]
empirically derived reference temperature (100 °C)
uniform storage tank temperature [°C)
sky temperature [°C]
time [s]




UL

(UA);

Pl

intemnal energy [W/m?2}

collector overall heat loss coefficient [W/m?°C]

loss coefficient from the duct TW/m?°C]

storage tank loss coefficient-area product [W/°C]

volume [m?]

mechanical work {W/m?2], distance between two collector tubes [m)]
hourly critical radiation ratio

factor describing diffuse radiation from zenith

m_mmn.n_}n Mma M___m

[+

=

AT

absorptance, solar altitede angle, void fraction of air
surface stope

sky brightness parameter

number of seconds in the month

heat exchanger effectiveness, emittance, sky clearness parameter,
{runcation ermor

effictency

optical depth

optical thickness

angle of incidence

zenith angle

wavelength [jtm]

reflectance

ground reflectance

Stefan-Belizmann constant
transmittance-absorptance product

anisotropy index

transmittance, ¢ollector time constant [minuies]
hourly utilizability

phase function

hour angle, solid angle
atbedo for scartering
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ambient air

beam, bottom

collector side of the heat exchanger; cover
diffuse

effective, edge

fluid

inside

absarber plate

surface

solar part of the spectrum
w0p

volume

161




162

APPENDIX A

Solar Radiation Principles

Several parameters have been mentioned in the main body of the thesis without the necessary
formulas or background heing given to evaluate them. They are included here for completeness.
Unless specifically cited, the definitions and equations presented have been taken from Dulfie and

Beckman {1980).
A.1 Definitions and Formulas

Chapter 2 introduced solar radiation cacrelations. The hourly clearness index, & ; was needed to
estimate the hourly diffuse fraction. The hourly clearness index is given by,

[~
—~
—

ky=

—
)

where 1 is the hourly radiation on a horizontal surface, and / , is the hourly extraterrestrial
radiation on a herizontal surface. The integrated hourly extraterrestrial radiation on a horizontal
surface is computed by the following relationship,

X - 360
-2 m%cnﬂTé.ouunomﬁ uomaZ

2w, - w,)

i i 4.2
520 w:._ﬁeww“:ﬁo@ { )

Xﬁnomgvnuw;umm;nﬁuulwm:mccqu.

where G 5. i§ the solar constant (1 value of 1367 i /m* has been used in this research). n is the

day of the year, $1s the site latitude. The declination,5, is the angular position of the sun at solar
noon with respect o the equator plane, and is given by Lystad (1980):

_wu-n
u |i||| A._,u
5 mu@mncmﬁuoo 365 u ﬁ V
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W, w, are hour angles {that is, the angluar displacement of the sun east or west of the local
meridian due to rotation of the earth on its axis at 15°/hr, w, is larger, morning negative,
afternoon posetive). :

The time specified by the hour angle is the solar time. The solar time differs from the local
standard time for twa resons. First, there is a constant correction for the difference in longitude
between the local meridian, £ ., and the meridian on which the local standard time is based, /. .
The second reason is due to changes in the rotational and erbital angluar speed of the earth, and
can be expreesed as

. ) (n-81) h a:umCV| . ﬁ (n-81)
F=9.87sin(2 mmoium_& 7.53cos uoo|mo» 1.Ssin| 360 Sed (A4
Solar time is related to standard time by
Solartime=Standardtime+4(L,,-L, J)+F {1.5)
where L ,,.is given in degrees west.
The angle of incidence, 6, is required for tilted surface calculations, and is given as loliows:
cogd, =sinbsindcosP - sinfcosdsinficosy
+cosbcosdcosPBeosw
+eosbsindsinBcosycosw
+cosbsin@sinysinw {A4.8)

where f is the surface slope. v is the surface azimuth angle, with zero due south, east negative,
and west positive. For this study, the angle of incidence was evaluated at the midpoint of the time
interval by using the hour angle, caleulated at the midpoint of the time interval.

When the surface slope is zero, the angle of incidence is the zenith angle of the sun, 6
Equation A.6 becomes

cos8_ =cosBcospcosw + sindsing (1.7)

The zenith angle is related to the solar altitude angle, o, by the following expression:

a=90"-8, (1.8)
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