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ABSTRACT

This thesis examines the characteristics of solar {ndustrial
process heating (IPH) systems, the possible ways of predicting
theiy performance, and hourly arilizability as & prediction means .

The simuiated performance of closed load loop systems undet
qifferent load patterns indicates that, for reasonablie storage
sizes, an existing design method adequately predicts system per-
formance. A& method of predicting the performance of gystems
without storage is presented. This method uses hourly utiliza-=
pility tG determine energy supplied to the load (and also dumped
energy) -

Hourly atilizability, based on the generalized 14u and Jordan

clearness T e 3 A M = is correlated with & different

Taavation parsnetet, and extended to & true hourly basis. An

analytical expression for hourly utilizability 15 derived using

a random insolarion Sequence, probability distribution.

Both the hourly generalized and analytical utilizability
methods, ¢an be used for pon-soutn facing gurfaces. These TWO

nethods predict trhe usable enersy calculated from data, to
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within a few percent.
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NOMENCLATURE

This 1ist contains the major parameters used in this study-

Others are defined locally.

A Collector ared

Ae Effective ecollector areld

c Specific heat

C Prohability distribution constant

Ce Storage capacitance per unit of effective collector area

D Number of days {n the month

F Apnual fraction of the load met by solar energy

£ gumulative frequency of occurrence

FR Collector heat removal factor

Gsc TSTAT COUStaEs

B Tetal datxy insolation on 2 horizontal surface

By Daily diffuse radiation onr 3 horizontal surface

Hep Total daily trsotation on 2 tilted surface

HO Daily extraterrestrial tnsolation on & horizontal
surface

I Total hourly insolation on & horizontal surface

I, Critical insolation level

Id qourly diffuse radiation on 4 horizontal surface

Imin Minimum isolation level for collector operation

Maximum usable insolaticn level

X



Total hourly ipnsolation cn & tilted surface

Hourly extraterrestrial insolation on & horizontal
surface

Critical clearmness index

Minimums observed hourly clearness indeX
Maximum observed hourly clearness index
Hou:ly clearness index

Daily clearmess index

Latitude

Process heating icad

Day of the yeat

Probability of ( ) occurring

Dumped energy

Fnergy SuppLIEete A= ——

Usable s5tlected—epeLgy

Ratio of total hourly tO total daily ipsolation on &
torizontal surface

RY

|

Ratio of extraterrestrial hourly to daily insolation
on a horizontal surface

Ratio of total hourly insolation on & cilted, to that
on a horizontal surface

Ratio of total daily insolation on & tilted, to that
on a horizontal surface

Ratio of monthly-aveTrage daily ipnsolation o & tilted,
+p that on a horizontal gurface

Ratio of hourly heam radiation on & +ilted, to that o
a horizontal surface

xi



RL Ratio of daily Leam radiation om & +ilted, to that on &
horizontal surface

ﬁb Ratio of monthly—-average daily beam radiation on 2
tilted, to that on a horizontal surface

Rbh Ratic of monthly-average hourly beam radiation o 2
tilted surface, to that om & horizontal surface

‘Ea Monthly-average daytime ambient Cemperature
Tmin Minimum useable remperature
Uij Useable energy over a time span
UL Collector loss coefficient
v Storage volume
Vbd Hourly beam—diffuse view factor
éd Daily beam-diffuse view factor
XF Critical insolation ratio
¥ Number of years L= eI R A
o Collector aysorbtance
B Coilector slope
v Exponential function constant
) Declination
o] Ground reflectance
Pg 3torage £iuid density
T Collector cOvVer rransmittance
& Monthly—-average hourly utilizability
oM Monthly-average hourly qnutiiizability
5 Moﬁthly—average daily utilizability

%xii



' Monthly-average daily unutilizabilicy

P follector azimuth

w Hour angle

W Sunset hour angle

Subscripts

d Day of the month

h Bour of the day

m Month of the year

v Particular year

A M —-" ipndicates monthly-average (except the special cases above).

A ™" means only positive values are to be considered.
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1. INTRODUCTION

Ipdustry 18 becoming interested in using solar enersy due to the

questioned availability,and increasing cost, of cenventional enersy
gources. Tndustrial applicatione of solar energzy differ from athetrs
in energy demand patterns, temperature requirements, and magnitude.
Fox these reascns, existing methods of predicting a solar system‘e

performance are not always applicable.

eating (IPH) 18 such that

The nature of jndustrial process h

many applications capn be done with conventional solar system con~

figurations employing flat-plate collectors, with or without energy

sforage capabiliﬁies. Tnsolation utilizability concepts can be used
TPH systems-

edicting the performance of these

}"”Dms_tﬁﬁfba hroken in

a5 a basis for PT
to two general

past studies ST SolEr Lot
4 rements (references L, 7, 3, 11,

o
L

categories: general €USTES e8!

17, 18, 15) and system specific projects (21, 27, 31, 33, 37). The

determining the characteristics

£irst group of studies Ts helpiul i®
of TPH load requirements,and +he type of solar systems that should

be examined for LPH use.

System gpecific 1PH projects offer little ingight toO the gen-—
eral application of solar. Tney often spell out the hardware diffi-

culties in retrofit operations, put do net quantify systemrload
There have been & few attempts TO predict the perfor-

{nteractions.

mance of specific systems (27, 31), but mot in a general way-.



Currently available design methods pased on insolation utiliza-
2, 32) do not fully account for the particulars of 1IPH appli-

bility (
cations. <This jg due in part tO +he use of daily, rather than hourly,
utilizability. Past hourly utilizability studies (30, 42) have not

v to a usable form.

developed 1
e when current de-

The goals of this thesis are to: 1) deteymin
an be used for solar 1PH systems, 2) present & method

gign methods C
rage hased on

of predicting the performance of systems without sto
hourly utilizability, and 3) examine hourly urilizability in detaill

ro obtain & usable form.
To achieve rhe above endg, first the general cheraeteristies of
d and possible golar systed configurations &X~

TPH will be presenté
she ofFects of different 1

cad pattexns OU gystem per-

Dhmvr

ERRRRC
will be examined to determine the applicability ST aErSE

ARCS
£.8YS
.1_ o -

foTman
design methods. A procedure for predicting the performance ©
Loyt SLOTSEe hased on hourly atilizability will be presented.

Tems witno
A review and {mprovement of generalized hourly atilizabililh Trong
4 expression for hourly stilizability, are

alytically derive

Tt is determined tha

with an an
zed

t both the generall

the topics of Chapter &.
s1 methods do & good job of predicting ugable energy-

and analytic
predict the per—

Finally, an example of Lsing these WO methods toO
formance of a solar IPH systed without storage will be presented.



2. INDUSTRIAL APPLICATION CHARACTERISTICS

Tndustrial process heat {IPH) is thermal energy qsed specifi-
cally in the preparation and/or treatment of manufactured goods.
It has been determined (8, 17, 18) that about 25% of the cotal U.5.A.
energy use ig for TPH applications. The characteristics of
1PH reaquirements, ana possible golar system configurations, are

the subject of this chapter-
2.1 Tndustrial Process Heat Characteristics

Industrial process heating applications have three unigque char-
acteristics: 1) the temperature at ghich energy becomes useful,
2) the magnitude and type of io0ad, and 3) the time distribution of

+he load.

To cnaractcr4zemth9 remperature of IPH systems, the minimum

usable temperaturé ig defined a8; vhe temperature that must be

reached by the ensiss seurce hefore ir will meet part (ot all) of

rhe process energy deﬁand (e.g., the temperature of water entering
a boiler). The approximate minimum usable temperature distribution
for all U.S. IPH energy requirements (17) is shown in Figure 2.1-1.
Inspection of this plot shows that about 25% of this energy could be
delivered using flat-plate collectoTrs (assuming 2 maximun poperating
temperature of 100°C) .

Tndustrial process heating loads can be divided into rwo main

categories; direct and indirect. Direct—heat applications have &
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Figure 2.1-1: Temperature digtributicn of IPH energy requirements
(from Fraser 1977)



mass as well as an energy requirement. An example of a direct~heat
application would be the use of hot water for washing (27, 37), or
air for painting operations (16} . fndirect-heat applications have
only an energy requirement. Such applications ag the curing of
cement blocks (37), and supplying energy to an abgorption air condi-
+{oner fall imnto this category-

The final characteristic of IPH is the 1oad demand schedule.
Industrial {pads usually have a fixed pattern over a period of
rime (a day, week, and/or month). These patterns vary from a con~
ripuous 24 hout per day, 365 days per Year ipad, to & hatch operation

rhat occurs once 3 week.

9.2 Solar System Configurations

Tn iight of the IPH characteristics described 1n tIE prevEeds

gection, the configuration of two different generiC sotar-systems

¥

At Heiting case common tO both, will be considered.

The sclar system.shown schematically in Figure 2.2-1 18 TP
cable to direct heating gituations. Here, the minimum ugable
temperature could be the incoming watel maing temperature for water
based systems, ot the ambient air temperature for air based systems.
The auxiliary energy supply 18 in series, L0 asgsure the required de-
livery temperature. This is commonly called an opel 1pad lcop

system.



Relief Vaive

T min

gplar System for direct heating

Figure 2.2-1:
{epen 10ad loop)




Tor indirect heating applications (i.e., an energy demand only),
the system shown in Figure 2.2-2 can be used. Here, the entire load
can be met with energy at (or ahove) Tmin' This is & closed load
loop system.

The difference between the open and closed 1oad loop systems is
+hat, the open system 2nergy delivery is determined by the load mass
flow Tate, and the closed one's by the load heat exchanger paramefers.
Thie difference will (usually) result in & different tank (and thus
colliector inlet) temperature for the two systems operating with the
same Tmin' 1£, however, all the available solar energy is delivered

to the load 1mmediately upon collection, both systems would have

tank temperatures (almost) equal to Tmin'

The above limiting gituation is a common Cne in IPH applications

where the lcads are gsually far greater than a soldf Nk B

ing all the available area, Cai supply. §ince provisions for stor-

ing sclar energy would not be used to any great extent in this situa-

P

ion, it has been suggested (37, 18) that system cOSts rouTd—he—re=
duced, with 1ittle or ne 1loss in performance, by excluding storage.

A system without storage is shown in Figure 2.2-3. As the above dis-
cussion affirms, this system 1is representative of both open and
closed load lcop applications (for the open 1oop case the heat ex-—
changer would be considered perfect}. For direct heating, the auxil-

iary energy gupply would be in series, and for indirect in parallel,

with the solar system.



Relief Vaive _

pe 2.2-27 Solar system foT indirect heating
)

{closed toyad-—toopd




Reiief Valve
' .. => To Load
HEAT
EXCHANGER
Tmin

Figure 9.2-3: No storage golar system
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The remainder of this study will be devoted tO derermining and

mance of the closed 1 igure

predicting,the perfor oad loop system of F
gure 2,2-3.

5.2-2, and the no storage systel of Fi
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3. PREDICTING SYSTEM PERFORMANCE

3.1 Introduction

Thig chapter beagins with a description of the system simula-
tion models used in this study. The gimulated performance of these
so—common load profiles

"e.opmon' and SOME Yrot-

gystems for many

is presented and examined. Finally, simplified methods of prée~
e are presented and discussed. It is

dicting system performanc
1 for predicting system

ility 18 a useful too

determined that urilizab

performance.

3,2 Systed pegcription

he simulation program TRNSYS (26), the closed load

Uging t
loop system of TFigure 2.2-2 was e mdetine this gystef,
the following assumptions were made:
and for energy at or above T ..
min

1. The 1oad is a dem
~int so that no

5. The collector fipid has & g botkEReg P

ems with astoragel.

snergy dumping occurs {only for syst

3, No energy 1osges from pipes.

ffectiveness of unity

4. ©Collector loop heat exchanger ©

(not applicable t@ systems without storage) .

5. Load heat exchanger of infinite capacity-

6. No energy losses from storage.

restriction on the type of gystem.

The first assumption is &



1¢ indicates that the simulation results are not applicable to
open loop systems of Figure ».2-1, which have a mass demand, not
just an energy gemand. The 10 boil-off" assumption is quite
plausible for the industrial application considered in this study.
To prevent boii-off, the solar system fluid could be pressurized
water or one of many available £1uids with a higher hoiling point.
The remaining aggumptions Were made for initial gimplicity,

they will be removed later. For systems with reasonable

atorage, these assumptions wili have & fairly equal impact on
system performance for all load patterns. 1f desired, pire losses
and the existence of a non-perfect collector loop haeat exchanger
could be accounted for by modifying the collector parameters as
suggested by Reckman (1), and de Winter (15) respectively.

Aside from the hasic systed abbumytLQESAﬁaﬂ?;uﬁEd above

gome comments about specific components&re in.oxrder.

The flat-plate collector was modeled according o the

Hottel—Whillier equation (42). The transmi“tance—a,anptance

product was assumed to be & conatant, independent of insolation
incident angle. The overall ecollectoT loss. coefficient Was taken
to be.constant, {ndependent of wind velocity and ambient tempera=
ture. The above TWO restrictions correspond to 2 TRNSYS type 1,
mode.i collector.

The storage tank was modeled with & single mode. This

represents 2 fully mixed, snstracified tank.
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The load neat sxchanger wWas modeled to be gufficiently
large to deliver the 10ad energy rate whenever the storage

o was greatelr than T .
min

ions and modeling cechniques, tWo

temperatuT

Using the above assumpt
TRNSYS decks were asgembled corresponding to Tigures 2.2-2 and
2.2-3. A complete set of system parameters will be found with

these programs in Appendix C.

3.3 gimulated System Performance
Using the system models described in the previous section,
1pad patterns and locations.

formed for yarious

simulations were per
she collectol area

and set of 10ad patterns,

ve held constant. The

For any one ipcation
requiremeut we

the total yearly anergy

and

=
SoTaT EWaYmudl

g are based on 1oads symmetric abour

result
re.plots of the

1

The graphical presentations vy follow &
F, as a function of the

action of the 1oad met bY solar,

annual fT
ecollector BTE&,

ctive square metel of

gtorage capacitance Per effe

Ce' These paramelers are defined as:
F= Zsup (3.3-1)
Ld :

where Ld is the annual process heating 1oad and QSUP the annual

golar energy supplied to the load.

And,
v - s Q
¢ = ____E_.S._-———— (3 3__2)
e Ae -
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where: V = Storage Volume

Pg = Storage £iyid density
c = Storage fluid specific heat
Ae = Effective collector ared

The effective coliector area was defined by Klein and Beckman (25)

as:

A, = A FR (3.3-3}

where A and F,* are the collector ared and heat removal factor T&~
spectively. The effective ared removes the effect of different

Fp s o0 the F vs. Cg curves. 1Lnhis makes results plotted in such a
fashion more general. For reference, & standard Ce for domestic

a 2
water heating applications ig about 350 ¥3/°C-m .

1f a given lead pattern regults il & T e =

it

Y

indicates that the energy [lows THEe andout of storage (Cg > Q)

L=

are fairly synchronous {i.e., the energy collection and demand are

in phase with each othexr). If F varies siganificantly with €
i1t indicates +hat the energy coliector and demand are not
synchronized. |

Using a year of typical meteorological data (19, 39) for

Albuquerque,'TRNSYS simulatilons were performed to examine the

e

%A collectoT heat removal factor modified to account for &
non—perfect’collector—loop heat exchangel, as suggested,by de Winter
(15), can be used in place of Fy chroughout this study-



effects of various load patterns om system performance.

The. effect that the number of hours per ¢ay the load is
distributed over hag on P is shown in Figure 3.3-1.for 7 day per
week loads centerad at solar TOOTL. The two SetS of curves indi-
cate that for & reasonable Tange of collector areas, the number
of load hours per day makes a maximum difference of 3% F at the
standard storage size. At twice the standard storage size these
differences are almost 2ero.

The small difference DeLWeem +he above curves Cau be under-
stood by realizing that for the load profiles presented, the load
15 demanding energy foT almost all hours of collectol operation.
As indicated vefore, this palancing of energy supply and demand

rrinces—tae eed for a large storage capacitance.

15

All the loads of Figure 3.3-1 were symeetric about solar mnoOL.

1f these sanpé 1oads were out of phase, rhe hierarchy of performance

Tesuirs would be reversed. Tndeed, if they were symmetrical about

midnight, the 24. hour per day 1oad would perform the same, but the
8 hour per day 1oad would suffer drastically.

The effect of the number of days per week the load is dis-
rributed over is shown in Figure 3,3-2. These resules are for the
same system and location as Figure 3.3-1, with a constant 8 hour
per day 1oad. This plot indicates that the number of days pexr

week the iload is distributed over ig of larger gignificance than

the hours per day (Figure 3.3-1). Also, comparison of the on—-a—day,
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Albuquerque
AZT30 m® Ld=3.5 TJ/yr

Slope = 40° T min=80°C

R
¥

8 hr/day, 7 day/wK
8 hr/day, 5 day/wK

-3 8 hr/day, 3.0 day/wk

A
———— ol !r""u W2 II dﬂ‘i/‘wﬁik

\ / \ ‘tj;‘“/\—l\AJ, =ty

\/ \ (All loads centered at solar noon)
0 ‘ \T | |
""" o st | 2

Ce (MJ/°C-m?)

Load days per week effect on systemd performance

Figure 3.3-2:
(Albuquerque)
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off~a~day (3.5 days/week) and the 5 continuous days 2 week loads
indicates that load continuity can be of significance, especially
at low values of Ce‘

Applying the same day-to—day variation im 10ad profiles as
above to Madison data produces the results of Figure 1.3-3. Compar—
ing these results to these of Figure 3.3-2 indicates that the same
set of load profiles have about the same difference in system per—
formance between themn, independent of location. This is not €O
say that the general shape of all load profiles is independent
of loca;ion. Further comparison of Figures 3.3-2 and 3.3-3 shows
that generally, the system‘responses in Madison improve by a larger
amount with increasing Ce rhar their counterparts in Albuquerqué.

e ie due ta the fact that (as will be shown in Section 4.3)

Alhuguerque insolation is more copsistent than Madison o tore

consistent insolation will balance fhe sterage sapk emergy-£lows

etter. Thus, increasing C vwas a smaller effect in Albuquerque

than in Madison.

A 22 factorial design experiment was petformed on the load
patterns jdescribed above £or Albuquerque with 2 astandard storage.
1t was determined that the hours per day and days per week effects
are fairly independent of each other. That is, the results in
Figure 3.3-1 are indicative of the load hours per day effect, in~
dependent of how mapny days per week the load is distributed over.
The reverse 1ls trué for the days per wgeek effect of Figures

3.3-2 and 3.3-3.
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Madison

Ld=2 TJ/yr
T min=80°C

Az 600 m?
Slope=43°

1.0

8 hr/day, 7 day/wK

S~ 8 hr/day, 5 day/wK

\ \ (All loads centered at solar nocn)

c, (MJ/°C-m?)

Load days per week effect on systeml performance

Tigure 3.3-3
(Madison)
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The no storage cases, Ce = {) in Figures 3.3~1 through 3.3-3,
sndicate that the load pattern makes a very qizable difference
when there is 0o storage available. Thig indicates that systems
without storage® should be examined separately.

The simulated performance for a no storage system with a
fixed total yearly 1oad, and specific lcad patternzis displayed in
Tigure 3.3-4 as @ function of collector area. For the situation
depicted in Figure 3.3-4, f is linear wirh collector area until
approximately 600 mz. At this point there begins LO he certain
peak insolation times (e.8-» June at noeon) that the collected
energy exceeds the 1pad demand on an instantaneous basis. Without
storage, this excess energy is dumped resulting in the departure

e ity 4n F1gUrEe 3.3-4. As the collector area is increased

sedll further, golar energy gradually meets and cwceeds ThE frEtER

taneous load demand more often. To meel the entire & houl P& davy-y

5 duys per week load of Figure 3.3-4, the collecteor area would

have to be 1arge epough to meet the load during periods of minimaE
ingolation (e.g., 2 cloudy January morning) -

All the previous results were arrived at through simulation.
A less involved method of predicting system performance is the sub-

ject of the next section.
3.4 Predicting System Performance

The performance of closed 1oad loop solar gystems can he pre-
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dicted through & detailed gimulation oY, the use of 2 statistical
radiation relation known as utilizabilicy. Computetr simulations
offer the most securate available means of predicting systems per—
formance. Unfortunately, simulations are difficult and time

consuming to set UP, and expensive to perform.

This section will first present the conceptls of hourly and
daily wtilizability, for predicting long-term average, flat-plate
collector performance. Then, the zbility of an existing design
method, based on daily utilizability, to predict closed load loop
IPH system performance will be examined. Finally, a method of
predicting +he long-term averasge performance of ne storage IPH

systems emp loying flat-plate collectorT will be developed.

e
| .

q.4.1 Derinlitioll R £ X R

Tl Teaility was— first presented by Whillier (42) as a method

of predicting the long-term average performance of flat-plate

collectors.

Starting with the Hottel-Whillier filat-plate collector equa-

tion,

Qg = 4 TR KIT_hm(Tu) - U (?in . Ta)\ (3.4-1)

hour of the day

month of the year

1

Qu-tm

T-hm Total hourly ipsolation on & tilted surface

for hour h in month @

i
il

Collector rransmittance absorptance product

1§

(ta)

seful collector cutput for hour h in month m
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UL = Qverall collector 1oas coefficient

Tin = Collector fluid inlet temperature

Ta - Ambient temperature.
Serting Q _yn in Eguation 3.4-1 equal to ZETO, and solving for
IT*mh’ a minimum isolatiom 1evel for collector operation 18 defined.

F U T - T
_'RL in a
Thin = o (To (3.4-2)

When I, - equals I . the collector's solar gains just balance
T-mn min
irs losses tO ambient.
Monthly—-average hourly atilizability is now defined as the
th

. th 1
long-term average fraction of the m month's, N hour's, total

insolation that is above 1

min’
Rt ;
1
, ) y=l a=1 \ T-mhyd win-1) WD
mh Y Dy N
T T Ioo
y=1 d=1 T-ghyd

Wwhere: v = & particular year
v = Number of years included
d = A particular davy in meonth m@
D = Number of davys in month m

+ = Only positive values are to be gummed.

To obtain a true long-term average, I should be (40) at least ten

years. 3ince Im*n is assumed to be constant in Eguation 3.4-3,



the long—termd, monthly—-average, day-time smbient temperatule should

be used in Equation 3,42,

I
= y=1_d=1 i
Ta—m - 24 (3.4-4)
YDm L 1*
=1

where the * indicates that only hours hetween sunrise and sunset are
to be considered. A graphical presentation af Equation 3.4-3 is
shown in Figure 3.4—1. For the sequenbe of days shown, is the
sum of the shaded areas divided by the sul of the total areas
for hour h.

The grilizability corncept was extended by ¥lein (22) to in-

ciude all hodrs OF S = — = (22) defines monthly—-averzge

r N . th
daily T Tizability-as +he long-term average fraction of the m

month's total {nsolation that ig above I ,

min
Y Dp 24 +
T -
L - 12 (IT—mydh min-m
'5 _y=i d=1 b=l (3.4-5)
™ Y Dy 254 :
X by z

I
T-mydh
g=1 d=1 b=l myd

A graphical represeutation of this relation ig shown in Figure
3.4-2. Here,-g is the sum of the shaded areas divided by the sul
of the total areas under the curve. This relation forlg has been

correlated, first by Klein (22) and later by Theilacker {(40).



25

|

AN
A

_\X_{;_i\‘\[ 4\ /#W Tty

Day |

Figure 3.4-1: Conce

Day 2 Day 3

ptual graphic representation of ¢-



I . .

ALY

o AN s
AN min
f - \

R ‘\

Day | Day 2 bay 5

T ofa.



27
3.4.2 Using grilizabllity

Monthly average daily utilizability was used by Klein and
Peckman (25) to develop a generalized design procedure for closed
1pad loop systems with storage. As wiil be shown, both menthiy-
average daily, and monthly-average hourly utilizability can be .used
to predict the performance of systems without storage.- However,
che hourly version is more general.
3.4.2a Systems with storage

The generalized design method {25) for closed load loop S¥S™
crems like Figure 2.2~2, starts with the same assumptions that were
used in the simulation glven in Section 3.3. In addition to these,
the load is taken to be 12 hours Dper day, 7 days per week for

energy coliection and stoTrage calculations. The design method

then accounts for storage tank heat losses, Fre-sierais capacitys

and finite load heat exchangers.

gince different load patterns with the same yaarly total load

have different 1oad rates, different patterns caml we—accounted Lor
in finite load heat gxchangel calculations. This is the extent ot
the design procedure‘s ability to predict 1oad pattern effects,
because of the assumed load patteri in the energy collection and
storage calculaticus. Recalling Figures 3.3-1 through 3.3-3 it

can be seen that the load patiern is of minor effect SO this treat-

ment should not he too far off.
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A comparison of the design method {¢-FCRART (23)) and gimala-
tion results 1s shown in Figure 3. 4-3. Since the load heat ex-
changet was assumed infinite and the tank heat losses zero for both
cases, the ditference shown here is due tO the treatment of collectad
apd stored energy. Tor a systeml with an infinite 1oad heat eX—
changer, the FCHART curve of Figure q.4-3 is the only one attain-
ahle. This is because FCHART does not account for the 1load distri-
bution in energy collection and storage caleulations.
3,4,2b Systems with no storage

For systems without storage, the collecto¥ inlet temperature
will always be Tmin' Thus, Imin will not be 2 functicn of a fluc-
uating tank temperature,and utilizability methods can be used dir-

o e = A 1 aad heat exchangers can be accounted for by modify-

ing-Fg i{n the same wWay (15) as for collector loop heat ERCHENEETSS

in systems with storagée. This allows the direct use 0% gritizabid-

Tev—f£ox 511 no storage gystems.

Rewriting Equation 3,4-1 in terms of ¢, the long-term average

minimum nseful energy for month m 18%

24

=a D (1) hE'-l T P (3.4-6)

u—m

wherenfi_mh is the long-term average hourly ipsolation on & tilted
surface, for hour h in month m- The corresponding equation based

on ¢ is:
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Albuquerque
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Slope = 35° T min=80°C

o L /Simuicaﬂom (TRNSYS)
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urm= AeDm (o) HTm Cbm (3.4-7)

where HTm is the leng-term average total daily insolation on &
rilted gurface for month m. {This relation 1is only valid for no-
ire day's insolation.)

en the load spans the ent

storage Systems wh
Equations 3. 4-f and 3.4-7 are 1inear with collector area.
This is reminiscent of the F vs. & plot of Figure 3.3-4. I1f the
collector area were such that the load were always greater than Qu
on an instantaneous basis, and the load duration spanned the days
ion, then all the collected energy could be used by the

insolat
at the load is not always

greater than Qu

1o0ad. For applications th
and/or does not span the days insclation, energy dumping will occur.
ce can be deter-—

4+

o+ imated before systel performan

TS E—e

uu'_u::d O
Setting the instantanesous collector output equal Lo the 1n-
4 paximum usablie insolation level can be defined

gad,

sTancaneots 1

for no storage systems:

Q, = 1d = Ae leaxﬁTu) - Uy (Tin - TE)X (3.4-8)
solving for I we have:
max
Ld
= o e
Imax Imin Ae (T (3.4-9)

rly and daily unutilizabilities can now be

Monthly-average hou
1ons 3.4-3 and 3.4-5.

with 1 in Equat
max

defined by replacing Imin
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¥ Dy ( +
to Lo\ remhyd Imax—m)
mh ¥ Tm ’
P P
g=1 a=1 T~mhyd
and
Y D, 24 (1 . +
; z L %_ T-mydh max~m
6- _ y=1 d=1 h=1 (3.4-11)
m ¥ D 24 .
2 L Z IT—mydh

y=1 d=1 =1
A graphical representation of ¢' is shown in Figure 3, 4-4. Here,
tal area for all

%' is the shaded area in day 7 divided by the to

3 days.

The long—term average amount of energy that would be dumped by
a no storage system 1is
_ 24 _
QdumpamﬁAeDm(Tu) gil IT—mh ¢;h (3.4-12}
or
------- Vympa= 2P (to) Ho_p [ (3.4-13)

astricted as Equation 3,4-7 was.)

{Equation 3.4-13 is T
igd to the load for month m

The long-term average energy suppl

can now be written as-

(3.4-14)

qup—m - Qu—m - Qdump-m
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Tigure 3. 442 Conceptual graphic representation of 5‘
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Tf the load is of sufficient duration to span the entire day's

insolation, qup (corresponding to the 3 day sequence we have
been following) is the shaded area of Figure 3, 4-5 times Ae {Ta) .

This can be expressed as

QSup-—-m= AeDm (T()f-) h):.::l IT—m‘n (Cbmh - q)mh) (3 . 4-15)
or
qup—ngénm(Ta) He o ( ¢m - ¢;) (3.4-16)

Rewriting Equation 3.3-1 in ponthly form, the long-term average

annual fraction of the load net by solar is:

12
n X -
Fomel ooP
12 (3.4—17)
T Ldm
m=1

where either Equation 3.4-15 ot 3, 4-16 (if appropriate) o&h ba

1L

used far'a .
sup-m
To account for different load distributioms for @O storage
systems is a relatively simple matter. 1f the load spans the days
insolation, either ¢ or‘a can be used. 1f the load 1is off during
some of the daylight hours, $d must be used (¢ for no-ioad hours 1s

zZero) - Accounting for the number of hours per day rhe load is on,

-asup can be calculated for a 7 day per week load. For loads other
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than 7 days per week, myltiply the vaiue arrived at above by the
weeks fractlon (e.g.s 5/7 for a > day a week 10ad, 3.5/7 fer an
alternate day load).

There may be instances when ¢ is bettex suited for Q supply cal-
culations thania. Since-$ ig across the whole day, the critical
ingolation tevels T . and Imax are taken tO he constant. In

min

reality, the load requirements may change T . f(and thus I . and
min min

Imax for no storage systems) throughout rhe day. A189, the load
rate may change throughout the day changing lmax' Tn both of these
cases, ¢ is much better ;uited to predict aAsupply. One other
advantage of ¢} over-$ is that using ¢ will give nore information

about the distribution of required auxiliary energy. This may be

e Eeanl i dagioning 2 complete working energy systam.

Saily upilizability has one distinct advantage, 1t Ras5°9 P ST

about 8 fewerT calculations than nourly utilizability- An-example

+E using § is presented in the next gection.

3.5 Conclusions

The simulated systed performance of closed load loop systems
indicates that for the same cotal yearly energy load, the number of
days per week the load is distributed over has more of an effect
t+han does the number of hours pet day. For large storage gizes,
the load pattern has a minimal effect and the performance can be

predicted by the E;FCHART design method. For systems with no
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etermined from utilizabilicy

storage, the system performance cai he d

concepts. Bourly gtilizability ig more varsatile but the calcula-
tions are wWore laborious than for daily utilizability.
lein (22),

Daily utilizability has been well treated by K
Theilacker (£0), and Collares—?ereira and Rabl (14). At this
point, hourly utilizability is not as well refined. It will be

examined in detail in the next chapter.
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L MONTHLY—AVERAGE HOURLY UTILIZABILITY

4.1 Introduction

This chapter first presents rhe concept of monthly—-averasge

iginally formulated by whillier (42).

hourly acilizabiltity, &8 or

years of insolation data by this method

The results of analyzing 23

are presented for 2 locations. Next, generalized hourly utiiiza=

pility as presented by Liu and Jordan (307 is re-examined. 1t is

shown that this method has & number of shortcomings in predicting D

This method 18 consequently improved and extended. An analytical

expression for ¢ is then derived from & rapndom insolation gequence
probability distribution. The twoe methods of estimating $ s are
ed with ¢ s calculated from data. The compariscn indicates

coonar

usable energy, DUL rre—GRa i

rhat both methods adequately predict

etter prediction oF aunp ad rene T ey for.a.no

cal method c&nh give a b
storage systed. Finally, an example of the use of both methods

for predicting no storage system performance is presented.

4.2 Interpretation of monthly—averase hourly atilizabilicy

Recalling the definition of ¢ from Chapter 3, it can be ex-—

pressed as

h D, )4-
El dEl \IT-mhyd - Teem
Y=L ¢ (4.2-1)

q)mh —
¥ Dplrogh
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where IC is the critical insolation level of interest, and ET is the

long-term average hourly ingolation on & tilted surface.

Monthly—average hourly utilizability is a statistical parameter

chat indicates +the long-term average fraction of the incident insola-
tion occurringin hour h and month m that 18 above I.. The basis of

this concept is that insoclation 1evels for houT t change from day—-to-

day in a rather random fashion.
The effect of insolation variation from day-to—day on P is

displayed in Figure 4.2-1. Here, both sequences of days have the

average and total insolaticm for the indicated houl. The first

game
has more insolation

sequence, with its large insolation variation,
es the gacond sequence, which has 3 identical days.

above Ic than do

Thiig. Sequence A has a larger hourly ¢ than B.

Another graphical representation T Eguattor S S T—. =

lues, for a

obsezvedmiﬁ3blatiuﬂ T

sented in Figure 4.2.2. Here,

particular hour and month, are plotted in ascending order as &

function of £, rhe cumulative frequency of occUTIence. An £ of zerc

and an £ of 1 the maximum, ochserved IT'

coincides with the minimum,

s under this curve equals'fT. The ¢ for the situation

The total are
area divided by the total

depicted in Figure 4.,2-2 1is the shaded

area.

Graphically {ntegrating Figure 4.2-2 for varicus values of IC

The critical ratio

results in the d-curve plotted in Figure 4.2-3.

used for the jndependent variable 1s:
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Sequence B

Effect of insolation variation on ¢.

Figure 4,2-1:
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Frequency hat I+ < Irs f

Figure 4.2-2: cumulative frequency of Iq for determining ¢.
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.l

I

X =

5 (4.2-2)

H

This dimensionless form of the critical level has been found
(42, 30) to be a useful independent variable for plotting ¢-

A few points about the shape of the ¢—curve of Figure 4,2-3
are of particular interest. Lf all the i-hours of month j had
the same value for I (as in Figure 4.2-1b) the resulting frequency
digtribution corresponding tO Figure 4.2-2 would consist of a
straight horizontal line at ET' Integration of a curve qf this
form would result in the atraight line ¢—-curve labeled "ijdentical day
14mit" in Figure 4 .2-3. TFor this situatiom, there would be Do
igolation above & critical ratio of unity. This is indicated by a

$ of zero 10T Fre—dentivat—dey {4imit, when ¥ > 1.

Any real data, however, has a distribution much the same in
ghape as the data plotted in Figure 4.2-2. The tail near £ =1

results in an slongated O=CUIVE at higher critical ratios, as shown

in Figure 4.2-3.

The next section presents calculated ¢ s using +he method de-
picted in Figure 4.2-2 for data covering a 23 year period. The re-
sults of this calculation are actual long-term average hourly

utilizability curves.

4.3 GCaleulation of Hourly Utilizability for Hourly Insolation Data

The calculation of hourly gtilizability for a particular loea—
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tion cam be performed quite easily with the 2id of a computer.
gtarting with hourly total ingsolation on & horizontal surface

(assumed constant over the hour), IT can be obtained from:

=
]

. TR (4.3-1)

where 1 is the total hourly ipnsolation on & nhorizontal gurface and
R is the ratio of total hourly insolation o & tilted surface, to
that on a horizontal surface. The hourly insolation ratio (18)

ig glven as:

1 4+ cosB
= -
R (l Id/I} Rb -+ Id/I -‘?f-"'—
(4.3-2)
1 - cosB
L - coee
+ 0 5
where:
1, = Hourly diffuse ratiation om & norizontal.surface .
R1n = Ratio of beam radiation on 2 tilted surface, to that
o & hurizopfe1 gurface
8 = Collector slope
po= Ground reflectance

The three components of Equation 4,3~2 can be interpreted as: 1) the
fraction of the total radiation that ia beam, times the ratioc of
hourly beam radiation om & tiited surface to that on & horizontal
surface, 2) the fraction of the toral radiation that is diffuse,

times the collector—sky view facioT, and 3) the votal radiation re~
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flected off the ground, times the collector-ground view factor.

The two diffuse Cerms in BEquation 4.3-2 assume that the diffuse
radiation is igotropic over the sky.and ground. This results in a con~
servative estimate of IT. 1f the diffuse radiation were not assumed
igsotropic, it would be centered more about the sun (or posibly the
horizon). The collector, being tilted to receive radiation from the
suds position in the sky (also sees the horizon better), would see more
diffuse radiation if it is anisotropic than if it had been igsotropic.
Thus, the isotropic assumption is conservative. Throughout this study
o will be taken as 0.2. This also gives & conservative estimation of
IT’ because often, in the winter when there may be snow onm the
ground, the ground reflectance 1s 2as nigh as .7.

ety ety beal radiation geometry factor, Rb in Equation

4,3-2, is determined solely on the earth-sun—collector geometIy,

(16) and ig given as:

Ry = sin8sinlcosP - sindcosisiubcosy

+ cosBcoslcosBcost
+ cosSsinlsinBcosycosw

+ cosSsinfsinsing

(4.3-3)
gindsinl + cosScoslcosw
which can be expressed equivalently as
Rb = COSGT/CDSGZ (4.3-4)

where;



§ = Declination angle

| = Latitude (nmorth positive)

P = Collector azimuth angle (west positive)

(y = Hour angle
GT = Angle of incident beam radiation on & titled surface
By = Solar zenith angle

45

The declination angle is a simple matter of geometry, and is related

+o the day of the year, D, by:

o

_ | 380
§ = 23.45 sin 365 (284 + n) (4.3-5)

The hourly beam radiation geometry factor 1is plotted in Figure 4.3-1,

as a functionm of hour angle, for & collector slope equal to the

1dLitud&*ﬁf—ﬁ%o The two extreme months are shown.

Relations for the hourly diffuse fractiom, Id/I, have been

developed using +he hourly clearness index, defined as:

— { -_—
ko = I/IO (4.3-6)

where IO is the hourly extraterrestrial radiation on & horizontal

gurface. It has been found by experiment and geometry (16) to be:

_ 360 n _
T,= B coss {1+ 0.033 cos | 3¢5 I (&.3-7)

where G__ 18 the solar constant (1353 W/mz).
=
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tion of seascn and time from solar moon.

Figure 4,3-1: Rb as a func
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There have been many ¢iffuse fraction correlations presented
for daily data (&4, 9, 10, 13, 29, 34, 36, 41). The data indicate
(34, 13) that & daily diffuse fraction correlation 18 representa-
tive of hourly values a8 well. At this date, the correct COTTE™
1ation is not known with real certainty. gince the Liu and Jordan

(29) correlation ig in common usSe (TRNSYS), and it seems LO give

acceptable results, it will be used throughout this study. Using

their carrelations will also make comparisons with past gtudies
more direct. A curve fit (24) to the Liu and Jordan deily diffuse
fraction eurve resulted in the following diffuse fraction corre”

1ation (to he used on & hourly basis) -

1 JT = 1.0045 + 0.04345 kg ~ 3.5227 RTZ + 2.6313 kTS (4.3-8)

7
=

This relation ig--shown-in. ELgULE 4.3-2. AS expected, the clearer

+he sky, the smaller the diffuse fraction and vice versa. A

detailed digcuss1lon s —diffuse correlations 1pn Section L,4.3

indicates that ysing a different correlation has 1ittle effect OD .

Using the above celations, R 18 plotted in Tigure 4.3-3 as a
fupction of ko f£or various values of Rb' Age indicated, R is 2

strongel function of K for larger values of Rb'

Three compuiterl programs were developed €O calculate b s from

data. TPREPHL uses Equations 4. 3-1 through 4.3-8 to comvert I s

to Iy S RADAVE calculates‘ET g, and URPAIXC calculates $ s and X, 8
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according to Equaticns 4.2-1 and 4.2-2. These prograis are listed
in Appendix C.

The above 3 programs were used with 23 years of hourly inso-
lation data (38) for Madison znd Albuquerque,with gouth facing
collectors and B=l. ©Soue of the resulting long-Lerm, monthiy-
average hourly utilizability curves, for Madison are in Figure 4, 3-4,
and for Albuquerque in Figure 4.3-5.

The curve {dentified as 1/2 heur from ncon represents the pailr
nf hours centered 1/2 hour from gplar moon (hours 11 to 12 and 12 to
13). Over the 23 year period, the occurrence of morning and after—
noon insolation wWas such that the same d-curve was obtained for each
hour pair from DOOL. This means that for d—curve PUrpPOSES, the IT

digtributions of Figure 4.2-2 can be considered equivalent for

hours symmetrilc about TOOM. This same phenomena D

Theilacker (40) for Miami, Fort Worth, and SeattleEy

In general, the Albuquerque $-curves are puch closer tO the

identical day limit than are the Madison curves. This 1ig peCatse
Albuquerque has 1ess insolation variation from day-to-day.
Fxamination of the ¢p-curves of Figures 4 3-4 and &.3-5 Te-
yeals that, in the winter, IT has more variation about ity mean
for hours further from nOOD. Recalling Figures 4.3-1 and &.3-3,
one reason for this trend becocmes apparent. Since Rb is larger
for hours further from nool, obgerved values of 1 get multiplied

by a wider range of R values than would hours closer tO noon with
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the same variation in kT. This results in & larger variation in IT

and a corresponding d-curve elongation for hours further from noon.

The magnitude of this effect can he seen DY examining the Madison

December ¢-curves calculated for a horizontal surface in Figure

4.3-6. These curves both fall closer EO the identical day limit,

and have less gspread between them, than the tiited surface ¢p-curves

that were affected by R. The other reasoci for the spread be-

tween both tilted surface and.horizontali@turves wi.ll become

apparent in the next gection.

Figures 4.3-4 through 4 .3-6 indicate that 2 different ¢-curve

is obtained for every different hour, month, 1ocation, and collectox

orientation. This variability, along with the large amount of com—

required, makes calculating d an gpattractive method of

T | Y

predicting long-term average collector performance. The HEXT

section deals with generalizing the o calculation from LOHE™

+oym AVETaZe insolation statistics.

ok Generalized Hourly Utilizability

The method of caleculating the long-term average hourly util-

zability presented in the previous section does not readily adapt

itself to a general cituation. For every new location and/or

collector slope, sxtensive data must be manipulated O obtain the

appropriate set of ¢-curves.

computing, & generalized hourly atilizability method was proposed

To eliminate the need for such massive
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by Whillier (42), and later pursued by Liu and Jordan (30).

4.4.1 Review of Generalized Utilizability

To determine @ for & horizontal surface, Whillier wrote Equa-

tion 4.2-1 equivalently as?

F 1 Ic
p = ! = - af (&4.4-1)
fc T 1

where fc is the cumulative frequency of pccurrence corresponding to
1i,- This integral is shown graphically in Figure &4.4-1. Here,

¢ 1is the ghaded area above XC divided by the total axea

under the curve. (Plotted in this dimensionless form, the total

The plot of Figure 4.4-1 is a

area under the curve is und.ev.)

o 4114 a7 (42) fOUﬂd

v w—u.\._&.ll

better representation ST 7 Thanm Tigore g

aid-months the. cumulative frequency dis-

that for a given location

s were roughly rhe same shape, independent

tributions of all hour

of I.
izontal surface data for

wWhillier (42) examined 3 years of hor

only three hours elther gide of solar noon. He found that b~curves
hased on & gingle year of data were significantly different from

those cbtained from all 3 yeaxs combined, jndicating that 3 years
is probably not enough data to accurately predict true long-term
average results. Since the norizontal surface ¢-curves Whillier ob-
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rpined from his 1imited data yaried only marginally from houtr-Lo-
hour, he suggested that the curve for the hour pair 10-11/13-14

resent all houtrs of the day.

ha used to TEP
7o use this gingle horizontal gsurface $-curve to predict the
performance of a tilted collector, Wnillier (42) suggested using R

as follows:

Ty = 2l () Fnla 1. (4.4-2)
where ¢m 1s the hourly stilizability for the hour pair 10-11/13-14
The long-terd,

for all the houx calculations of momth m.

to be used
ntal surface can

average total hourly insolatien on & horizo

monthly=
be obtained from:
= g _
S (4.4-3)
1 insola-

.t daily tota

ig the long-ternm averagEWhourlJ

where ¢
T-mh
tion ratio.
A least—squares curve £it to sxtensive dats (13} has resulted
in the following relation:
T cosw — cosW
r o= fa* b cosw 8
T 24 ¢ ) . (&.4-4)
sinW - cosWw
3 s s

where:

= 0,409 + 0.5016 sin (g ~ 1.047) .

©
L
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b = 0.6609 - 0.4767 sin (ws - 1.047)

wg = Sunset hour angle (in radians)
The sunset hour angle 1is determined from geometry toO be:
w, = arccos (-tanl tand) (4.4=5)
Fquation &4.4-4 1s plotted in Figure 4,4=2 as a function of w and
+he midpoint of the hour from noom.

Using Equation 4. 4-2 will give erronecus results. Since R was
qot used to obtain the ¢—curve, the insolation distribution used for
the ¢-curve was noOt spread (as discussed in the previous section) as
much as the true tilted surface would experience. Because of this,
the horizontal ¢ used in Equation 3.4-2 will be closer to the identi-—

cal day limit, thus underpredicting +he utilizable energy.

re lack of hourly data (=nd availability of daily data)

prompted Whillier (42) to suggest that daily insolatiom values courd

be used to represent hourly statistical pattermns. 1iu and Jordan

P

30) pursued this concept. They plotted daily and hourly cumulative

tilted surface insolation ratios, as shown in Figure 4,4-3, dis-
covering that they had very gimilar shapes.

If thé daily distribution is used for shape only, a ¢-curve
can be obtained by integrating it for various values of Xc. The
¢p-curve obtained from this method is shown in Figure 4 4=4 along
with the hourly curves for the same situation. As shown, the ¢-curve

based on daily data agrees rather well with the hourly based curves.
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Comparison of IT/ET and HT/ET cumulative

frequency distribucions (from Liu and Jordan (300).
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January, 1953-1956
Blue Hill Observatory
South-Facing Vertical Surface

hr. pair from noon:

Figure 4.4-4: Comparison of IT/_I—T and HT/E'T‘ based ¢-curves

(from Liu and Jordan (30)).
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Because of this, Liu and Jordan (30) recommended that daily derived

¢-curves be used o describe all the hour's $-curves.

1iu and Jordan (29) devised a genetalized method of corre~

lating a daily ingolation frequency distribution. They found that

if the observed daily clearness indices,

R, = H/H) (4.4-6)
where?
H = Daily horizontal surface insolation
HO = Daily extraterrestrial insolation on & horizontal surface
were plotted in a cumulative frequency of occcurrence, nearly the

same curve was obtained for all lpcations with the same monthly-

average daily ciearness trrdews

R, - WA =)
2

where:
H = Monthly-average daily horizontal surface ingolation
4 = Monthly-average daily extraterrestrial ingolation on &

) .
horizontal surface

The daily extraterrestrial insolation is found (16) by the inte-

gration of Equation 4,3-6 to be:

g = 2&~G 1+0.033¢cos 360 n ¥ | cosl cosd sin w
o T sC 365 3

o {4.4-8)

360

+ ginl sind l
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Equation 4. 4-8 can also bhe used to determine'ﬁo by using the values
of n (24) 1isted in Table &.4-1. These are the days that
will give the most accurate value of ﬁo for each month.

The results of the Lin and Jordan investigation are shown in
Tigure 4 4—-5 through the use of a curve £it by Cole (12). These
curves, peing the result of many months of data, represent long-
term average daily clearness index distributions.

The shapes of these generalized distributions indicate that
as‘ET increases, the days making Up the distribution get more like
each other. Tn the limit, if-iT were unity, all the days would have
to have H = HO. This would be represented by a horizontal line at
Eg = 1 in Figure 4.4=5. The total area under any particular dis-
tribution aquals the ET for that distribution.

1

Representative comparisons \59/ RN X -, 14y and Jordan -
.

digtributions and 23 years of Madisonmdauauaramﬁhqwn in Figure 4.4-6.

While the Eg frequency distributions for January, February, and

June agree rather well with the generaliAed ones, April 18 signifi-

cantly different. This can be arrributed to the occurrence of
guccessive weather fronts (April showers) that bring with them &
series of clear and overcast days with few partly cloudy ones in
between. 1he agreement here is generally quite good congidering
rhat the Liu and Jordan Ko distributions are representative of
many locations and months, thus smoothing cut any seasonal and/or

location affect. TheilackeT {409 found that the distribution



Table 4.4-1: Days to uge in Equation 4.4-8 to obtain‘ﬁc.

-

Month Day O obtain‘ﬁo
January 17
February 47
March 75
April 105
May 135
June 162
July 198
August 228
SEpTCmrer 258
October 288
Novenber : 318

344

Decemper
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feperalized KT distributions
(30)).

Figure 4, 4-51
(from Liu and Jordan
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Figure &4.4-6:

FREQUENCY OF 0CCURRENCE

Comparison of generalized and 23 vear KT

gistributions (from Theilacker)
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agreements presented here for Madison are comparable tO rhose for
Fort Worth, better than Miaml and Seattle, and worse than Albu-
querque;

Almost all the above-mentioned calculated Kn frequency dis-
tributions do not have the tail for £% 0.9 exhibited by the general-
jzed curves. 1T has been suggested (3, 40) that the tails are the
result of using.ﬁo rather than daily H, s to calculate Ky 8. Doing
rhis results in a skew in the distributions away from their mean,
because.ﬁo under predicts HD for half of the month, and over preT
dicts for the other half.

Using Figure 4o4-5, generalized 4/H frequency distributions
corresponding to Figures 4. 4-3 can be generated. From these dis-

tributions, generalized p—curves for a horizontal surface can be

obtained by graphical {ntegration.

As indicated earlier, the horizontal P—CULrVES obtained would

not be applicabie ©0 rilted surfaces. To remove this restriction,

Liu and Jordan transformed H and H to their tilted SULLECE cotrEer=
parts (Hyp and'ﬁT), generated an insolation ratio frequency distri-
huticn corresponding to Figure 4. 4-3, and graphically integrated

to obtain ¢-curves for tilted surfaces.

The daily insolation on & rilted surface ig:

- H -
HT—HO KTR (4.4-9)

The ratio of daily total sinsolation on & rilted surface to that
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on 4 horizontal surface is:

Vo= (1 - , 1+ cosd
r' = {1 Hd/H) Rb-i—Hd/H ( )

2
+ 0 (l —zcosBj

where R% is the ratio of daily beam radiation on & rilted surface

(4.4-10)

to that cn 2 horizontal surface. The daily diffuse fraction was
presented in the previous section (where it was used as an hourly
correlation).

When using the generalized KT frequency distributions tO
generate a d=curve, the day of the month that each generalized KT
cccurred on is unknown. For this reason, it hecomes necessary ro

use ﬁo and ié in BEquations 4.4-9 and 4.4-10. The ratio of monthly—

average ¢aily Bean Tan Tt Ton—ah-3 i1+ead gurface CO that on a hori-

zontal surface LT south facing surfaces is (28):

cos(L—B)cosScosw; + /180 wésin(L«B)sinG

= _’/’_,_,.——F—:—‘—\_—— 4.4"11

b cosL cosSO SiIug e sinl sins ( )
where m;, fhe sunset hour angle on a +ilted surface is:
LL)S _

w; = minimum (4.4-12)

arccos(«tan(L—ﬁ)tanﬁ)

The ratio §£ of Egquation 4.4*11 is really Rﬁ as originally de-
rived by Liu and Jordan (28). Since R% ig actually-a function of
atmospherie rransmittance, it was recommended that the derived rela-

rion be used on a Jong-term average basis (thus the nomenclature Rb).
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ith very low transmittance being

In this manner, the effect of 2 day w

multiplied by 2 value that was derived assuming & clear sky would
he greatly reduced. In calculating-ﬁ , the average day from Table

4.4~1 should be used.

a tilted surface is:

The monthly—average daily insolation on

R (4.4-13)

i~ |

HT - H0 T

where R, the ratio of monthly-averase daily total indication on 2
to that on & horizontal surface is:

= _ TR — — (1 + cosB 1 ~ cosb _
rR= (1 Hd/H) Rb + Hd/H (-—a--*) + 9 (*“Effﬁ—*—} (4.4-14)

tilted surface

10, 13, 29, 34) have been suggested for the

Many correlations (6,

A./E. To be consistent

e daily diffuse correlation, Ry

monthly—averag

the monthly-average Artr—enrEe

@ith the daily diffuse correlation,

ve £l

lation presented by Liu and Jordan (29) will be eadT A CuTV

(24) to this correlation yields:

T = = =2 =3
ﬂd/H = 1.390 = 4.027 Xp F 5.531 K, - 3.108 K, (4.4-15)

Using Equations 4.4-6 through 4.4-14 and plots for Hd/H,
'Edfﬁ and the generalized KT distributions, 1iu and Jordan (63)
neralized frequency distributions of HT/Ei and graphi-

generated ge
e generalized d-curves O

cally integrated them to obtailm th f Figure

4.4-7. As expected, the general vyend is toward the identical day
for a tilted surface

limit with increasing KT' As shown, Rb was used
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correlating parameter, which restricts the é-curves LO gouth facing
gurfaces {30).
Performing the graphieal integration described above is

equivalent to:

max
J“ (g r' - H.) P(H) dH
d

= :
o = ™ {(4.4~-16)
B
max
J’ q p' P(H) dE
min
where:
P(H) = Long-term average probability of H occurring
H = Maximum daily insolation
max
M satiy—inselation
min
1. ~Critical-daily {neolation

The critical daily insolation is definad as:

B =% H (&.4-17)

and has 0o gignificance of its own, since the HT/ET distribution
is being used for shape only.

A compariscn of the 23 year caleulated p-curves for February

in Madison and the corresponding generalized Liu and Jordan p-curve

15 shown in Figure 4. 4-8. Using the generalized p-curve for

February would rasult in a substantial error in the sstimation of o
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for hours other than the 1/2 and 1 1/2 hours from TOCT. gince the
actual February Kp frequency distribution agrees quite well with
+he corresponding generalized distripution (Figure 4.4-6), the gen-—
eralized ¢-curve in Figure 4.h-8 is about as close an approximation
as can be obtained for the winteT months.

The Liu and Jordan generalized d-curve will agree much better
for summer months when the d—curves for all hours are closer to the
mid-day curve (see Figure 4.3-4). The reasomn for the better agree-

ment in summer months will become apparent in the next section.

4.4.2 Improving Generalized Utilizability
The (—curves of Figure 4., L4-7 are not complete, because nNo
value of Rb< 1 is considered. This situation ig not uncommen for

Tixed COLfectors—= sommer—mentis Ae the previous secticn’'s dis-

cussion of Rb indicates, it is the strongest single parameter oper-
ating in the integral of Equation 4. L=16. However, rhe existence of

a separate CUTVE for Rb =1 and a horizontal surface (where

Rb = 1 by definition) indicates that-ib is not the only
parameter of importance for tilted surface utilizabil-
ity.

To examine the properties ot generelized d-curves, the computer
program PEIGEN was developed. PHIGEN generates p-curves using Equa-
tions 4.3-7, 4.4=-6 through 4.4-16, and curve fits (12) to the gener-
alized KT distributions of Figure 4. 4=5. The only difference between

+his method and Liu and Jjordan's is that here the generation and
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integration of a HTJET curve is dome qumerically rather than graph-
ically. A listing of PHIGEN can be found in Appendix C.

As the separate curves for a horizontal surface and §£ = 1 of
Figure 4. 4-7 indicate, the collector slope is of major significance
in determining the shape of the d—curve. Using PHIGEN, the inter-—
action of-ﬁb and B was examined. Limiting cases of-ﬁb and B com;
binations are shown in Figure 4.4-9. The effect of B is seen tO
be quite marked, especially at lower values of §£. The identical
curves for‘§b==0.5, g = 90° and Rb =1, 8 =0° expose &0 interaction
between these TWO parameters.

Rewriting Equation 4,4-10,

— 1 + cosbB - 1 - cosB
1 i -
R _Rb+Hd/H — Rb +p(

we see that when the collector—skY vLcW‘fuﬂtnfgpqudls the beam

radiation ratio, R' is constant for all H. A constant R' will can~

cel in Equation 4,4-16, resulting in identical ¢-curves for any Rb

/

and B combination guch that Rb = (I ¥ cos) /2. Ve this define the

daily beam—-diffuse view factor as:

= 1 + cosB
S gk SR _1
bd Ry, 5 (4.4-19)

Using PHIGEN, d-curves were generated for the limiting cases
of ?éd as shown in Figure 4, 4-10. These rosults indicate that the
difference between limiting cases of a constant Véd (the bottom two

curves) is less than limiting cases ofvﬁb (the second and thixrd

curves from the bottom) . Generally, the uncertainty in © has been

reduced by about 2 factor of 2 by correlating with the collector-sky
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view factor in conjunction with ﬁ% (i.e., V%d).
As indicated in Figure 4.,4-10, ng = ( represents a horizontal
surface (among others), Véd > ( indicates that the surface in

question will have a ¢ larger than that for 2 horizontal surface,

and V%d < 0 indicates a ¢ less than that for a horizontal surface.
A general range for Véd to be expected 1s -0.5 E.Véd < 3.

The next step in developing a good generalized method of de-
termining ¢ is to account for the variation that has been exhibited

for the different hours of the day in different seasons. This will

He done by generating d-curves on an hourly basis. To do this
requires & knowledge of the hourly clearness index, kT, frequency

distributions corresponding tO the KT distribution of Tigure

£~ Fa
Ll X =

=___gnd the long—term average ratio of total hourly radiation

on a tilted surface to that on & horizontal surface.

Some kT distributions based on 23 years of Madison data (40)

are compared to the generalized Ko distributions in Figure 4.4-11.

The agreement here cazn be considered generally quite good, with April
showing the largest difference (as did the April KT distribution).
1f more data were included, these distributions would smooth some=
what, removing the jagged edges. Tt will be sssumed that the
generalized KT distributions adequately describe the actual kT
distributions and can thus be used as such.

The long-term average ratio of total hourly insolation on a

+ilted surface to that on a horizontal surface 1is:
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where:

i

e
H
u

Long-term monthly-average hourly diffuse fraction

Long-term monthly-average ratio of hourly beam
radiation on a tilted surface to that on a horizontal
surface.

o1
2

As was the case with the hourly diffuse fractionm, the long-

term monthly-average hourly diffuse fraction will be approximated

by the corresponding daily diffuse fraction given by Equation 4,.4-15.
Since we are concerned with an hour, the atmospheric transmit-

tance changes markedly and is not known with any certainty.

Because of this, ﬁg—h can be approximated by Rb as given in Equation

L o | Lz
T s S e

A computer program, PHIGENHR, was developed to generate ¢-

curves on an hourly basis in the same manner used on daily radiation

retarions: A listing of this program is presented in Appendir G-
Using PHIGENHR, the p-curves of Figure 4.4-12 are obtained.

Here, the correlating parameter

_ 1 + cosB
Vbd = Rb - S (4.4-21)

is the hourly beam~-diffuse view factor. The curves presented are
specifically for a slope of 45°, but as Figure 4.4-10 indicates,

using this median value for 8 will have at most a difference of

about 0.02 in ¢ for kT = 0.5,
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Hourly generalized ¢-curves
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Figure 4.4-12:

(continued)
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gince daily diffuse fraction correlations and clearmness index
distributions Were used, the only difference between the {-curves of
Figure 4. 4-12 and those of Figure 4.4-10 1is that the current curves
are to be used with Ry and-gT rather than.ib and-iT. The use of
single hour radiation parameters offers omne VEry distinect advantage:
the curves of Figure 4.4-12 can be used for other than south facing
surfaces, because Rb is an houriy, rather than average daily, para-
meter. An example is presented in Section 4.6.

The difference in the hourly p-curves for tilted and horizontal

surfaces shown in Sectiom 4.3 can now be quantified. For a nori-
sontal surface, vbd is zero for all hours of the day. Tor a

tilted surface, Rb {and thus vbd) changes throughout the

day. tTe T R A ~F thisg effect can be seen by examina-—

tion of Filgures 4.3-1 and 4.4-12. In the winter, vbd will increase
dramatically over +he day, resulting in an "outward' spread in the

p—curves. To—the summer, vbd will increase slightly over the day.

This would result in a slight imward" spread of the curves if it
were not for the second nain reason for the spread of p-curves, the
change in ET syer the day.

Long-term avérage hourly cleATnESS indexes can be estimated

from daily ome~ vy

3

. _ r
ke S By 2 (4.4-22)

where ¥ is the ratio of long-term average hourly extraterrest:ial
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insolation on & horizontal surface to its daily counterpart. The
value of N is jetermined from geometrical considerations to be

(30),

T cosw - cOSW
r = e (4.4=-23)

i - [y _COS5
o 24 sinwg T g Wy
The ratio of Trp and T ig shown in Figure 4 h=-13 as 2 function
of hour from solar noon for two different sunset hour angles.
The curve with w_ = 60° corresponds TO a winter momth and
Wy = 120° to a summer month. Inspection of Figure

4. 4-13 reveals the second reason for the larger gpread of

the calculated d-curve sets for wintex months than for

gummer months exhibited in Section 4.3- In winter, rT/ro
changes much more TTASTtTET T et —would for the sanme hour spread

in the summer. THEi s means that the ¥ 8 for winter months vary
L

nuch more thawk for the summer months. AS for daily derived ¢—curves,

hourly derived curves are @ SLTORE function of Kqs thus the wide

spread p-—curves for the winter and the lack of "inward" spread for
SUmMmeT

The expected value DE-ET from using Equation 4. 4=22 on 23
yeat ET s, 1s compared in Table &4.4-2 tO chserved values based on
23 years of data, 3 hours either gide of solar noom, in Madison and
Ahluquergue. Tor all this data combined, the relation of Equaticn
4. 4-22 underpredicted'£T by 1.6%. This is quite acceptable and well

within the accuracy of the data.
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Table 4.4-2a: Estimated and 23 Year Calculated Monthly-Average
Hourly Clearmness Indexes for Madisom.

MADT SON ET s

July 546 |.589 .593 585 |.591 .583 .584 |.579 .J06< 568

Gept] «HL7 569 .558 .558 555 .544 .546

Aug. .549 1.594 .595 583 |.595 .583 .585 \.582 .559  .566
‘.535 .516 .526
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Table 4.4-2b: Estimated and 23 Year Calculated Monthly-Average
Hourly Clearmness Indexes for Albuquerque.

ALBUQUERQUE ET s

\ Your from Solar Noon

‘ 11/2

B L2

634 .612  .621

.675 .650 .662

.707 .678 .675

754 717 L7111

804 .757 .733

July .700 |.793 .760 .786 |.785 .745 753 | .769 715 .693

Aug. 703 |.785 .761 .777 |.780 744 .7551 .758 .712 .699
Septs {7 t4 784 771 .772 .775 .751 .746 L7469 .713  .707
Qct. .706 \.757 ,759 .751 |.744 .737  .734) .722 .693 .702
Nov. 672 |.720 .721 ,715 |.708 .697 .700| .672 .650 .657

Dec. .632 |.676 .677 671 |.663 .653 6581 .630 .607 .620




To incorporate the relation between ET and-ET given
by Equation 4.4—22, the computer program.PHIGENHRS was de-
veloped. This program ig listed im Appendix C. Using
PHIGENHRS, sets of ¢-curves were generated for Madison wusing
vETs from the 23 years of data previously analyzed. The results
for January, April, and June are compared in Figure 4.,4-14 to the
calculated P—curves {shown dashed) from Section 4.3. In general,
these generated curves represented the data much better than the
single curve cbtained from the Liu and Jordan scheme. The worst

agreement ig in April, because of the large disagreement between 1ts

k

T and the generalized KT distribution (Figure 4.4=11).

Since Albuquerque’s kT distributions more closely follow the

ceperatized Ko distributions (40), the use of PHIGENHRS would produce

better agreement with the Albuquerque h-curves calculated from ddts.

4.4,3 Treatment of Diffuse Radiation

Tn the previous WOTK, thE follewing assumptions were made in

regard to the treatment of diffuse radiation:
1. Daily diffuse fraction correlations can be used as
hourly correlations.
9. The Liu and Jordan diffuse fraction correlatioms are
correct.
3. The ground reflectance equals 0.2.
The validity and effects of these assumptions will be examined here.

The long-term monthly—-average daily diffuse fraction is defined
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as:

Y D 24
== b T 3 i
H d
d _ =1 d=1 h=1 ,
— :r——-——'_'—'—‘__'—__Y ) oA (4. 4=24)
H - -
L T b I

y=1 d=1 b=l

As Figure 4, 4-11 indicates (also see Theilacker (40)), 211 the hours

for a particular month have about the same kT distribution (although
they do have different E& s). This means +hat a diffuse correlation
for the hour from g-10 would be the same &S one for 11 to 12 etcetera.
Because of the likeness in hours, Equation 4.4-24 is also the
monthly-average hourly diffuse fraction,'fd/f.

Fu i}
il

e—monthly—average daily diffuse fraction can be obtained

from the daily diffuse fraction integration:

]

1 {

. cjﬁi? (Hd/}l\) d '\Hd;’n\) (4. 4253

gimilarly, the monthly—average hourly diffuse fraction is:

1 I

d a ( ) ( ) (4.4-26)
~t dop {1 /1)a Tyt

T ;"I ¢ "

Since Ed/f :_ﬁdfﬁ, the integrals of Equations 4. 4=25 and 4&.4-26

must be equal. Thus, the Id/I and Hd/H correlations differ only

by their probability distributions.
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What the above means ig that the assumption of using Hd/H for
Id/I {g the same as assuming the hourly and daily clearness index
distributions are the same. Since it has been shown that both of
these assumptions are reasonable, the results obtained are inter-
nally consistent.

To test the effect of different diffuse fraction correlations,
two of the more extreme correlation sets available were compared.

Tuller's (&1) daily and monthly average relations:

o T 20 = e G
Hd/H 1.20 - 1.20 Kq (4.4-27)
and

H,/E = 0.84 - 0.62 Kg (h.4=28)
were used as the upper 1imit, and Liu and Jordan S (BqUECIONS i

and 4. 4-15) as the lowet 1imit.

The results of using these two sets of diffuse fraction corre-

lations are shown in Figure 4.4-15 for‘ET = 0.5 and various Vbd g. As
vbd decreases, the difference between the two curves becomes in—
distinguishable as Vi approaches 2Zero. This indicates that the
results presented previcusly are fairly independent of the diffuse
correlation used. The reader is cautioned, +hat while for the
dimensionless p-curve representation the choice of diffuse fraction
is of no great consequence, when calculating IT(or.ET) the diffuse

fraction can be of significance.
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The use of a ground reflectance equal to 0.2 was tested by
generating d-curves taking the ground reflectance equal to 0.7. The
differences in resulting ¢—curves wWas indistinguishable for all the

gituations examined.

4.4.4 Conclusions
Based on the evidence presented in this sectiomn, the following
conclusions can be drawn:
1. The generalized nethod of obtaining P as presented by
Liu and Jordan was axamined. 1t was determined that a
single curve based on daily radiation relations did not
adequately describe the data for months very far from

summer solstice.

-

—Ttre—cott stor=cky—view factor in conjunction with Rh was

found to be a better correlating parameter for ¢-curves
than Rb alone.

. Hourly ¢-curves based on hourly radiation parameters

are fairly accurate in predicting ¢ for all hours and

months.

i)

Hourly O¢-curves have a larger spread in the winter than
the summer because of the seasonal effect on the change
in Rb and‘ET over a day.

5. Hourly radiation relations allow the use of Figure 4.4-12

for other than south facing surfaces.
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6. The frequency distribution of kg {(and thus IT/ET) is
what determines the shape of d-curves.
7. Thechoice of diffuse fraction correlation and ground
reflectance have 1ittle effect on the obtained ®$-curves.
After making the improvements mentioned above, ¢ can be pre-
dicted more aceurately than previocusly possible. Unfortunately, the
determination of all the © s required to estimate a systems annual
performance would be quite cumbersome. The next section poses an
analytical expression for ¢ that is obtained from a derived kT dis-
tribution. The use of this expression will simplify the task of
finding ¢ s.

4.5 Derivation of Hourly Utilizability from a Random Imsolation
Sequence

To use the generalized hourly utilizabllity of the previcus
section requires either the interpolative use of Figure &4.4~12, ot

The computer program that gpnpvated them. An analytical expression

for ¢ would oreatly reduce the effort of determining a systems
performance.

Writing equation 4. 4-16 in an hourly form:

I
max

J' (IR-1I) P (D dl
I

b = (4.5-1)

1
max
f TR P (I) 4l
I



where:

P(I) = Long-term average probability of T occurring
Imax = Maximum observed hourly insolation
Imin = Mipimum observed hourly insolation

IC = Critical insolation level.

2
Dividing top and bottom of Equation 4.5-1 by IO:

k
max
kf (kp R = ) P(kp) dk
b = Ck (4.5-2)
max
kf kp R P (kp) kg
min

where k - and k ax are the minimum and maximum observed hourly
w m

clearness Lndices. 1he T rearRets fadexran-be

by setting the radiation on a tilted surface equal to IC.

= 04..5=3)

Since R is a function of ko through a diffuse fraction of the

form,

2
Id/I =3 + asz + aBkT + a,k (4.5-4)

Equation 4.5-3 can not be solved explicitly for k.. An iterative
solution Ior kc is presented in Appendix B.
Bendt et al. (3 ) have proposed a kg probability distribution

by:
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1. Assuming the occurrence of kT s is random (that 1is,
the kT at noon today has no effect on kg at noom
£OmOTTOW) -
2. Restricting kT between the minimum and maximum ob-
served (kmin and kmax)'
B Specifying-ET.
The random kT ogceurrence assumption used in the development of the
up—-coming probability distribution is mnot quita true. As indicated
earlier the spring weather fronts of Madison Aprils tend to produce
iess than random kT pccurrences.
Using the above assumption and restrictions, Bendt et al. (3)
derived a ?(kT) distribution from purely statistical considerations.

It is of the form:

P(kT} = C exp (YRT) (4.5-+5)

where C and Y are constants. Since the cumulative probability

must be unity, integration of the above relation from km to k

in max

yields:

AR IS (e

pLY max P min
Also, since-Ei is the expected value of kT,
k
_ max
ky = I ky P (kp) dkq (4.5-7)

min



101

Integration of this relation yields:

(kmax—l/Y)EXP(YkmaX) - (kmin-llw)eXp(Ykmin)

4,.5-8
o) - ex (k) et

K =
T

The solution of this transcendental equation for Y {5 shown in Figure
4.5-1 for k__ =0.05 and various k s. An extended discussion
min max
of the solution for Y 1is presented in Appendix A.
A cumulative frequency distribution can be obtained by inte-

grating the probability distribution. Substituting Equation 4.5-6

back into Equation 4.5-5 and integrating,

exp( kmin) - exp( kq)

Uo7 mimt )
£(kp) = T E o s k__) (4.5-9)

This will enable a direct comparison with the frequency distribu-

F1onS Previousty pEosenLed

fendk et al. €3 ) originally proposed the above probability
sunction to be used for K. They recommended using K . % 0.05
min

and the K S shown—4nTable 4.5-1., Using these recommended

values, the KT frequency distributions are plotted in Figure 4.5-2
along with the Liu and Jordan generalized distributions from Figure
4.4-5. Both distributions have their areas equal to the particu-
lar.ET. The analytical distribution does not have the inflected
tail at £ > 0.9.

Inspection of Figures &4.5-1 and 4.5-2 gives some insight
to this exponential distribution. If Kmax (or kmax) were equal to

-ET (or‘gT), v would be infinite, the Kg (er kT) distribution would
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Table 4.5-1: Recommended Values of Kmax (from Bendt et al.)
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Figure 4.5-2: Comparison of analytical and generalized
KT distributions



approach a horizontal line at K (or k ) and a ¢-curve based
max max
on this distribution would be the identical day limit. Although
v=0 is a valid solution (see Appendix A) to Equation 4.5-8, it
must be approximated by a small number to avoid division by zero
in the upcoming expression for D
When using the kT probability distribution of Equation 3.5-2,

the selection of km,

and k becomes difficult. Ak of 0.05
in max n

in

seems to agree with the data and otherwise be a reasonable assumip—
tion. If kmax were selected from 73 consecutive years of data for
Madison and Albuquerque, it would be between 0.9 and 1 for all ?&‘s.
This is quite in excess of "clear sky" aodels (20, 29).

Using these inflated kmax s would result in kT distributions that

greatly overpredict the frequency of higher kT s and underpredict

lower k.. s. Since k has an effect on the whole ko distrlbutloil,
I max T
it should be chosen to give the best overall agreement with all the

available data. At this point, kmax ig still not known with real

certainty.

A comparison of 23 year and analytical frequency distributions
for some Madison hours is shown in Figure 4,.5-3. The analytical
distribution was obtained in all cases with k_._ = 0.05 and k =

min max
0.80. The analytical kT distribution agrees about as well as the
generalized curves of Figure &4.4-11. For Albuquerque, the analytical

distribution will agree slightly better than the generalized one, be-

cause Albuquerque data (40) more closely resembles an exponential
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distribution. It will be agsumed that the analytical'kT distribu-
tion adequately describes the data.

Substituting Equations ki 32, b =21, 4.5-4, &.5-5, and 4,5-6

into Equation 4.5-2 and performing the integration yields;

g \ (A(kmax)—Ic/ﬂO

Ak )- A(kc)—lc/ﬂo)exp ¢

max

¢ = - 5-10)
b A(kmax)EXp(Ykmax) A(k’mj'_n)m{p(Yk'miw:l)
where:
A(kT) = (R_D-FD)El—Vbd(alsl+a2€2+a3€3+34€4)
withs
]_ -
D= g 2cosB
[ =1t ."'-‘v' l/'vz
T T =
= & 2 a4 ™ 2 N, 3
€y = kT [y = 2 kT/( + 2/
3 2, 2 3 4
= N - 1 / / =
£y = ¥y /Y = 3 kg 1Y + 6 Kp/Y 6/

— = ¢ — f’\ = / -,
€ T [y = & kT Jy~ 4 12 ke 1Y 24 kT/{ + 24/

This expression for $ can be programmed on & hand held calcula-
tor. The values of vy can be obtained from Figure 4.5-1 or as des-—
cribed in Appendix A. The critical clearness index must be deter-
mined by the iterative scheme presented in Appendix B. It has been
found that ¢ changes in the 3rd decimal place for a change in v in
+he third decimal place. Thus the case of v=0 can be well approxi-

mated by a small number.
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To compare analytical ¢ s against previously obtained ones, 2
relation for XC is required. Since the denominator of Equation 4,.5-10

is IT’ the critical insolation ratio can be expressed as:

I

X = ‘T-’—/—C/——-—/’T (4.5—11)
c C A(kmax)exp(ykmax) A(kmin)exp(ykmin)

The computer program AYLPHY was developed to evaluate the

above relations for ¢ and Xc, using the Liu and Jordan diffuse

correlation in Equation 4.3-7. A listing of this program

can be found in Appendix C. Using AYLPHI with a kmin

of 0.05 a k of 0.80 and the relation for kT
max

given by Equation 4.4=-22, the Madison $p-curves for
January, April, and June shown in Figure 4.5-4 were obtained. The

s R

dEEh ig figure are the calculated ¢—curves from Section

4.3. The agreement here between the analytical and calculated

¢~curves 1is comparable €O the generated generalized curves of Figure

L ) b I
g, g— L.

Using AYLFHI with a constant k of 0.75 and k_. of 0.05
max min
resulted in pooTer agreement with the Madison data than the k el =

0.80 described above. Using a variable k <
ma

k =b. +b, k (4.5-12)

with bl==0.5875 and by = 0.375, the agreement between analytical and
calculated ¢—curves was comparable to the kmax =0.8 case. (For the

estimated Ef s for Madison 1isted in Table 4oh=2, &k ___

ranged from
max
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0.72 to 0.81.) Since 2 kmex of 0.80 would probably not be suf-
ficient for a jocation such as Albuguergque WithzT s signifi-
cantly higher than Madison's, 2 relation like Equation 4,5-12
is recommended for general use. 1f a relation 1ike this is
used, the solution of Egquatilon L.5-8 for Yy can be plotted as
2 unique function of-ﬁT. A preliminary investigation indi-
cated that Y would be nearly linear With‘ﬁT for bl = 0.5875
and by = 043755

The agreement between the derived analytical expression
and extensive single location data ig comvenient. 1t allows
the direct calculation of ® rather than interpolating Figure

4.4=12. The next section will compare the usage and results

of the hourly generalized and analytical relations for D

4.6 Comparing Hourly Utilizability Methods

4.6.1 Predicting Usable Energy

The previous sections indicated that the $-curves obtained
for a single location were equally well approximated by generating
them from a long-term-average daily clearness index distribution
(used on an hourly basis) and calculating them from a random inso—
1ation sequence ko distribution. Recalling Equations 3.4=-7 and
3.4-13 it becomes apparent that the product of ¢ and_fT is the
quantity of real interest.

To facilitate a comparison on this basis, the long-term average

yearly usable energy between hours i and j 1s defined as:
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(4.6-1)

Examination of Equation 3.4~7 reveals that Uij ig the lomg-term
average, yearly total energy per unit of effective area, between
hours i and j, that could be used (or dumped 1f @;h is used) by a
collector with a perfect (T .

A comparison of Uij’ based on the Madison s of the previous
sections, for the hours from 8 to 16, is shown in Figure 4.6-1 as
a function cof a critical level held constant over the year. The
data curve was obtained by using the ETS from RADAVE and linearly
interpolating between HRPHIXC calculated ¢—Xc pairs. The hourly
generated curve was obtained by estimating.fT using Equations 4,3-6,

4.4-20, and 4.4-22 and linearly interpolating between PHIGENHRS

generated ¢-Xc pairs. 1ne FnA Ty Cicar curve—o= Eignre 461 was
arrived at by evaluating the numerator of Equation &4.5-10 for various

I s.
6

The comparison in Figure t6=T shows that—the hourly generated
and analytical methods both underpredict the U8—16 calculated from
Madison data for all critical levels. If the entire range of ic
(0 to 1000 W/mz) is considered, the generated prediction of U8~16
is the more accurate prediction method. 1If only values of Ic above
a reasonable flat-plate collector Imin (200 W/m?) are considered, the
analytical prediction 1is the more accurate one. Thus, the analytical
method predicts dumped energy better for this location and selectiomn

of k . and k___.
min max
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4.6.2 Example for a No Storage System
It is desired to estimate the performance of a no storage

system to be built in Madison, Wisconsin (Latitude = 43°). The

total vears load 1s 2 TJ/yr with a minimum useful temperature of g0°cC.
This load is distributed over 52 weeks, 5 days per week, & hours

per day. The flat-plate collector array has the following charac-

teristics.
A = 600 m”
R = 43° (Fixed)
FR(m) = 0.797
P = 2.39 w/"c—m2

For an initial estimate of system performance, the load heat

exChanger T—he—ceeumed—niinites apd no heat losses from pipes

will be considered.
To predict the performance of this system using generalized

hourly utilizabiiitys +he—procedure outlined below should be

carried out for the 4 hour pairs about noon (2 x 4 = 8 hours
per day) for all 12 months of the year.

For June, the Madison 23 year average daytime temperature
was found from Equation 3.4=4 to be T = 22°C, and the monthly-

average daily clearness index is found from Table 4.4-2, KT = 0.53.%

*In general,'fa s and %& s can be obtained from reference 2.
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From Equation 3.4-2,

T 2.59 (80-22)
min 0.797

1 189 W/m®

min

Using Equation 3.4-9,

189+2x101231 yr|  wk|day | W-hr | |
max vr |52 wk|5 day|8 e |3600 J|600 mZ]0.797

=
i

748 W/m2

=
It

max

Considering the hour pair centered 1/2 hour from mnoom, the
" hourly radiation relations are obtained as follows. From Equation

4, 3-34

Rbh = 0.976

Ueing this in Equation &.4-21,

1 + cos(43)

Vbd =0.976 - 2]

= 1
vbd 0.110

By first employing Equation 4.4-4,

To = 0,116

and then Equation 4.4-23,

I, = 0.107
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-ET can be determined from Equatiom 4,4-22.

It

_ 0.116
k, = 0-33 5707

K

The extraterrestrial radiation for this hour can be obtained

1]

0.576

through Equation 4.3-7 as:

2
Io = 1225 W/m~

To determine.fT,-Eh must first be calculated. rom Equation &.4-15,

1.37 - 4.027(0.576) + 5.531(0.576)° - 3.108(0.576)°

—

S

=
1}

0.312

i

—

-
1

incorporating this into Equation 4.4-20,

R i IHH{L3} 1 = cos(43)

(1-0.312)0.976 + 0.3l G2

h 2 2

= _ 0.968

Ry

snlisting The houriy egquivalent of Equation 4.4-13,

T = 1225 WD.576]0.968
T 5 ‘

m

AE& 633 W/mz

il

Critical ratios can now be obtained for the minimum and

maximum insclation levels.

189

Xc-min 583
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c—min
And

7438
Xc—max 683

X

1.095
c-max

From Figure 4.4-12 with E& = 0.576 and V.4 = 0.110,

¢ = 0.67
and

&' = 0.10

The energy supplied to the load, for the hours from 11 to 13

in June would be,

_ 2, .
Qp 6-11 & 12 2%600 m h./97&3012 hrs\683 w}3600 J%(.B?—.IO)
.

’ m W-hr

_ 10
Qeup 611 & 12 2,87 x 107 J

Completing this analysis for the entire year,

= 0.933 TJ
sup

To predict the performance of the same system using analyti-
cal utilizability, the following procedure should be used, for
cach of the 4 hour pairs, and all 12 months of the year.

The previously calculated required variableé to determine

the supplied energy for the 11-12/12-13 hour pairs in June ares
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T = 0.53
KT
T = 22°C
a
2
I . =189 W/m
min
i 2
T = 748 W/m
max
ﬁb = 0.976
h
;o= 0.110
Vbd 0.1
T = 0.116
r = 0.107
0
% = 0.976
kT
0 = 0.2
2
T = 1225 W/m"~
Q

Assuming a k of 0.05 and k = (.80, the exponential con-
min max

stant of equation 4.5-8 can be obtained from Figure 4.5-1 (or by

the iterative method presented in Appendix AJ,

¥ = 3.604

Using the iterative method presented in Appendix B, the critical

clearness indexes are,

0.174

k s
c-min

k 0.621
C=-max

vom the dencminator of Equation 4.5-10,
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= 2
1 = 684 W/m
Using Equation 4.5-10,

g = 0,727

¢' = 0.088

The energy supplied to the load, for the hours from 11 to 13

in June would be

- ~ 5{600\.79713012168413600k(.727—.088)

Qqup 6-11 & 12 7| =T 1 |

3.22 % lOlO J

I

qup 11 & 12

Completing this analysis for the entire year,

[} -—O
~sup

032 T.J

¥

Performing a 23 year simulation for the above system, the

average annual energy supplied to.the load was 0.912 TJ. Thus,

both methods predicted the simulated amnual performance £0 within

2%, This agreement 1s well within the accuracy of the data. The

generalized and analytical method differed from each other by

10% at most for any ome hour pair. A comparison of collected and

dymped energy for the above situation using 2 23 year gimulation,

Liu and Jordan ¢s, and the two new ¢ methods is presented in Table

4.6-1.
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Table 4.6-1: Comparison of annual collected and dumped energy-.

| Q@D | Qg
gimulation (23 vears) ‘ 1.51 \ 0.604
TLiu and Jordan 1.37 l 0.473
Generalized Hourly \ 1.38 ‘ 3.451
Analytical 1.40 \ 0.465
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4.7 Conclusions

The extended generalized monthly-average hourly utilizability
accounts for hourly variations and has a better correlating parameter
than the old generalized method. The discrepancy between this new
generalized method and ¢ s calculated from extensive data is mainly
due to the difference between the actual kT and generalized KT dis-
tributions. Using this method is rather cumbersome because it re-
quires the double interpolation (once on'?T and once on Vbd) of Figure
4,4-12,

The analytically derived expression for ¢ can agree with those

calculated from extensive data as well as (and possibly better than)

the new generalized method. As with the generalized method, the

analyticat Pp=curves seree Wit data based ones only as well as the

agreement in thelr kT distributions. At this point, the ambiguities

Y

involved in the determination of kmin and kmar inhibits the gemeral

use of the derived EXpressiofs

Both the extended generalized and analytically derived methods
do a reasomable job in predicting usable energy. The analytical

method does a better job of predicting unusable energy.
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5. CONCLUSIONS AND RECOMMENDATIONS

5.1 Conclusions

The IPH load distribution has little effect on closed load loop
gystem performance for reasomnable storage sizes. An existing design
method (25) does a reasonable job in predicting the simulated
performance of these systems. For all systems without storage,
utilizability concepts cani be used directly with the hourly version
being more versatile than the daily one.

Using the Liu and Jordan generalized long-term average daily
clearness index for a hourly one, generalized hourly utilizability
can be developed on a true hourly basis. A combination of the hourly

riltred surface beam radiation ratio and the collector-sky view

factor does a reasonable job in correlating hourly utilizabllity.
This new generalized method is applicable to non-south facing sur-—

faces. Due to the graphical nature of the results, using this gen-

eralized method gets a bit tedious.

If the random OCCUTTENCE of hourly imsolation assumption 1is
made, the Bendt et al. clearness index probability distribution can
be used to derive an analytical expression for hourly utilizability.
This expression is also applicable to surfaces facing other than
south. The ambiguities involved in the determination of constants
restricts the extent TO which this expressiom can currently be

applied.
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Both the methods of predicting hourly utilizability agree with
values obtained from data only as well as their clearness index dis-
tributions agreed. Locations such as Abluﬁuerque that have clear-—
ness distributions more 1ike the two generalized omes studied here,
will have less of a difference between the data calculated and pre=

dicted hourly utilizabilities. The converse i3 also true of coutrse.
5.2 Recommendations

5.2.1 Verifications

The simulated and design method predicted system performance
should be compared to the measured performance of various demonstra-
tion projects (37) to verify the results presented :in Chapter 3.

To determine the generality of the hourly utilizability methods,

comparisons of p=curves and usable energy against data should D€

performed for a number of -diverse locations.

5.2.2 Improvements andFxtensions

Although an existing design method works reasonably well for
closed load loop IPH systems and utilizability can be used directly
for systems without SCOTage, a significant gap still exists between
the two where load profiles do make a difference.

A preliminary investigation indicates that, multiplying ¢ based
on Tmiﬁ by a parameter that relates what fraction of the total load

occurs during times of solar energy collection, gives an indication
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of an actual attainable ¢ (i.e., indicates the tank temperature and
resulting Imin fluxuations that actually determine the attained'$
for the operating system) .

To facilitate the use of the new generalized ¢p-curves, a curve
fit should be done using vbd as a correlating parameter. One other
possible cortelating aid would be the hourly tilted surface beam
radiation ratio plus the ground reflectance term in the relation for
R. This is likely because it is the constant term in the integra-
tion of IL-R.

To generalize the analytical expression for ¢, kmin and kmax
should be determined by optimizing the agreement between the random

insolation and many data kT distributions. Next, a curve fit for

v based on these k., s and k g would be very beneficial.
min max

Since the kT distribution is the main Factor 1o UTiIrzabititys
a thorough examination of other possible statistical distributions

is in order. Possibly one with the assumption that the value of

kT today at noon 1is affected by at most two days prior would help

approximate the data better. On the other hand, the Liu and Jordan

generalized distributions may be +he best approximation. If these

distributions were Curve fit as a single probability function rather

than a set of frequency functions, an analytical expression could be

derived eliminating +he need to curve fit the generalized p-curves.
For concentrating collectors, the optical cut off must be

accounted for. This can be dome by the methods suggested by



Collares-Pereira and Rabl (14).

Since ¢ is just the difference of a summation across the day
from ¢,4$ s for mon-south facing surfaces can be obtained from ¢ S
for non-south facing surfaces. This will be of benefit to many
types of solar energy systems.

Hourly utilizability could be used in conjunction with load
patterns to determine the optimum collector slope and azimuth.

Finally, with the aid of a method to determine shading (26)
hourly utilizability can be used for many passive solar applicatioms.

Tt should now be apparent that hourly utilizability is useful

for many more applications than just no storage IPH systems.
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APPENDIX A

The solution for 7 in,

(kmax - l/y) SEF (Ykmax) - (kmin B l/Y) exp (Ykmin) (

Eﬁ i eXP kYkmaX] TP LYkmin)

A-1)

will be obtained by a numerical approach using a combination of
the bisection and Newton's methods.
To find the solution(s) of Equation A-1, & function F(Y) is

defined such that F(Y) goes to zero when v satisfies the Equa-

tion A-1l.
( Ykmax | L in
b, _ ,\ m
knax 1Y) e i (kmin l/() © —
F = -k (A-2)
vk vk . T
max _ , mn
At first glance, Y=0 seems to be an undefined solution but,
with a little algebraic TanipUratoms
I {
Y(kT - kmin) 1 kykmax*Kmin)
T = -e : (A-3)
e - )t
T max
From this form, it is apparent that v=0 is always a solucion
to Equation A=1.
Newtons method employs the iterative scheme,
A
Yorx = T ™ F‘W (a=4)

where F' is the derivative of F with respect to Y.



[yyiTﬂkmaX\+i] (ﬂf E ) ‘{Y(Ef"kmin]+i} (ET—kmax)
{“{ (g max) ]2

% kk & . )
) o max min

= (k -k
max min

F' =

(A-5)

A computer subroutine, SUBGAMA, was developed to use Equation
A4 with the bisection method. This subprogram ig listed with
AYLPHI in Appendix C. Using SUBGAMA uncovers the fact that there
are usually 3 attainable solutions to Equation A-1 for Y (zero
being one of them).

From experience, the smallest non—zero solution gives 0¢-curves
that are smooth and continuous while the other does not. This is
the solution that is plotted in Figure 4.5-1. Fortumately, for
the indicated solutions of Y=0, all three solutioms collapsed to

the single& OUE:
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APPENDIX B

CRITICAL CLEARNESS INDEX

The solution of

1
(B-1)

will be obtained by a numerical approach known as Newton's method.

The solution of Equation B-1 for kc is also the solution of

Ic
_9
IR kc (8-2)

for zero.

Tntroducing Equations 4.3-2 and 4.5-%4,

Newtons method 1s to estimate the root of Equation B-Z from a

previous guess by

K = K - F(kc—n)
c— (n+l) e-n TR ) (B-4)
e

where F' is the derivation of F with respect to k..

2
T "Vbd(az F2 agk, +3 8k ] o
3“2 1 (3-5)

F1=_C s
1 2

+ D - + + + a,k
o [Rb D vbd (al azkc a3kc a4kc
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Equations B-3 through B-5 are programmed in subroutine

SUBKTC which is a gubroutine to program AYLPHI listed in Appendix

C.




130

APPENDIX C

COMPUTER PROGRAM LISTINGS

This appendix contains listings of computer programs used in

this study.
PHIBAR-F
ZL1P

PREPHI
RADAVE
BRPHIXC

PHIGEN

PHIGENHR

PHIGENHRS

They are:

A TRNSYS deck for closed load loop systems

A TRNSYS deck for no storage systems

A TRNSYS deck for calculating Ip s and T, s
Calculates E& s using IT s from PREPHT

Calculates ¢-XC pairs using PREPHI and RADAVE output

Generates ¢ s and X_ s using the Liu and Jordan gener-
alized KT distribution and daily radiation parameters

Same as PHIGEN only it uses hourly radiation parameters

Same as PHIGENHR only it calculates E& s from i& 3

AYTPHT

Calculates ¢ s and X_ S using a random insolation
sequence kT probability distribution
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*#*X#X%Xﬁﬁ#******#i*%#ﬁ*gﬂ#1#***1*#**$$*$**#¥¥¥#X*#$*#*#X**X#**X**#**X

%
% %
% PHIRAR-F X
4 X
% FHIBRAR-FCHART SYSTEH ¢
X ALL ENERGY AROVE THIN IS EQUAL L ¢
4 ¥
#xx&#*xxxxxxx&x#xxxgxxxxxxxxxxx*xxxxxx*tx#xxxxxxxxxxxxxxxxxxmxxxmxzxtxxx
¥
SIMULATION 0 8760 0,50
TOLERANCES -0.01 -0,01
LIMITS 25 15 20
4
¥
COMSTANTS FFRHM 0,95 CP=4,19s ALFHA=0,95 UL=10,0s TOW=0,90,5LF=40
CONSTANTS THIN 80y AREA = 750s VOL = 54,25, LOAD = J.0E+?
CONSTANTS FLOW AREA % 40, UTANK=0
CONSTANTS TSTART = THIN - 10, THIST = THIN + 20
CONSTANTS TaUX = THIN + 59, MMAX = VOL & 1000, % 2
CONSTANTS HEPDAY = 125 DAYPUWK = 7
CONSTANTS HRLL = LOAD / 52,0 / DAYPHR / HRFDAY
CONSTANTS KOMNST = HRLD / EF
UNIT 14 TYPE 14 LOAD CONTROL: DAILY

FARAKETERS 12

0,0 6,0 &y1 181 2:0 2450
UNIT 7 TYPE 14 LOAD COMTROLS WEEKLY

FARBAETERS

Wonou

g1 1481
UNIT 13 TYPE 135 LOAD ROLEAN fANDY
pFARAMETERS 3
S T R &
INFUTS 2
1451 7.1

4] i
UHIT ¢ TYPE ¢ CARD READRER
FARANETERS 7
2 1 1 3.6 0 0 1
(T20sF4,05T29,F5.12
UHIT 14 TYPE 16 RADIATION PROCESSOR
FARAMETERS &
n 1 4,6 4871 ¢ -1

INFUTS &
9,1 ¥s19 9:20 00 0:0 0s0
0 0 0 g,2 SLP 0

UMIT 2 TYFE 2 COLLECTION COMTROL
PARAMETERS 3
I 3 0
INFUTS 3
151 451 2.1
THIN  THIN ¥



UNIT 3 TYPE 3 FPUHFI COLLECTOR TO STORE
FARAMETERS 1

FLOW
INPUTS 3
491 422 241

THIN Q 0
UNIT & TYPE 1 FIXED FLAT PLATE COLLECTDR
FARAKETERS 7
{ AREA FRFRM CP  ALPHA UL TOW
INFUTS 4
T,1 342 922 1690
THIN O THIN O
UNIT 4 TYPE 4 STORAGE TANR
PARAHRETERS 5
yoL 9.72 CP 1000 UTANK

INFUTS S
151 12 10:1 10:2 992
THIN 0 THIN 0 0
DERIVATIVES 1
THIN

UNIT 8 TYPE 13 ‘'PUHP'S TANK TO LOAD - TEMP. CTRL. FLOW RATE
PARANETERS 23
-1 0 -12 -1 TMIN 4 21 -31 9 =22 -32 10
1

132

-1 KONST 1t -1i 1 -31 -32 3 2 - Miax 11 -4
INFUTS 2
13:1 453
Q TN
UNIT 10 TYFE 5 HEAT EX.5 LOATD

PARAMETERS 4

4 1 CP CF

INFUTS 4

4,3 8y1 020 00
THIN 0 TRIR A

UNIT 17 TYPE 15 iEUMFPYs AUXILIARY
PARAMETERS 24
-{ HRLD -11 -1 THIN 4 -1 CF 1 -12 1 4 -1 TAUX
-1 THIN 4 2 -1 cp 2 -13 0t -4
THFUTE 3
43 Bs1 131
THIN 0 0
UNIT & TYFE & AUXTILIARY HEATER
PARAKETERS 3
HRLD Taux GEF
INFUTS 3
6,0 17:1 040
THIN 0 1
UNIT 29 TYPE 28 ENERGY BALANCE S51H SUH
PakAMETERS 32
-1 0 B740 O { -11 =12 -4 -4 -13 -4 -14 -4
-i5 -3 -21 -1 ¥RLD -17 t -3 -23 -33 -31 4 -33

2

-4



-1 -2 2 -4
IMFUTS 7
4,7 113 455 4sé 613 4,9 13s1
LARELS 8
qu DE BEMY  QTANK QALY QLDAD  SFRAC
CHECK +50 1s~2s-3s-4
UNIT 28 TYFE 28 RADIATION SIM SUH
FARAMETERS 8
-1 ¢ 8780 0 -11 -4 =12 -4
IMPUTS 2
14:4 16:86
LARELS 2
HHOR HINEC
UNIT 27 TYPE 27 TAMK TEMP. HISTOGRAM
PARAHETERS 8
i1 -1 -1 0 8780 TSTART THIST 20
INFUTS 1
449
TTAVE
END

TTAVE
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##$#$*1****#$*X*****#%#**1#**#***1**#*#Xit##**#****ﬁ*X##***#*#X*#X*X#*##
* %
S ZIF *
¥ *
X PHIEAR-FCHART SYSTEH L3
£ ALL ENERGY ARQVE THIN IS ‘EGUAL® %
* NO STORAGE X
X *
#*K**#X****X*#X**##X**X*XX*X#*X#Xﬁ*****?*!**ﬁ¥*&**$#*#$#*&#*****#Kﬁ#**#*
*

*
SIMULATION 1 8760 1.0

TOLERANCES -0.01 -0.01

LIKITS 25 15 20

¥

¥  ALEURUERGUE (SET UP FOR THY DATA)
*
COMSTANTS FFRH
COHSTARTS TMIN

0,95y CF=4.1%9, ALPHA=0.93, UL=10.0, TOW=0.90
30s AREA = 2000, LOAD = 3,3E+9

CONSTANTS  FLOW AREA % &0s LAT = 35,05y SLP = LAT

CONSTANTS  TAUX THIN + S0, HMAX = FLOW % 2.

COMSTANTS HRPDAY = 12 DAYPWK = 5

CONSTANTS HRELD = LOAD / 52,0 / DAYFWK / HRPIAY

CONSTANTS KOMST = HRLD / CP

£
%

m n

i

UNIT 11 TYFE 14 RUONTALY AVEAGE IATTIME—TEMFS
FARAMETERS 48
0+3,32 744:3.32 74455.01 1416,5.01 1416+8.80 2149+8.80
2160,14,9 2880:14.9 2880,20.9 34624,20,9 3624:24.7
4T44524,7 A344,27.6 5088,27.4 S08Bs25.6 5832:25.:4
5837;21,4 6552:21.46 4552,14,3 72965143 729457.97

a0l14s7.%97 B9146,3.55 B760:3.08
UMIT 14 TYFE 14 LODAL CONTROLF DAILY
EARAMETERS 12
030 450 421 1351 18,0 24,0
UNIT 7 TYPE 14 LOAD COMTROL: WEEKLY
PARSMETERS 10
00 0y1 120:1 120+0 14840
UMIT 13 TYPE 15 LOAD ROLEAN "AND®
FARAMETERS 3
o 0 11
INFUTS 2
14:1 7:1
] i
UMIT ¢ TYFE % CARD READER
FARAHETERS 4
2 1 9 1
(T25:F4,0:,T30:F4,1)
UMIT 14 TYPE 14 FRADIATIOM PROCEESOR



PFARAKETE
1 1 L
THEUTE
7,1 9219
0 0
UMIT 2 TYFE 2
rARAMETERS
z 3 0
INFUTS 3
121 0:0
THIN THIH
UMIT 3 TYPE 3
FARANETERS
FLOW
INFUTS 3
9,0 00
THIN THIN
UNIT 1 TYRE 1
FARAMETERS

{ AREA FFRHM CF

INFUTS 4
Iy1 322
THIN O

UNIT 10 TYFE 3
cARAMETERS
4 1 CF
INFUTS 4

Py

0

3

21

20

Gs0
0.2

0s0 00
SLP
COLLECTION COMTR

9
oL; TEMPERATURE LEVEL

0
pUKP$ COLLECTOR TO H. 2

1

2s1

0
FIXED FLAT PLATE COLLECTOR

Q53

THI

HEAT

4
CF

H

166

0
EX,3 LOAD

ALFHA UL TCW

135

121 122

0.0 00

THIN 0
UMIT 17 TYPE 1
FARAMETERS
-1 HELD
-1 THIN

THI
S
pi
=1l
4

M

MHAX

"pUNP' s AUXILIARY

3
=

4 8
-1

=4
CF

b
“

=N

4
S

1

A
H

=

% GRUWP

TAUR

11
Fars

w4

HRLD -12
INFPUTS 2
10,5 1391
0 Q
UMIT & TYFE &
FARAMETERS

i

3

4

p=

-4

AUXTLIARY HEATER

HRLD Taux CF

INFUTE 3
0:0 17+1
THIN  ©

R

O

1

UNIT 29 TYPE 28

PARAMETERS
-1 1
-21 -3t

INFUTS &
123 493

30

B740

EMERGY BALANCE

0 E

-12

~4 -14 -4

-15

131

-11

-4

4 =31

251

-4

1616

]
-

-12

SIM SUM

-4
-16

1792

-4



136

LARELS B
Bl QAUX GLOARN SFRAC QOUME QSUF  HHOR HINC
CHECK 0405 Js-1s-2543
UNIT 31 TYPE 15 31, SUM. FPREWMANIFULATOR
FARAMETERS 78
-11 -1 THIN =-i2 4 -1 UL i -13 2 -3 -21 -31
9 -3 =32 =32 -14 1 -4 -1z -15 1 -16 1 -4
-{f{ -31 4 8 -3 -23 -33 -14 i -24 =34 -13 1
-z =11 -31 -1 HELD -1 AREA 2 3 4 8§ -14 1
== .15 {5 { -3 4 -4 -1 HRLD -14 1 -32 1
-4 =33 -15 1 -4 =~34 -35 4 -24 -1 -13 1 -26
INFUTS &
tasdh 1121 1,5 1321 1s6 211
Q 0 0 0 0 ]
UNIT 28 TYFE 28 SIM SUMs FHIBAR aAND LDAT FARAMETERS
FARAMETERS 47
-1 1 B740 0 -{1 -i? 2 -4 =-13 -2 2 -4 -14
-15 2 -4 =14 -1 AREA 2 -11 -12 2 2 -i% 2
- ~{7 ~4 -1 -17 2 -a -18 -if 2 -4 -20 =
HELD -17 1 2 -1 AREA 1 -4
INFUTS 10
I1;4 2,1 31,1 31,3 16:6 143 13,1 31:3 312 3ls6
LARELS 8
FRTALF IMIN FPHIMAX FPHIACT LIHRS LSS5 8885 ROW1
UNIT 32 TYFE 28 SIM SUH; LOATL PARAMETERS
FARAMETERS 39

-1 1 5760 0 =TT =i ®BREA 1 o —ARE——
-4 -11 -1 AREA 1 ~-14 2 -4 -1& -13 2 -4

-{7 -1 AREA 1 =-12 -1 HRLD 1 2 -4 -1& -15

2 -4

INPUTS 7

31,8 1351 31s5 31,9 14,6 31s14 31516

LARELS T
ROWZ ROWI ROW4 INC/LD LDFEE
END
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*##X*%*XX#**#*#X##**#*X*Xit*%X*XE#**X*XXX*Kﬁ*%X*R****Xﬁ*i*ﬁ*###*iﬁﬁ#

kS
L3 FREFHI ¥
* *
% THIS PROGRAM FUTS SIHULATION TIHE: MONTH» HOUR» IHCIDENT ¥
X RADIATIONs AND AMRIENT TEMPERATURE INTO & FILE ON A *
LS HOURLY BASIS, IT ALSD CALCULATES AVERAGE AMBIENT k
Ed TEHPERATURES AND NEGREE HOURS. %
3 S
ﬁ*#*#*ﬁ#x***#ﬁ******#*##*ﬁ###!%*#$$$¥$#$$$¥$###$$X*#X***$X*X¥¥X¥$X$X
b4
% WADISON, 23 YEARS OF SOLAET DATA.

k4
SIMULATION 1 201480 1.0
TOLERANCES -0.01 -0.01

*
CONSTANT  LAT = 43,13, SLOFE = 0.0 FILE = 12
k8

F 4
UNIT 9 TYFE 9 CARD READER
FARAMETERS 7
4 1 1 3.6 5 o 1 _
{TESyF4+DsT11aFE.OsTl?:FZ.Q; 315:F6.1)
UNIT 16 TYPE 14 RADIATION PROCESSOR
FARAKETERS &
1 1 LAT 4871 g -1

R T W ol 3
Rl 2T T

9,1 7:19 §,20 0s0 050 00

0 0 ] 5,2 SLOFE O
UNIT 25 TYPE 25 FRINTER
FARABETERS 4

{ 1 201480 FILE

9,3 1lésb 94
Ho Rk HINHC TAME
UNIT 15 TYPE 13
FaR 14
-41 -1 0,1 9 -3 -12 1 -4 -1 18.

IHFUTS 2

21 %04

0.0 0.0

UMIT 28 TYPE 28 SIH SUH

FAR 18

-1 1 201480 0 -11 -4 =12 -2 2 -4 -14 -i3 2 -4 -15 -4
THRUTS 3

2yl 994 1591 1592 1523

LARELS 4

HHOR TAME DTAME LEGHRS

ENT
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CCECECECCCECDCCCCEECECCCQCCCECECCCEEEDCCCEDCCECEECDCCCCEECCECC
c C
C RADAVE c
C c
C THIS PROGRAM AVERAGES HOURLY IMSOLATION VALUES C
£ (FROM TRNSYS (DS%0.FPREFHI)) AND WRITES THEH INTO C
C IFILE IN A FORHM CONVIENT FOR [S%0,FLOTHRINS, c
C £
ECCCCCECCCCCECCECEEECCCEECEEEECECEEEEEECCECCECECCECDECCCCCCCCC
e

DIMEMSION X(12,24)sH(12524)

pg 3 I=1s12
up 1 J = 1924
All=J) = 0.
H(I: 1) = 0,

1 COMTINUE
3 CONTINUE
REAL(-:-) IFILE»NYEARS
5 READ(-s100,END=20) XMO HR,HTILT
HRE = HR + 0.1
M0 = XMO + 0.1
MO = IFIX(XHO)
IHR = IFIX{HR)
IF (IHR.EQR.0) IHR = 24

HIHO:IHR) = H(MOsIHR) + HTILT
(MO, IHRY = X4MO,IHE) + 1.
g0 14 o

20 10 30 1 = 1512

ng 25 J=1ts24

IF (X(I5J),BT.0,0) H{IsJ) = H{IsJ) / X(Ivd)
25 COMTINUE
30 COMTIMUE

HRITE (-:300) NTEAKS
0o 40 I=is12
WRITE (4695500 Iy (H{I:J)»J=6519)
IF (IFILE,GT.0) WRITE (IFILE.500) (H(IsJ)sd=6:12)
1F (IFILE.BT.0) WRITE (IFILE»400) H(I+19},H(1:+18);
! H(Is17)sH{Is16)2HIT,15) sH(Io14) s H{I,13)
40 CONTIMUE
IF (IFILE.GT,0) WRITE(-»650) IFILE
100 FORMAT (T11,E11.3+E11.3+E11.3)
500 FORMAT (/1/,5Xs NO’»25%,12,’ YEAR(S) AVERAGE IMSOLATION FOR HOURS
‘-4 TQ 18-1972
S50 FORMAT (/073s5Xs12,14F7.0)
400 FORMAT (1Xs7{1X:F5.0))
450 FORMAT (’07://+33%:/THESE VALUES WERE FUT IN FILE ‘»I2)
200 STOP
END



139

CCEEECECCCCSCCCECCEECCECEECECEECCEECCCEBECEBEECCECCEEC
HRFHIXC
THIS FPROGRAN CALCULATES HOURLY FHIS AMD XCS

USING TILTED SURFACE RALIATION DATA FROM

c

C

C

c

C

C

PREFHI AHD RADAVE C

c
CCECCCECCCCCECEEﬁCECCCCCCCECECCBCCEECCECCECBCECEECCCCC

ﬁﬂf‘)ﬂﬂnﬁﬁﬂ

REAL SUM(12,24,50)1 ICL12:24550) IAVE(12:24) IT(12524)
REAL KTR(1Z). REBAR(LZ2) s REAR{LZ) s YC(12s24450)
READ  (=:-) IFILETs IFILEI: MFILEs NYEARS
READ (=1-) (KTB(I)IRBEQR(I}iRBﬁﬂii)rI=1JlZ)
ng 10 I=1,12
READ (IFILEI»-) (IﬁUE(IrJ}:Jzéilﬁ}
READ (IFILEI«-) IﬁVE(Isl?)71ﬁUE(IJlB)!IﬁUEiI:17):
4 IAUE(I!16?71%UE(IHi5)!IﬁVE(I!14)!IQUE(IFIS)
10 COMTIMUE
READ (-s-2 Al X2
nx = (%2 - XU/ 50
no 20 I=1s12
ng 20 J=4.1°9
no 20 K=1:30
QUKL deR)=0,
NI dsR)=0,
EHL=K-1

IC{IsJ7K) = KM1 % DR 4 TAVE(I»J)
IF (IAVE(I+J),G6T.0.00) «C(IsdeK) = IC(I12JsK) / TAVELId)
20 CONTINUE
£0 READ {IFILET:500,END=100) ¥M0s HR» HINC
MO = XH0 + 0.1
HR = HR + 0.1

IHR = IFIX{HR)
Mo = IFIX(XHD)
IT(HOs IHRY = IT(HOsIHR) + HINC
o 70 K=1:30
nI1F = HINC - IC(H0s THR#RD
1F (DIF,LT.0.0) DIF = 0.0
SUK(HDs IHRsRY = SUM(HO» IHR:K) & DIF
70 CONTINUE
G0 TO &0
100 BO 110 I=1:12
0o 110 J=6519
ng 110 K=1-30
IF (IT(IsJ),LT.0.1) GO TO 110
SUM(IsJsK) = SUM(TsJdsK) /7 IT(Ie D)
110 CONTINUE
WRITE (-+600) NYEARE
PRINT 610
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ng 200 1=1.12
WRITE (—=1&200 15 (IAVE(TIy )2 J=6+17)
200 CONTINUE
L0 210 I=1.12
FRINT 430
HRITE (-2440) IfNTB(I)pRBBﬁR(I)rRBQR(I)
IF (MFILE.GT.O) WRITE(HFILEs-) I;NTE(Z)iRBBﬁR(I):RBQR{I)
00 210 J=6:19
Jd=d=1
YRITE (~26&50) JJsd
WRITE (-34460) (XC(I#J!K?!SUﬁ(I!J:K);K=1350)
IF (MFILE.GT.O0) WRITE(HFILE:-) (XCﬁI:JfK)!SUﬁ(IsJ:K)!K=1;50}
710 CONTINUE
500 FORMAT (T11:3¢ELL1.302
&00 FORMAT (’1’!!/!137%1’CQLCULATEB FHIS BASED ON ‘:I12s
X ¢ YEARS OF DATA")
510 FORMAT (’0’:/ff/!&Xr'HG’:E?X:’AUERQGE INSOLATION FOR HOURS 5-4 T0
¥13-197')
£20 FORKAT (10’ 35Xs12914F7.0)
&30 FORKMAT (’1’!/!43Xr'HG'7717’5TE%R’!7X1’RBEAR'séX!’RBﬁRLJ’)
440 FORMAT ('0’542X512:3(5K:F7+3))
§50 FORMAT (7Qry/7/ 135Xy 'CRITICAL RATIOS AMD PHI'’S FOR THE HOUR FROH
%/,12:,7 TO 4120
6460 FORMAT (1X!5(ff!1Xr10(F6¢3!F6*3))}
STOR
EMN
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CCECCDCCCEDCEECGCECECCEEEEEEEDCECCCCCCCCCECCECECECEECEE
e c
& PHIGEN C
F THIS FROGRAM GEMERATES PHIS ANDI %CS. C
c THEY ARE GEMERATED IN THE SAHE HANMER AS c
c LIU AND JORDAM'S. . C
c C
CCCECCDCCCCCCCECCCECCCCCCCCCCCCECCEECCCCECCCCCCECCCCECE

DIMENSION COEF(5:5):AKTS(3)
OIMENSION XKT(iOOrS)!PHI(lOO)5XKTEQR(7}!XC(10Q):ﬁﬂEQ(lOO)
COMHON /TT/ SLOFE-RHO
LaTA CUEFfI+5232:5o38682!‘19.0553!25;3?2027‘12p10546!
0+307153v84065!-28«4574853?-01?457“16e58535!
0ﬁ11382!5.66517!“17+42259123+99725!—11r19355f
0.0?104:3.7203!-10;42775115*034881'?;343?9!
O'Qi9211o?E?&!‘Er89291f4*73531§-2s6?085/
DATA XKTBARfO»3Q!0.4050;5019+6010»70!0;0;0+0f
READ{=5-) NRINSHs IPRT,IFILE
READ(-s-) RHO
ne=1,0/HBINSH
o 10 KT=1+3
F=0.0
Ci=COEF{1+KT)
C2=COEF(2:KT)
LZ=COEF{3:KT)
$A=COEF{4:KT)
CH=C0tF Las i !

g5 Eel PO

B0 10 J=1,NBINSH

F=F+DF

YKT(1sKT) =P/ (CLEC2KPHCINPXPLCARPRATHOSKPARA)
0 CONTINUE

o

THIS FIT OF THE LIU AT ORIAN nISTRIRUTION CURVES 13 FROH

R, COLE:"LDNG-TERH AVERAGE PERFORMANCE PREDNICTIONS FOR CPC7S7s
eROCEEDINGE OF THE AMERICAN SECTIOM OF 1.5+E:S,ORLANDI
FLORIDA: (19770 PIa-6

o3 3 03 D

READ (-s-) KTFLAG, KT1
1 READ (-»= END=79) MOy ALAT 1 SLOFE,AZNTH
IF (KTFLAG.GT.3) READI(-»- 1 END=97) XKTRAR{S)
10 31 KT=KT1:KTFLAG
KETR=XKTBAR(KT)
1F ( IFILE .NE. 0 ) WRITE(IFILEs-) XKTE
MODE=1
RBQR=RBRRLJ(HDDE:ﬁGrﬁLAT:SLDPE!AZHTH!XKTB:RHD;RBBAR)
AREAK=0.0
¥COLD=0.0
ARIN=FLOAT(NRINSH)
B0 50 I1C=1,NBINSH
AIC=FLOAT(IC)
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F=f41C/ABIN
IF (KTFLAG:LT:.&) AKT=XKT(ICsRT)
IF {KTFLAG.LT.6) GO 70 40
IF (XKTB*GTyU470¢DR*XKTB*L700,30) Go 10 37
ng 35 I=1:9
AKTES(TY=XKT(IC, 1}
CALL LAGRMG (5!XKTB!XKTBAR7QKT5!QKT)
GO TQ 40
37 IF (XKTE.GT.0.7) GO 7O 39
AKT=XKT(IC:1}#XKTBKQ>3
GO TO 40
37 BELTQ=£0-9-XKT(IC15)}*(XKTB'O.?)/O»Z
IF (DELTALT.0.0) GELTA=0.:0
AKT=XKT£IC:5)+BELTA
490 HOUE=2
RDﬁY=RBﬁRLJ{HDDEaﬁﬂ!éLﬁTrSLUPE!ﬁZHTHsﬁKTrRHD!RBBéR)
¥C(IC) = (RDQ?*%KT)!(ﬁBﬁR*XKTB)
AREACIC) = AREAR + (XC(IC)‘XCQLB)*E(l.*F} + 0.IDF)
AREAK = AREA{IC)
¥ooLD = XC(It)
SQ CONTINUE
TOTaL = AREA{NRINSH)
00 &0 I=1,NRINSH
FHI(IY) = (TDTQL‘QREQ(I))/?UTAL
590 CONTINUE
YRITE (-220)
20 FORMAT thiy!!f!ﬂlﬁz’ﬁﬁ’,éf-"ﬁT?TUEE’;BX:’S‘ﬂpF'tliXi'RHG')

]
(4]

&4

2

WRITE(-,30) MOy ALAT»SLOPESRHO

30 FORMAT (21X?12f8X!F5;2!9X!F5r2!10XEF402)
WRITE(-s478) XKTB

478 FORMAT (/ /38Xy KTRAR =" sFB 3}

WRITE(-14)

& FORMAT ('O’rEBXr’RBBHH':éﬁ:'RBQR’:&K:’EDA?’\
WRITE(-+7) RERBAR:RBARsRDAY

7 FORMAT (EBXer,EyAX;F&¢3y4X:F6.3)
WRITE(-:8)

g FORMAT ('0'slr31Xr’XC”S’pEXr’AND’:SX:’PHI"S’)
WRITE(-+9) (XC(IC)sPHI(IC)aIC=1;NBINSH:IFRT}

2 FORMAT (’0’:5(3X:F6.311X:F6+3))

WRITE (-s15) TOTAL
15  FORMAT (70’ 130%s ' TOTAL AREA = ? 9 F5ed)
WRITE(-+450)
450 FORMAT (’0‘;/:32X:’BINS’:SX:’FILE’)
WRITE(-75007 MRBINSHy IFILE
500 FORMATLS £, 32%513510%,12)
IF (IFILE.NE.O) WRITE(IFILE,-) REARRBEARsRDAY
! {XE{IE)rPHI(IE);IC=1rNBINSH)
31 CONTIMUE
G0 7O 1
9% STOF
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FUNCTION RB&RLJ(HDDE;HN;ALAT!SLDPE:RZHTH:KKTyRHD;RB)

CCCCCCECCCCCCCCCCCCCCCCCCCCECCEECCCCEECCCCEECCCCEECC

C

THIS SURPROGRAM CALCULATES RARIATION RATIOS C
MODE1: LONG-TERM AVERAGE DAILY C
KODEZ2: DAILY &
C

CCCCCCCCECCCCCECCCCECECCCCECECECCECCCCCCECECCEECECCC

DIMEMSIOH DAY(12)
0aTA UAYII?.54?.:75fs105.:135.;162.:198;:228.:258+;288.y
1 31B8.s344./
THIS FUNCTION SURFROGRAM WILL CALCULATE THE RATIO OF DAILY
EXTRATERRESTRIAL RADTIATION INCIDENT ON A TILTED SURFACE (FOR
ANY AZHTH ANGLE) TO THAT ON A HORIZONTAL SURFACE
naTA FI/3.14159/
REARLJ=1.,0
RD=1g0
1F { AES(SLOFE} .LT. 0,001 ) RETURN
ROCONY=2,%F1/3560,
DECL=23.45$SIH((EB%.+DQY¢&N))/Eéﬁetz.OXPI)
FKT=1*3?0—4.0E?*KKT+5.SEIXXKT¥XKT—3.108*XKT*X3
IF (HONE.EQ,2) FKT=1.0045 + ((2.6313 X ¥XKT - 2.5227)
)% XKT 4+ 0,04349) ¥ XKT
COS5=C0S(SLOPEXRDCONY)
gINo=STH(SL OFEXRUCOHY)

TAHS=SINS/COSSE

IF ( ABRS(AZNTH) .LT. 0,001 ) AZMTH = 0.001

COSAZH=COS(AZHTHYRDCONY)

SINAZM=SIH(AZHTHARDCONY)

TANAZW=SINAZM/COSALN
THLAT=SIN(ALAT®RICONV)

]

- T

COSLAT=COS(ALATXRICONY)
TAHLAT=SINLAT/COSLAT
SINDEC=SIN(DECLKRODCONW)
COSHEC=COS(DECLERDCONY)
TANDEC=SINDEC/COSDEC
WG=AC0S(~TANDECKTANLAT)
WS I5 THE SUMSET HOUR ANGLE FOR A HORIZONTAL SURFACE

ﬁC=CDSLRT/SINﬁZH/TﬁNS+SINLQT!TAHﬁZﬁ
BC=TANBEC#(CUSLAT!TANQZH—SINLATfSIHAZH/TﬁHS}
o = ACKAC-BCXBC+L.

WSR = -US
Wgs = WS
IF ( SQ LT, 0.0 ) GO TO 45

ARG = (ACKRCHSART(SRY )/ (ACKACHL)
IF ( ARG +GT o 1.0 ARG = 1.0

IF ( ARG LT, -1. ) ARG -1.0
WSR = ACOS(ARG)
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HSR=AHINL (WS, W3R
WER1=UWSH
ARG = (ﬁC#BC—SQRT(SG))/(AE*QC+1.)
IF ( ARG .GT. 1.0 ) ARG = 1.0
IF ( ARG .LT. -1.0 ) ARG = =140
Wss = ACOS(ARSG)
YGS=AMINL (WS, WES)
W351=HES
C, WSR AND WSR ARE THE ARSOLUTE VALUES OF THE SUNRISE AND SUNSET
C. HOUR ANGLES (IR RADTANS) FOR THE TILTED SURFACE
IF {AZXTH.LT.0.) GO TO 44
£, AINTH IS GREATER THAN ZERD INPLIES SURFACES FACES WEST
WSS=ANAX1(WBR1, M55}
WaR=-AKINL (WSR1sWESL)
GO TO 45
¢, FOR A SURFACE FACING DIRECTLY TOWARDS THE EGUATORs WES=UWSR
44 CONTIRUE
C, AZWTH 15 LESS THAN ZERO IHPLIES SURFACE FACES EAST
WSR=-AHAX1 (WSR1,UWSS1)
WSS=AMINL (WER1,WEE1)
43 CONTINUE
RD:CUSSKSIHDEC*SIHLAT*(HSS*USR)
-SINHEC#CDSLAT#SIHS*CDSAZE*(HES—HSR)
+CGSHEC#EDSLAT%EDSSX(SIN(HSS}—SIHﬁHSR))
+CUSDEC#SIHLAT$SINS*EQSQZH*(SEH(HSS)-SIN(HSR)}
-CDSDEE#SIHS*SIHQZH*(CGS(HSS)—EDS(NSR})

hu—nufi.f(ESGLAEYLU:ﬁ;FiQTHfHS)+HS¥EENLﬁTXQIHUEC)

s Lo B3

RBQRLJ={1.‘FKT)*RD+FNT*(1.+CUSS)/2+RHD*(i-CDSS)/2+
RETURM
END
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SURROUTINE LﬁGRHB(HPTS;XBETHN:XyF;ANSHER)
EDCEECCEEEECCECCCEECECCECCCCCECECCCCCCCCCCCECCCCCECEECCCCE

(B c
C THIS SUBROUTINE PERFOENS LAGRANGE INTERFOLATION. C
c C
CECCCCCCEECCCCCECECCECCCCC&CCﬁCECCCCECCCCECECCEECCECCCﬁCCC
c

DIMENSION CDEFL(iQ)rX(iD)rF(iO)
B0 10 I1=1,HFTS
10 COEFL(I)=1.0
o 20 I=1/HFTS
ng 30 J=1sMPTS
IF ¢ J ED. 1) G0 TO 30
ﬂﬂEFL(I)=EGEFL(I)#(XEETUH-X(J))f(X(I)*X(J))

38 CONTINUE

20 CONTINUE
ANSHWER=0.0
U0 40 I=1sNFTS

49 RNSHER=ANSBER+CDEFL(I)#F(I)
RETURR

IND
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ECCCCCEECCCCCECCEBCCCECCECBCEECEEﬂCBCECCCEEEECECCDECCEC

C c
c FHIGENRE C
c THIS PROGRAK GENERATES PHIS USING HROURLY g
C RADIATION PARAHETERS AMDI THE LIU ANDI JORDAN C
c KT DISTRIEUTIONS. £
¥ C
CCCEEDCECCCCCCCCECCECECCCCCCCCCCCCCCCCCCCEECCCCCCCEECEC

DIHENSION COEF(S:5)2ARTSLS)
DIMENSION XﬂT(iOO!ﬁ):PHI(iGQ)!XKTBQR(?):XE(iOO):éREﬁ(lOO)
COHHON 0T/ SLOFPE s RHO
LATA CﬂEF/l.5222!5+35682!-1?.0553;25.3?202:'12+30546!
0r3071!8+84065:-23.45?48!37»01?45;‘16*58535:
0+11382:5&6651?:—17.4225?523+??726!—11+193555
0#07104!3*?203!“10&42?75!15903488!_7|343??!
0;01?291‘92751-2;392?1:4.73631!“2;69085f
DATA XKTBQR/D'EO!0,40&0»50:0;60:0;7010-@:0‘Qf
READL-2=2 NBINGH: IFPRTSIFILE
REAL(-s-) RHO
UP=1;0/NBIN5H
oo 10 KT=1:3
F=0,0
Ci=COEF(1:KT?
£2=COEF({2sKT)
C3=COEF{(3:KT}
C4=COEF (42KT)

Co=CoEF o

b Gd I s

b0 10 J=1;NEINSH
p=F4+IF
VKT (JaKT)=P/ (CLEC2APHCIXPRPCARPXATTOSAFRAA)
1o CONTINUE

G
c, 1JHIG FIT OF THELTHH—AND JORTAN nISTRIBUTION CURVES 15 FROH

Ce R COLE, "LONG-TERH AVERAGE FERFORMANCE FRENICTIONS FUR CFT™S'7
¢, PROCEEDINGS OF THE AMERICAM SECTION OF 1.5.E.5.s0RLANDO
£, FLORIDAs (19770 PI46-5
Co
READ (-y-) KTFLAG: KT1
1 READ {-r-+END=9%) HﬂpIHRrﬁLﬁT;SLDFE:ﬂZHTH
IF (KTFLAB.GT.3) READ(-»—sEND=99F) YKTBAR(S)
po 31 KT=KT1,KTFLAG
YKTE=XKTEAR{KT)
IF ( IFILE NE. 0 ) WRITE(IFILEs-) XKTB
MORE=1
RBﬁRH=RBﬁRHR(HDBE:HD:IHR:ALAT:SLﬂPE:AZﬁTH!XKTB’RHGsRB)
AREAK=0.0
XCOLD=0,0
ARIN=FLOAT(NBINSH?
B0 56 IC=1NBINSH
AIC=FLOAT(IO)
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F=4IC/ARIN
IF (KTFLAB.LT+&) ART=XKTC(IC,KT)
IF (KTFLAG.LT.&) GO 70 40
IF (XKTB.GT.0.70,0R,AKTR.LT.0.30) GO TO 37
ng 35 I=1:5
33 AKTE(I)=XKT(IC,1)
CALL LAGRNG (S5sXRKTR:XKTHAR,ARTSsAKT)
GO TO 49
37 IF (XKTE.BT.,0.7) GO TO 39
ART=XKT(ICs 1) RXKTR/0.3
GO TO 40
39 DELTA=(0.9-XKT(IC»5) )X (XKTE-0.7)/0,2
IF {DELTA+LT.0.0) DELTA=Q.0
ART=XKT(IC,3)+hELTA
40 HODE=2
RHR=REARHR (MODEyMO, IHRyALAT»SLOPEAZHTHART »RHOSRE)
XCLICY = {RHR¥AKT)/(REARHXXKTE)
AREA(IC) = AREAK + (XC(IC)I-XCOLDI®R({(1.-F) + Q.3%DF)
AREAK = AREACIC)
ACOLDN = XC(IC)
30 CONTINUE
TOTAL = AREA(NBINSH)
N0 60 I=1,MBINSH
FHICI} = (TOTAL-AREA(I})/TOTAL
50 CONTINUE

LIt T I T L 1A TR
LA T — T =

20 FORMAT (1H1:///921%s"H0’ 26Xy "LATITUDE »8X» "SLOFE’ #11X5 "RHO")
WRITE(-,30) HO,ALAT.SLOFPE,RHO
20 FORMAT (21XsI12,8XsF3.2,9XsF5.,2,10%sF 4.2}
WRITE(~-:478) XKTE
678 FORMAT(//38X, 'KTBAR ='»F3.3)

WRITE =747

& FORMAT (707:29%s "HR’+7Xs "RBARH  »y6X» 'RE")
WRITE(-»7) IHRsRBARH:RE

7 FORMAT (30XsI137X:F4.3s445F5.3)
WRITE(-+8)

o

FORMAT (7073 /531Xs X0’ *8' 5% "AND/»5Xy "FHI"’87)
WRITE(-+9) (XC(IC)sFHI(IC),IC=1,NBINSH,IFRT)
? FORHAT (/0/95(3XsFé,3s1X:F6.3))
WRITE (~-,13) TOTAL
15 FORMAT (“0/,30Xs/TOTAL AREA = '4F3.,3)
WRITE(-,430)
450 FORMAT (707 »/932X,»"RINS’#8X»'FILE")
WRITE(-s300) NBINSH,»IFILE
500 FORMAT(’ 7»,32Xs13,10X:12)
IF (IFILE.NE.Q) WRITE(IFILEs~) REARHsREsRHR»
! (XCCIC)+PHI(IC)»IC=1,MBINGH)
31 CONTIMUE
GO 70 1
99 STOP



FUNCTION REHRHR(ﬁBDE;ﬁG;IHRvﬁLﬁT:SLDFE:AZﬁTH:XKT:RHG;RB)
ECCEEEDCGECCCCCCCCECECCCCECCCCCCECCCCCECCCCCCCCECCECE

C C
C THIS SUBFROGRAN CALCULATES RADIATION RATIOS c
C MODEL: LONG-TERM AVERAGE HOURLY C
c MODE2: HOURLY C
C £
CCECCECCEECECCCCDECECCCCECECECECCCCECCCCCCCCCCECECBCC
C

NIHENSION DAY (12) s CHEGAL(?)
NATA Uﬁ?/l?.!47-!75+p105gri35'p162¢71?3+1228.!258;!283.!
i 318,334/
NATA DﬁEBﬁ/?.5;22*5;37+5p52+5r67.5p82.5;97.59112.51127.5!
nATA FI/3.1413%/
ROCONY=2,%F1/360.
REARHR=1.0
RB=1.0
IF { ARS(SLOFE) »LT. 0,001 ) RETURN
50 TO (1020} MODE
10 FKT = 1.3?&-4.02?¥XKT+5+531¥XKT$XKT—3.108#XKT¥$3
G0 TQ S0
20 FKT = 1;0045+((2.6313#XHT—3.5227)#XKT+0;0434?)¥KKT
50 REC = 23.45*SEN((360.*(284++DQY(ﬁU})f3&5;)QRDCUNU)
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COSDEL = COS(DECKRICONY)
SINDEC = SIN(DECYRRCONY)
oML AT = SIM(ALATXRLICONY)
COSLAT = TUSTRCATERICEH
SGIMELF = SIN{SLOPEXRICONY)
COGBSLF = COS(SLOPEXRDCONY)
SIMAZH = SIN(AZMTHARDCONY)
COSAZIN = COS(AZMTHRRDCON)

SINOHE = SIN(OMEGA ( THR)¥RICOHV)

COSORG = COS(ONEGAC THRYTFRECEN

COST = SINDECKXSINLATXCOSSLE - SIHDEE#EDSL%T*SINSLF%EDSAZE
Lot CDSDECﬁCDSLAT%CDSSLP*CUSQHG
¥ CDSUEC*SINLRT*SIHSLP*CDBAZH*CDSDﬂB
o CDSﬁEC#SINSLF#SINAEH$SIHGﬁG

C0Sz = SINDECHSIHLAT + COSNECKCOSLATHCOSOMG
RE = COST/COSZ
RBQRHR=‘1.“FKT)*RB%FKT*(l.+EUSSLF)/E+RHB*(1—CUSSLP)/2+
RETURN

END
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CCCCECCCEECECCCCCBCCECECCECECCCCCECCCECCEECECEECCECECC

FHIGENHRS

C
G C
& c
C c
c THIS PROGRAM GENERATES FHIS USING HOURLY C
c RADIATION FPARAKETERS AND THE LIU AND JORDAN C
c KT DISTRIBUTIONS. C
c HOURLY KTS ARE CALCULATED FROM DAILY ONES. c
c C
C
C

CCCCCCCCCCCCCCECCCCCCCECCCCECCDCCCECCCCBCCECCCCCCCCECC

REAL KO!Kl!KZ?K31K4’K5

DIMENSION CGEF(ﬁaﬁ)rﬁKTS(E)sDﬁY(lZ)

DIMEMSION EKT(iOO:S)aFHI(100):XKTBﬁR(?}:XCiiOO)fAREA(lOO)

CONMON 70T/ SLOFEsRHO

TATA CDEF!l.5222:5+38é825-1?+0553:25.37202!—12.10546:
0.30?118+840551-28p45743!37+01?451-16;38585:
0»11382;5+66517:-1?.42259’23.9?7269-11a1?3555
0,0?10453.72035—10*42??5r15.034831-?+3439?1
0+0192:1.?27&;—2.992?1!4.?3&311-2.6?095/

LATA XKTBﬁRf0f3010;4050*5050»é010p70f03030.0/

NATA UAY#1?§14?+;?5.leS.:135.5162.!148.:228.5258.3

+ 298,5318.1344,/

FI = 3.14159

ROCONY = PI/180.

I X L B

NRING = 100
ffr—=T 7=
Ki = 0,409

K2 = 0.3018
K3 = 0.6409
K4 = 0.4767

K5 = 1,0472
oF=1.0/NEIND

ng 10 KT=1.3
=00
Ci=COEF(1:KT)
C2=COEF(2sKT)
C3=COEF(ZHRT?
L4=COEF(4sKT?
C5=COEF(S:KT)
po 10 J=1,NBINS
p=p+IP
XKT(J;KT)=PK(C1+CE#P+CZ¥P*P+C4¥P¥¥3+CS¥P*¥4)
10 CONTIMUE

THIS FIT OF THE LIU AMD JORDAN DISTRIBUTION CURVES IS5 FROM

R, COLEs"LONG-TERH AVERAGE PERFORHANCE PREDICTIONS FOR CRFC’S's
FROCEEDINGS OF THE ANERICAN SECTION OF 1.5.E.,5.70RLANDD
FLORIDA, (1977)s P36-6

el v Ly w R



—

-a
wn
)

REAL(-»-) IFRTSIFILE
READ (-y-;END=99) ALATSLOFEsAZNTH
READ (-s—2END=99) MO BIGKTE,RHO
WRITE (-120Q)
WRITEL(-230) ALATsSLOFEsAZHTH
WRITE (-:78)
WRITE (=377 ¥0,RIGRTR:RHO
SINLAT = SIN(ALATXRICONY)
COSLAT COS(ALATXRICONY)
TaNLAT SINLAT/COSLAT
COSSLF = COS{SLOPEYRICONY)
IF ¢ IFILE .NE. 0 WRITE(IFILEs-} MOsBIGKTR
NEC = 23,45*51N((284.+DAY(ﬁ0))X;?BéE#RﬂCBNU)*RECDMU

won

SINDEC = SIN(DEC)

COSDNEC = COS(DEC)

TANDEC = SINDEC/COSDEC

OKEGAS = HCDS(—TRNLQT*TANDEC)
GIMOS SIN(OHEGAS)

COS0S = COS(OHEGAS)

A= K1+KE$SIN(GﬁEGAS~K5)

B = KE-KqﬁSIH(GﬁEGRS-KS)

pg 31 IHR = 17

n = FLOAT(IHR)

Qo= 8-1.

OHEGA = 7.5 ¥ (%15,

OHEGA = OMEGAXRDCONY

IF TOREGA G 1 ONEDrT—od I —

COSOHG = COS(OMEGA)

RO = KG%(CDSUHG—CGSDS)K(SINDS—OHEGAS#CDSBS)
8T = ROK(A+RYCOSONG)

IF (RT,LT.G.OOOi+DR.RD.LT,0,0001) o TO 31
SHLRKTE = RIGKTRRRT/RD

KOLE=1

29

RBARH=RBQRHR(HGDE;MD;IHR;QLAT;SLBFE:AZﬁTHaSHLKTB:RHU?HHJ
IF (RE.LT.0,0001) Go 7O 31

YRD = RE-{1+COSSLF)/Z.

AREAK=0.0

XCoLn=0.0

ARIH=FLOAT(NRBINS)

po 50 IC=1:NBINS

AIC=FLOAT(IC)

F=AIC/ABRIN

1F (SHLNTB,GT.O.TOgDR,SﬁLKTB.LT.O.ED) GO TO 37
00 35 I=1:3

AKTS(1)=XKT(ICs1)

CaLL LAGRNG (5:SHLKTB;XKTBQR»AKTS;HRK?)

GO TO 40

IF (SHLKTE.B6T.0.7) G0 TO 39
HRKT=XKT(IC:1)$SHLKTB/G.3

G0 7O 40
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37 ﬂELTA=(0.?-XKT(ICs5)}${SHLKTB“0;7)/O.2
IF {DELTQ+LTbOrO} DELTA=050
HRET=XKET(ICs3)+DELTA
4G MODE=2
RHR=RBQRHR(HDDE:HDrIHR:QLAT5SLDFE:QZﬁTH;HRKT;RHU!RB)
XCLICY = (RHRYHRKT)/ (RBARHXSHLKTR)
AREA(IC) = AREAK ¢ (XC(ICY-XCOLDY®((1.-F) + 0,5%0F)
AREAK = AREACID)
YCOLD = KC(IC)
a0 CONTIMUE
TOTAL = AREA(NBINS)
0o 40 I=1:HEINS
PHIL(IY) = (TOTAL-AREA(I)/TOTAL
60 CONTINUE
WRITE(-:4)
WRITE(-+7) IHR s RBARH:RE, VED
WRITE(-2678) SHLKTER
WRITE{(-:8)
WRITE({=»%) (XD(IE)1?HI¢IC}rIC=11NBIN5!IPRT)
WRITE (-»215) TOTAL
WRITE(-24502
WRITE(-,500) NBINS,IFILE
IF (IFILE.HE.O) WRITE(IFILE:-) REARHsRE:VED:
’ UXC(IC)sFPHILIC)YIC=1sNBINS)
20 FORMAT (1H1;ff/f&21ﬁ1’LﬁTITUDE‘rSXr'SLDPE’:BX;'QZIHUTH’)
39 FORMAT (234,F5,2:7%F5,2:9%9F5.2)

- I I O SV S - 1T L s
76 FPURNAT & & FoonT F e R T A

77 FORMAT (24%,12,9%:F4,3,10%,F3.2)
78 FORMAT(//38Xs "HRKTBAR =f3F5.:3) .
& FORKAT ('0’!/:2?%;’HR'??X;‘RBARHR’:&X;’RB’58X;’UHH’)
i FORMAT (EGXsIls?X:F6,314XaF6+3a4X;F6.3)
g8 FORMAT (’0’rferXa’Xﬁ"S’sEX;’ﬁHD’aSX;’PHI”S’)
7

FORAAT AR RT3 EELS S A S e

13 FORKAT (/07:30%s'TOTAL AREA = T3F5.3)
A50 FORMAT (4073/+32% “BINS'»8Xy 'FILE")
S00 FORMAT(’ /+32X:13710X212)
3 CONTINUE
GO 1O 1
¢ STOF
END
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GCCECCCCCECCEDCEEDCCECECCCBCECCCCECCCCCECCEEECECCECCCCE

AYLPHI

c B
C C
c C
c THIS FROGRAH CALCULATES FHIS ANI USAELE C
C ENERGY., THE BASIS OF THIS ANALYTICAL C
C EYPRESSION IS BENDT ET.AL, S RANLOM C
C INSOLATION SEQUENCE PROBARILITY c
£ DISTRIEUTION, C

€ C
CCCCE&CECCCCCCCCCCEEEEDCECCEBECCCEEEEECCCCEEECCCEECECCC

€
NIMENSION DAY(12)

REAL LAT!KHIN!KﬁﬁX:KC:IU!IFLUS;IC!IBTILT:IHﬁX!LDU:LDSUH

REAL KHINE;KHIME,KMIN4;KHAX2:KHAX3:KﬁﬁX4fKCE:KCEpﬁCq

REAL KOsK1sK2sK3sKAsRS

DATA UﬁYfi?l!A?tl?Si!lOSi!1354’152&!1980!228&1258!!258!!3180?3440!
nATA F1/3.1413%9/

RICONV = FI/1B0.

a1 = 1.0045
Az = 0,04349
a7 = -3.5227
a4 = 2.46313
Ko = FI/24.
Ki = 0,409
K2 = 0.5016
b = Utééh’:‘?
K4 = 0.,4787
KS =1+0472
3c = 1333,
ROW = 0.2

READ (-v-) LAT»SLF2AZHTH

rEAD =ik

SINLAT = SIM(LATRDCONY)

COSLAT = COS(LATYRICONY)
TAMLAT = SIMLAT/COSLAT
SIMELF = SIM{SLPEROCONY)
CO8SLE = COS(SLPXRDCONV?
SIMAZN = SIN{AZHTHXROCONV)

COSAZN = COS(AZMTHERICONY)
& = (1,+COSSLF)/2.
o= ROWX(1,-COSSLF) /2.
16 READ (=3-7END=F00) MOy BIGKTR
1MAax = 1353,
nr o= 100,
WRITE(-2400) LATySLFAZMTH
BRITE (-240%5) KO, RIGKTR
nEC = EE.ASRSIN((3&0.*(234++DQY(HG))/3&5‘)#RBCDNU)
COSLEC = COS(RECXRICONW)
SINLEC = SIN(DECERDCONY)
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TANDEC = SINDEC/COSLEC
OHEGAS ACDS (~TANLATHRTANIED)
SINQS = SIN(OHEGAS)
cOs0s = COS(OMEGAS)
C1 = K1+K2¥SIN(ONEGAS-KS)
£2 = KI-K4%S5IN(OMEGAS-KS)
ng 550 IHR = 1.9
OMEGA = (7,5+(IHR-1,)%15, )¥RICONV
IF (QKEGA.GT.ONEGAS) GO TO 5390
COSONE = COS(OMEGA)
SINOHS = SIN(OHEGA)
RO = KO*(CDSDﬂG-EDSGS)[(SINDS—BHEGAS*EGSDS)
RT = RO¥(C14C2ACOSOHG)
IF (RT.LT.0.0001.0R.RO,LT.0.0001) o 10 S350
SHLETE = BIGKTRART/RO
KMIN = 0,09
KHax = 0.80
CaLL Gﬁﬁﬁ(SHLKTBrKHIN:KﬁﬁX:Gﬁﬁ)
EAFO = EXF(GANK (KNAX-KHIN))
CHECK = (i.+(Gﬁﬁ*KHﬁX-1.}¥EXPD—GAﬁ$KHIN}/(GﬁHX(EXPD—i.))
IF (RBS(CHECK—SHLKTB),GT.DfOOOSJ G0 70 579

]

G2 = GANXGAN
G3 = G2%GAM
G4 = GIAGAM
65 = G4XGAN

KMAX2 = KMAXKKMAX

AL AT T PRV AT YN
AR Zazan=} L LA N kAL

KMaX4 = KMAXIXKMAL

EFLHAX = (KMAX/GAN-1./G2)

ER2NAX = (HﬁAXEIGﬁH-Z.XKHﬁX/GE+2;EBS)

EFINAR = (KHQXS/GHH~3.XKHAXEHG2+6'$KﬁQXJGS-6+/G4)

EF4MAX = (KHAXAIGAH-4.*Kﬁﬁx3/62+12.*KHGXEJGE—24*XKHAX!GA+E4./GE)
FHINZ KHTHRRHIN

KEMINZ = KMIN2XKHIN

KHINA = KHIM3RKMIN

EFIMIN = (KHIN/GAM-1./062)

EP2HIN = (KHINE/GQH-Z.$NﬁIHKGE+2,KGE)

EFIMIN = (KﬁINSIGAH—E.#KHIH2/82+6+¥KﬁINIGS-$.fﬁ4)

EPARIN = (KHIN4/GAH—4.*KHIN3/GE+12.*KHINE!GE-E%.¥KHIH/G4+24;fBS)

g = Gﬁﬁ/(EXF(GQH*KHQX)—EXF(GAH*KHIN}}
BFURAR = ﬂ1+((AéXSHLKTB%QSE*SHLKTB+ﬂ2)xSHLKTB
COST = SINDEC¥SINLATXCOSSLF - SINﬂEE#CDSLAT*SINSLP*EBSAZH
I CUSDEC*CUSLQT*DBESLF*CDSDHG
cot CDSBEE*SlNLﬁTXBIMSLPKCQSAZﬁ*CBSDHG
N & CGSDEC#SIHSLF*SINﬁZﬁXSINGﬁG
C0SZ = SINLDECKSINLAT + CDSDECKCOSLATXCOSONG
10 = SC*CDSZ#(l»G+0»033#CUS(RDCDHU¥D%Y(HU)*360;!3&5;)}
RE = COST/COSZ
IF (RR,LT.0.0) GO TO 550
GKTEAR = (1.,-DFUBAR)#RB + DFUBARXE + I
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YRL = RE-(1,+COSSLF)/Z.
AMAL = iEPiHhX*(RB+B7+(B*RB)*(ﬁ1¥EP1HQX+QE#EP2HAX+Q3¥EF3HAX+ﬁ4
‘ KEFAHAXY)
ARIN = KEP1H1N¥(RB+D)+(B-RB)*(ﬁl*EPiHIH+ﬁ2*EP2HIN+A3#EP3ﬁIH+R4
! KEFANIND)
HISUM = CﬁEXP(GAH*KHAX)*HHAX*IO
LOosuUR = C*EXF(GQH*KHIN)*AHIN#IO
TRTILT = HISUM-LOSUM
IRTILT = AMAXL(IRTILT:0.)
WRITE(-25610) SHLKTR KHINsRKHAX:GAN
WRITE (-s620) VED
WRITE(-7630)
M o= IFIXCINAX/DI) + 1
10 500 J=1:H
F4 = FLOATOD
IC = (FJ-1.)%DI
CaLL KTC(IEvIO:RB;CDSSLF:RDH;KC-RKC)
THEKC = RC
1F (KC,LT.KHIMN) KC = KMIN
1F (XC.GT.kKMAX) 60 TO 109
HIGH = HISUH-C*EXF(Gﬁﬁ#ﬁﬁﬁX)*ICﬁGﬁﬁ
IFLUS = 0.
KC2 = KCHKC
KC3 = KC2AKC
KC4 = KCIXKC
ERIKE = (KC/GAN-1./G2)

TR P N WA =Y s gy 707
EFLNG = YIS WET ME R 0 I e 'I"&Ju.,.;)

oo

EF3IKC (EC3!G#H-3*¥K62182+6.XKC/GS-6./G4)

EF4KC (KC4JGQH—4a*KES/GZ+12.XKDE!GE—E4.*KEiG4+24.fGS)

AKC = IG#(EPlKE*(RB+D)+(B-EB)X(RIXEP1KC+ﬁZXEF2KC+ﬁS#EF3KC+ﬁ4
! ¥EPAKC))

LOW = C*EKF(EﬁH*KE)#(ﬁKC*IC!Gﬁﬂ)

TFLUS = HIGH-LOH

W

IFLUS = AKAXL(IFLUSG:0.)
100 FHI = 0.
IF (IBTILT.GT.0.,) FHI = IFLUS/IRTILT
%C = 0.
TF (IRTILT.GT.0.) XL = IC/IBTILT
WRITE(-2640) IHR;IG;EB;RKTBAR:IE:THEKC;IBTILT;
© IFLUSsXCsPHI
IF (IFILE.GT.O) WRITE(IFILE:-) IHRICs IFLUS,FHI
IF (FHI.LT.0,0001) GO TO S50
500 CONTINUE
550 CONTIHUE
G0 7O 10
570 WRITE(-,430) CHECK ) SHLKTE:GAM
GO TO 10
600 FDRHAT(’1’5/!/;25X3’LQTITUHE = 4 3F5:2+0%:
- ¢ GLOPE = ‘1F3:2503% AZINUTH = ’1F5.2)
603 FORMAT (0 530X, "HONTH r,12,5%:/ BIGKTEAR = "3F5.3)
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6190 FGRHAT(’0’://:25X;’SHLKTB = ‘4F4,3s" KHIN = fyF4.3y0  KMAX = 9

- FA,3s;’ GAHA = 13F2.3)

429 FORMAT(07 #4534, 'VRD = 13FE43)
430 FDRHAT{’O’r4Xr’HDUR’:éXr’IO’;BX!’RB’:&X;'RKTBAR’:&X:’IE’;

= BX:'KC’!6X5'IBTILT’14K5’IPLUS’!6Xs'XE'!3Xr‘PHI')
&40 FDHHQT('Q’rSX:1274X!F7|273X3F7.3!3X:F?o3!4X:F6f174X=

- F5+3!4X3F7-2:3X!F7+2!2X:F6'316X1F5.3)
550 FORMAT( 07 515Xy "AN CRROR IN SUBROTINE GARA RESULTS IN A yALUE OF
-~ sF&,4:’ WHEN A VALUE OF ‘sF&.4+" WAS gRECIFIED. GARA = T 3F744)

200 STOF
END
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URROUTINE GAHA (KTRAR KHINs KHAX, GAM)

CCCCCCCCCCCECCEBCCCEECEECCCCCCCCCCCECCECCECCCCCCCCECCCCCC
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C
THIS SUBROUTINE USES NEWTONS METHOD TO FIND GANAY c
THE COMSTANT THAT SATISFIES RENDT & RABL’S EQUATION C

IN KTRAR: KTHINs AND KTHAX FROM THIER STATISTICAL
FREQUENCY DISTRIBUTION FAFER .
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R
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o

F

il

C
C
C
C

EAL KTEAR EMIM:KMAX

fal = =30

G = 0.01

(10, -GAK)Y /LG

(GQHX{KTBQR—HHIN)+14)/(Gﬁﬂx(KTBAR-KﬂﬁX}+14)

~EYP {GAME (KMAX-KNIN))

D 10 I=1:d

GANG = GANTIG

IF (ALES(GAKD) . LT.0.00001) GAMO = 0.0

Fo = (GQHQ*(NTBQR“KﬁIH}+1+)/(GQHOX(KTBQR-KHQX}+1.)
~EXF(GAMOX(KMAX-KKIND)

IF {GQH¢LToGr0;ﬁHﬂ.éBS(GﬁﬁO)-LT-0*0001} 60 70 3

1F (FiLTthOoﬁﬁB+FO;GTrOr0) G0 TO 20

iF (FbGTiOrO%AHﬂ+FOrLT?0!O) GO TO 29

GAM = GAHO

F = £0

1o
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10 CONTINUE
20 GAM = GANO

IF (EAHPBT+?i0.ﬁNU,KTBﬁR.LT+O.5) GAH = 0.000001
HAXITR = 30
FHAX = 0,0000001
NELHAX = 0,0000001
ng 100 N = 1.HAXITR
NITER = N

F = (BAﬁ*(KTBAR-KHIN)+1.)/(GAHX(KTBAR-KHQX)+1.)
—EXF (GAMY (KMAX-KHIND)D

IF (ARG(F).LT.FHaxX) GO TO 300

FRRIN = ((GAﬁ#(KTBﬁR-KHAK)+1.)#iKTBAR—KHIN)
~(EAH¥(KTBAR—HHIN)+1.}*{KTBAR~KHAX))I
(GANY (KTRAR-KHAX)+1,T¥¥2. - (NMAX-KHIN)XEXF
(BANK(KHAX-KHINDD

CORREC = F/FPRIN

GAH = GAM-CORREC

1F (ABS(CORREC).LT,DELHAX) G0 TO 300

100 CONTIMUE

200 FORMAT (70’ +20Xs ‘NEWTONS METHOD

W

RITE (-,200) MAXITR

71377 ITERATIONS.')

300 RETURHM

E

HD

GIDN‘ ‘T CONVERGE ON GAMA IM !
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SUBROUTINE KTE(ItsIO;RB:CDESLP:RGU:KCrRKB)

geooccceceiel

THIS SURROUTIHNE USES NEWTOMS METHOD TO FIHD A CRITICAL C
CLEARNESS INDEX FOR A GIVEN CRITICAL RATIO ANTI LOCATION. C
C

C
CCCCCDCCECSCEEECEDCCCCCCCEEDSCCEECECCCCCCCCECCEECEECCCCCECCEEC

C

REAL IC,10sKC
FHAYX = 0.000C1
BELMAX = 0.00001

MAXITR = 30
a1l = 1.0043
a2 = 0.04349
43 = -3,522
A4 = 2,56313

R = (1»@+C055LF)!3.G

o= RDH*(1+0—CGSSLP)/2o0

kG = 0.2

pg 1090 N=1sHAXITR

WIFUSBE = ﬁl+((§4*KC+QS}XKE+QE)*KC
COMST = ﬁ2+(3f0*ﬁ4¥ﬁc+2-0$93}mﬁﬁ

COoM = ((B‘RB)#BIFUSE+RB+D)X*2;0

RrC = (1,0-DIFUSE)¥RE + DIFUSEXR + T
F = IC/(I0%RRE) - KC

e (ARS(FI.LT . FHAX) go TO 500

FPRIY = (XCfIUJanﬂ*E;QCCNEEfrﬁ“—1~G
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CORREC = F/FPRIN

1F {ﬁBS(EDRREE).LT;DELHﬁX) G0 TO 500
KL = KC-CORREC

100 CONTINUE
WRITE (-:200) HAXITR

200 FORHAT (’O’sEUEr'HEHTGHB METHOD DID HOT COMVERGE ON KTC i’

¢t 21347 ITERATIONS. )
500 RETURM
EMT
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