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Abstract 

Concentrating solar power systems present a significant low-carbon opportunity for large-scale 

inexpensive energy storage and grid stabilization. Traditionally, renewable energy technologies 

provide little support to reliable power generation. However, utility-scale concentrating solar 

power systems with thermal energy storage capacity are highly suited to combat the increasing 

need for electricity. This promising technology, especially when used in conjunction with other 

power generation methods, supports high loads during peak hours. Dispatchable energy systems 

provide this critical support to the grid, especially in high-penetration renewable electricity 

markets. The full capabilities of these systems are being experimented with in hybrid power 

plants, utilizing the full capacity of multiple technologies to support one another. Because of the 

unique application of these systems, it is crucial to maximize revenue through the sale of this 

high-value electricity and therefore, by maximizing the cycle performance, as well. 

A high-temperature power cycle, such as that in a solar a thermal power plant, is characterized 

by one or more costly heat exchangers. The transient response of the power plant during non-

steady conditions such as load changes and cycle start-up is not instantaneous; therefore, it is 

important to gain a better understanding of the characterization of the heat exchangers. This 

thesis outlines a transient numerical model that has been implemented in MATLAB providing 

improved visualization of counterflow recuperative heat exchangers within an operating power 

cycle undergoing transient conditions using common inputs, and the effects of that behavior may 

lead to a better understanding of the effects on other cycle componentry. This model has been 

verified against multiple types of transient simulations from different authors in addition to 

verification against the conventional effectiveness-NTU model at steady-state. 

While much of this study focuses on the supercritical carbon dioxide Brayton cycle – a promising 

power conversion technology that is relevant to applications such as nuclear power, 

concentrating solar thermal, fossil fuel boilers, and shipboard propulsion systems – the model is 

not limited to a particular type of cycle. This flexible model enables the user to provide inputs to 

derive meaningful results describing the transient response of any type of counterflow heat 

exchanger – including recuperators, regenerators, boilers, precoolers, and intercoolers.
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1 Background 

Concentrating solar power (CSP) is an emerging power generation technology that produces 

electricity from the sun. While many people would primarily consider photovoltaics when 

thinking about solar energy, CSP is actually quite different. Traditional photovoltaic solar energy 

utilizes solar radiation to generate an electric current in certain photoelectric materials – 

converting sunlight directly into electricity. For most photovoltaic panels, this reaction occurs at 

fairly low temperature ranges compared to temperatures achieved in CSP and is entirely 

dependent on the current availability of sunlight. While utility-scale solar photovoltaic power 

plants can contribute electricity to support peak demand during the day-time hours, there is no 

intrinsic ability to store power and release it to the grid on demand. Even with batteries and other 

storage technologies, there is relatively little potential to store power with photovoltaics. This is 

one of the many reasons why CSP provides a more stable form of solar power generation – 

allowing for the possibility to provide power to the grid regardless of the time of day.  

In a CSP plant, solar radiation is redirected using mirrors towards a central receiver capable of 

absorbing concentrated flux. Many types of such receivers exist, but for simplicity, this 

description will focus on the molten salt power tower configuration displayed in Figure 1. 



9 
 

 

Figure 1. Molten Salt Power Tower CSP configuration [7]. 

 In this configuration, a molten nitrate salt flows through piping in direct contact with the receiver 

tubing. Molten salt has a large enough heat capacity to absorb significant amounts of heat that 

may be subsequently stored in a tank or immediately used to generate steam. If the molten salt 

is used to immediately produce steam, then it will flow through the steam generation system to 

power a steam turbine producing useful electricity. Then, the molten salt will flow back towards 

the receiver to once again be heated, and the cycle repeats.  

One of the many advantages of CSP is the significant thermal energy potential that may be stored 

for use at a later time, such as when the grid reaches maximum demand. At times like these, the 

thermal energy storage tank can be depleted as necessary to provide electricity via steam 

generation as previously discussed. This form of power plant, which can be turned on and off as 

necessary, refers to an electrical power system that provides dispatchable electricity to the grid. 
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Being able to provide stable electricity to the grid regardless of minor disruptions in weather 

patterns is appealing when compared to the traditional solar photovoltaic power generation. In 

some cases, it is practical to combine these technologies into a combined power plant, with 

utility-scale photovoltaics, to maximize utilization of solar energy. One example of this may be 

done with utility-scale photovoltaics as shown in Figure 2.  

 

Figure 2. CSP Thermal Energy Storage Photovoltaic hybrid system configuration [8]. 

There is significant research being conducted to improve the overall efficiency and decrease the 

costs of CSP plants, but this thesis will focus on the Brayton cycle, specifically the recuperative 

heat exchangers. The supercritical carbon dioxide (sCO2) Brayton cycle is a promising power 

conversion technology that is relevant to applications such as nuclear power, concentrated solar 

thermal, fossil fuel boilers, and shipboard propulsion systems [4].  

1.1 The Brayton Cycle 

Many types of performance-enhancing mechanisms are used in a modified Brayton cycle, but 

this study focuses broadly on the recuperative heat exchangers in this cycle.  
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Figure 3. Graph of simple Brayton Cycle with reheat [1]. 

More complex cycles are often developed from the simple recuperative Brayton cycle shown in 

Figure 3. For the specified sCO2 process, high-pressure sCO2 exits the compressor and enters the 

recuperator as the cold flow (7). Low-pressure sCO2 exits the low-pressure turbine and enters 

the recuperator as the hot flow (4). The hot stream transfers energy to the cold stream and exits 

to the precooler (5), where the compressor inlet temperature (6) is reached by rejecting energy 

to the cold sink. The cold flow increases in temperature in the recuperator and exits to the heater 

(8), where the external heater provides heat to the fluid before the high-pressure turbine inlet 

(1). With reheat, the fluid exits the high-pressure turbine at (2), then the fluid passes through the 

reheater and low-pressure turbine (3) before entering the recuperator [1]. For improved cycle 

efficiency, modifications are made to the simple recuperative Brayton cycle by adding re-

compression and another recuperator as shown in Figure 4. The primary goal of this 



12 
 

recompression cycle is to reduce the pinch point effect occurring in the cycle with a single 

recuperator, which is caused by the difference in the fluid capacitance rates [1].  

 

Figure 4. Graph of recompression Brayton cycle with reheat [1]. 

1.2 Heat Exchanger Analysis 

For any heat exchanger, the fundamental goal is to transfer heat from a hot fluid to a cold fluid. 

This can be done in many types of ways in various configurations. The main configuration types 

are parallel-flow, counter-flow, cross-flow, and shell-and-tube. 

In a counterflow heat exchanger, the basic idea is for a cold fluid to enter one side of the heat 

exchanger at the cold inlet and for a hot fluid to enter the other side of the heat exchanger at the 

hot inlet – where the hot and cold fluids flow in opposite, parallel directions. These fluids are 

unmixed with one another. Heat can be transferred through a plate separating flows in 
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rectangular ducts or across circular pipes. Sometimes it is the case that the thermal resistance of 

the plate or tube walls is insignificant and therefore, likely thin, since thermal resistance is directly 

proportional to the conduction length through a material. However, it is possible for there to be 

a significant storage term in the metal due to the heat capacity and time rate of change of the 

fluids, as well, that may affect the rate of heat transfer. If the rate of change of the fluid is greater 

than the lumped capacitance time constant of the metal, for example, the thermal capacitance 

of the metal becomes important. Because of this storage term in the metal, the hot flow is not 

transferring heat completely to the cold fluid prior to the metal reaching a steady temperature. 

This means there is an unsteady transfer of heat or a non-constant flow of energy when the heat 

exchanger is undergoing transient conditions. This rate of heat transfer can be calculated as a 

function of time to find the value at any point in time. After some time, the transient effects 

become less significant, and the system will reach steady-state. This means there is a constant 

rate of heat transfer between the fluids until extraneous inputs are introduced to the system or 

the constant inputs change value.  

When attempting to solve a transient heat exchanger problem, the most common required 

inputs are the fluid inlet temperatures, fluid inlet pressures, fluid capacitance rates, conduction 

resistance in the metal, convective resistances at the surface, total heat capacity of the metal, 

and the initial temperature of the plate. This allows for a system of equations to be created to 

numerically simulate the response of the heat exchanger. The purpose of the recuperative heat 

exchangers in high-temperature CSP systems is to increase the temperature of the cold fluid as 

it passes through the heat exchanger. This accomplishes four goals: (i) increasing the average 

temperature of heat addition to the cycle while allowing for compression in a region of high fluid 
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density, (ii) utilizing heat in the hot fluid that would have otherwise been rejected, (iii) minimizing 

the amount of work that must be done by the heater in the following step of the Brayton cycle, 

and (iv) maximizing the amount of heat transfer from the hot fluid to the cold fluid.  

1.3 Motivation 

The overarching goal of this effort is to create a flexible counterflow heat exchanger model that 

can handle a broad set of inputs for many types of situations – like in the Brayton cycle for high-

temperature power cycles such as molten salt power tower CSP systems. This model will capture 

the effects of transient behavior in the heat exchanger metal. The following section discusses 

existing transient models that look at highly complex configurations and models that use results 

from electromechanical analog tests to mimic numerical simulations. The goal of the present 

work is to create a model that analyzes transient conditions in counterflow heat exchangers using 

common inputs.  
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2 Literature Review 

This section discusses existing work in counterflow heat exchanger modeling for concentrating 

solar power and various types of transient modeling for other applications.  

2.1 The Transient Response of Gas-Turbine-Plant Heat Exchangers [2] 

This report summarizes the transient response of gas-turbine-plant heat exchangers in graphical 

form and is supplemented with additional results from analytical solutions and electromechanical 

analog tests. An analytical model of a counterflow heat exchanger is examined for several cases: 

the regenerator, intercooler, precooler, and insulated duct. When the analytical solution is not 

possible due to limiting cases, the electromechanical analog test results are provided in addition 

to the analytical solution. This work also examines the effect of various non-dimensional 

parameters on the effectiveness of the heat exchanger. The most significant parameters relate 

fluid capacitance ratios, wall-to-fluid capacity ratios, time, and position in the heat exchanger. 

This study provides a table of solutions for several types of solutions based on inputs and 

constraints – some of which are analyzed in Chapter 3.  

2.2 Transient Modeling using Numerical Propulsion System Simulation (NPSS) [3] 

This source examines a transient model of a 10 MW sCO2 Brayton power cycle using NPSS. The 

mode includes a compressor, turbine, recuperator, cooler, heater, pipes, and valves. This model 

neglects axial conduction through the walls unlike the model described in this thesis. However, 

this model does real data calculations for the fluids in the heat exchanger. This software platform 

simulates the transient responses of sCO2 power cycles due to three primary attributions: (i) 

ability to only use a single software platform for the entire model, (ii) NPSS has proven solvers 
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for both steady-state and transient solutions, and (iii) the flexibility to include an extensive library 

of fluid properties to solve complicated systems. Researchers have been using the NPSS platform 

to develop transient simulations for open-loop air Brayton cycles [3]. The study goes on to 

analyze methods for ramping down in practical operation. This type of software requires many 

inputs that may not necessarily be known in the case of the model this thesis focuses on. While 

this software has many capabilities and implements a robust solver, it is not always necessary to 

perform such a detailed analysis for the transient response in a counterflow heat exchanger.  

2.3 Development and Verification of Transient Analysis Tool using sCO2 Brayton Cycle [4] 

This paper compares experimental data against results from SCTRAN/CO2 transient simulations 

– primarily for nuclear applications. The main schematic map details a nuclear reactor system 

cooled by the sCO2 Brayton cycle. In these applications, the high-temperature sCO2 flows into 

the gas turbine and drives shaft rotation which produces electricity when connected to a 

generator [4]. The transient analysis code can simulate the reactor core, precooler, recuperator, 

and turbomachinery components such as the compressor, gas turbine, and rotating shaft model 

[4]. SCTRAN is a one-dimensional safety analysis code for supercritical water reactors. The 

homogeneous fluid flow model assumes the two phases of coolant are in thermal equilibrium 

and that there is no difference in velocity. Because the state of sCO2 remains in the gas state for 

this application, the homogeneous model is adopted to develop the transient analysis code for 

the sCO2 Brayton cycle [4]. This analysis examines the models for the compressor, gas turbine, 

shaft, and heat exchanger. By incorporating these models in addition to the thermal property 

data, heat transfer model, and friction model for carbon dioxide, a transient analysis code was 

created with SCTRAN/CO2. While this model is useful, much data about fluid properties and 
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turbomachinery performance is required. This makes this type of model highly specific and more 

difficult to use in cases where exact precision is not necessary.  

2.4 Transient Response of the Counterflow Heat Exchanger [5] 

This source analyzes the transient behavior of the temperatures of fluids leaving heat exchangers 

for process control applications. Because several previous papers summarize transient 

performance in counterflow heat exchangers restricted to gas-to-gas conditions, this paper looks 

at the case where the fluids are gases and liquids. The results are compared against results from 

London et. al for thermal-electric analog test results and analytical solutions that are like those 

found in London et. al [2]. By varying four parameters deemed to include many technical 

applications and using a finite difference method to solve, this source presents the responses to 

a unit step increase of both inlet temperatures. Because this source is quite old, it does not 

provide any useful transient analysis code and is useful in reference only. 
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3 Model Derivation 

This section reviews the model, how it is derived, assumptions that are made and how they affect 

the breadth of applicability, and how the model performs against other models.  

 

Figure 5. Basic schematic of counterflow heat exchanger flow. 

3.1 Inputs & Assumptions 

A working model has been created to fully understand the properties and characteristics of these 

recuperative heat exchangers given inputs in Table 1. 
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For this model, the temperature of the metal, 𝑇𝑚, is a function of time and the x-position in the 

axial direction and not a function of the y-position – this means that the temperature of the metal 

in the y-direction has a single value at each x-position. Another assumption this model makes is 

that the conductive resistance in the metal in the y-direction is small compared to the resistance 

to convection at the surface; therefore, this conductive resistance can be completely neglected. 

The fluid inlet temperatures, 𝑇ℎ,𝑖𝑛 and 𝑇𝑐,𝑖𝑛, and the fluid capacitance rates, �̇�𝑐  and �̇�ℎ, are a 

function of time, as well. The user will input these values as step inputs for a given number of 

timesteps. The thermal conductance, 𝑈𝐴ℎ and 𝑈𝐴𝑐, of the fluids are constants. These values can 

be used to calculate the overall thermal conductance, 𝑈𝐴, of the heat exchanger, which is 

independent of geometry since the total conductance encompasses all resistances. The total heat 

capacity, 𝐶𝑡𝑜𝑡 , and the axial conductive resistance, 𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡, of the metal are also constants – 

where both values are partitioned equally into 𝑁 − 1 values of individual heat capacities and 

axial conductive resistances, respectively, for each control volume between nodes.  

Property Variable Units

Hot inlet temperature K

Cold inlet temperature K

Hot fluid capacitance rate W/K

Cold fluid capacitance rate W/K

Hot fluid thermal conductance W/K

Cold fluid thermal conductance W/K

Total heat capacity of metal J/K

Total axial conduction resistance of metal K/W

Initial metal node temperatures K

Table 1. Heat Exchanger Model Inputs
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3.2 Finding the Numerical Solution  

The first step in finding the numerical solution for the model is to derive the state equations to 

be integrated numerically through the heat exchanger. Starting by finding the fluid temperature 

profiles at a given timestep, the state equations for the plate can be solved forward with time.  

When two internal flows are interacting with each other in the case of a transient counterflow 

heat exchanger, each flow must be related to the separating plate through an energy balance for 

each axial node to solve the problem – leading to a differential equation for the plate 

temperature that is integrated forward through time at each node in the axial direction. This is 

assumed to be a 1-D transient conduction problem and has been laid out with the following 

assumptions: 

• the plate temperature in the x-direction has a constant temperature in the y-direction – 

or in other words, there is one node perpendicular to the flow direction and 𝑁 nodes in 

the parallel,  

• the fluid temperatures in the x-direction are changing but have constant temperatures in 

y-direction, 

• the thermodynamic properties of the metal and each fluid remain constant through the 

heat exchanger,  

• the left and right outside edges of the plate are assumed to be adiabatic – meaning that 

there is no heat transfer at these edges with the surroundings, and 

• symmetry is used to assume an adiabatic boundary in the y-direction.  
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3.2.1 Hot Flow Energy Balances 

Starting with the hot fluid, nodal energy balances are done as shown in Figure 6.  

 

Figure 6. Energy balances on hot fluid. 

For internal forced convection in the hot fluid, starting with the control volume between nodes 

one and two:  

(�̇�ℎ𝑇ℎ)
1

+ �̇�𝑐𝑜𝑛𝑣,ℎ = (�̇�ℎ𝑇ℎ)
2

      (3.1) 

The first term corresponds to the enthalpy crossing the boundary at node one, which is also the 

hot inlet; therefore, properties are known for this state. The second term corresponds to the 

convective heat transfer between the metal wall and the hot fluid. It is important to use an 

average temperature for this since the heat is technically being transferred at the temperature 

average between nodes one and two. Additionally, the total thermal conductance of each fluid 
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must be divided by the number of nodes, 𝑁. The third term corresponds to the enthalpy crossing 

the boundary at node two.  

Next, the equation is further simplified and solved explicitly. 

(�̇�ℎ𝑇ℎ)
1

+
𝑈𝐴ℎ

𝑁 − 1
(𝑇𝑚,𝑎𝑣𝑔 − 𝑇ℎ,𝑎𝑣𝑔) = (�̇�ℎ𝑇ℎ)

2
→ 

(�̇�ℎ𝑇ℎ)
1

+
𝑈𝐴ℎ

𝑁 − 1
[0.5(𝑇𝑚,1 + 𝑇𝑚,2) − 0.5(𝑇ℎ,1 + 𝑇ℎ,2)] = (�̇�ℎ𝑇ℎ)

2
→ 

(�̇�ℎ𝑇ℎ)
1

+
𝑈𝐴ℎ

2(𝑁 − 1)
[𝑇𝑚,1 + 𝑇𝑚,2 − 𝑇ℎ,1 − 𝑇ℎ,2] = (�̇�ℎ𝑇ℎ)

2
→ 

(�̇�ℎ𝑇ℎ)
1

+
𝑈𝐴ℎ

2(𝑁 − 1)
[𝑇𝑚,1 + 𝑇𝑚,2 − 𝑇ℎ,1] = [

𝑈𝐴ℎ

2(𝑁 − 1)
+ �̇�ℎ,2] 𝑇ℎ,2 → 

𝑇ℎ,2 =
1

(
𝑈𝐴ℎ

2(𝑁 − 1)
+ �̇�ℎ,2)

[(�̇�ℎ𝑇ℎ)
1

+
𝑈𝐴ℎ

2(𝑁 − 1)
[𝑇𝑚,1 + 𝑇𝑚,2 − 𝑇ℎ,1]]      (3.2) 

It is possible to solve for the hot fluid temperature at node two as shown above. To find the hot 

flow temperature at each node, a similar formula is used.  

𝑇ℎ,𝑖+1 =
1

(
𝑈𝐴ℎ

2(𝑁 − 1)
+ �̇�ℎ,𝑖+1)

[(�̇�ℎ𝑇ℎ)
𝑖

+
𝑈𝐴ℎ

2(𝑁 − 1)
[𝑇𝑚,𝑖 + 𝑇𝑚,𝑖+1 − 𝑇ℎ,𝑖]]      (3.3) 

After this has been entered with the prescribed inputs, the hot flow temperature at each node is 

known. This means that the hot flow temperature at node 𝑁 is the hot flow outlet temperature.  

3.2.2 Cold Flow Energy Balances 

Proceeding to the cold fluid, nodal energy balances are done as shown in Figure 7. 
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Figure 7. Energy balances on cold fluid. 

For internal forced convection in the cold fluid, starting with the control volume between nodes 

𝑁 and 𝑁 − 1: 

(�̇�𝑐𝑇𝑐)
𝑁

+ �̇�𝑐𝑜𝑛𝑣,𝑐 = (�̇�𝑐𝑇𝑐)
𝑁−1

      (3.4) 

The first term corresponds to the enthalpy crossing the boundary at node N, which is also the 

cold inlet; therefore, properties are known for this state. The second term corresponds to the 

convective heat transfer between the metal wall and the cold fluid. It is important to use an 

average temperature for this since the heat is technically being transferred at the temperature 

average between nodes 𝑁 and 𝑁 − 1. Additionally, the total thermal conductance of each fluid 

must be divided by the number of nodes, 𝑁. The third term corresponds to the enthalpy crossing 

the boundary at node 𝑁 − 1.  
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Next, the equation is further simplified and solved explicitly. 

(�̇�𝑐𝑇𝑐)
𝑁

+
𝑈𝐴𝑐

(𝑁 − 1)
(𝑇𝑚,𝑎𝑣𝑔 − 𝑇𝑐,𝑎𝑣𝑔) = (�̇�𝑐𝑇𝑐)

𝑁−1
→ 

(�̇�𝑐𝑇𝑐)
𝑁

+
𝑈𝐴𝑐

(𝑁 − 1)
[0.5(𝑇𝑚,𝑁 + 𝑇𝑚,𝑁−1) − 0.5(𝑇𝑐,𝑁 + 𝑇𝑐,𝑁−1)] = (�̇�𝑐𝑇𝑐)

𝑁−1
→ 

(�̇�𝑐𝑇𝑐)
𝑁

+
𝑈𝐴𝑐

2(𝑁 − 1)
[𝑇𝑚,𝑁 + 𝑇𝑚,𝑁−1 − 𝑇𝑐,𝑁 − 𝑇𝑐,𝑁−1] = (�̇�𝑐𝑇𝑐)

𝑁−1
→ 

(�̇�𝑐𝑇𝑐)
𝑁

+
𝑈𝐴𝑐

2(𝑁 − 1)
[𝑇𝑚,𝑁 + 𝑇𝑚,𝑁−1 − 𝑇𝑐,𝑁] = [

𝑈𝐴𝑐

2(𝑁 − 1)
+ �̇�𝑐,𝑁−1] 𝑇𝑐,𝑁−1 → 

𝑇𝑐,𝑁−1 =
1

(
𝑈𝐴𝑐

2(𝑁 − 1)
+ �̇�𝑐,𝑁−1)

[(�̇�𝑐𝑇𝑐)
𝑁

+
𝑈𝐴𝑐

2(𝑁 − 1)
[𝑇𝑚,𝑁 + 𝑇𝑚,𝑁−1 − 𝑇𝑐,𝑁]]      (3.5) 

It is possible to solve for the cold fluid temperature at node 𝑁 − 1 as shown above. To find the 

cold flow temperature at each node, a similar formula is used.  

𝑇𝑐,𝑖−1 =
1

(
𝑈𝐴𝑐

2(𝑁 − 1)
+ �̇�𝑐,𝑖−1)

[(�̇�𝑐𝑇𝑐)
𝑖

+
𝑈𝐴𝑐

2(𝑁 − 1)
[𝑇𝑚,𝑖 + 𝑇𝑚,𝑖−1 − 𝑇𝑐,𝑖]]      (3.6) 

After this has been entered with the prescribed inputs, the cold flow temperature at each node 

is known. This means that the cold flow temperature at node 1 is the cold flow outlet 

temperature.  

3.2.3 Metal Energy Balances 

Proceeding with the metal nodes, nodal energy balances are done as shown in Figure 8. 
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Figure 8. Energy balances on metal nodes.  

The fundamental energy balance for the control volume is: 

𝑑𝑈

𝑑𝑡
= �̇�𝑙𝑒𝑓𝑡 + �̇�𝑟𝑖𝑔ℎ𝑡 + �̇�𝑐𝑜𝑛𝑣,ℎ + �̇�𝑐𝑜𝑛𝑣,𝑐      (3.7) 

On the right side of the equation, the first term corresponds to the conduction through the metal 

from the left. The second term corresponds to the conduction through the metal from the right. 

The third term corresponds to the convective heat transfer between the wall and the hot fluid. 

The fourth term corresponds to the convective heat transfer between the wall and the cold fluid. 

The total thermal conductance of each fluid must be divided by the number of nodes, 𝑁. A single 

temperature value for each metal node is assumed.  

For nodes two through 𝑁 − 1, the equation can be simplified to:  
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(
𝐶𝑡𝑜𝑡

𝑁 − 1
)

𝑑𝑇𝑚,𝑖

𝑑𝑡
=

(𝑇𝑚,𝑖−1 − 𝑇𝑚,𝑖)

𝑅𝑐𝑜𝑛𝑑
+

(𝑇𝑚,𝑖+1 − 𝑇𝑚,𝑖)

𝑅𝑐𝑜𝑛𝑑
+

𝑈𝐴ℎ

𝑁 − 1
(𝑇ℎ,𝑖 − 𝑇𝑚,𝑖) +

𝑈𝐴𝑐

𝑁 − 1
(𝑇𝑐,𝑖 − 𝑇𝑚,𝑖) → 

𝑑𝑇𝑚,𝑖

𝑑𝑡
=

𝑁 − 1

𝑅𝑐𝑜𝑛𝑑𝐶𝑡𝑜𝑡
(𝑇𝑚,𝑖−1 + 𝑇𝑚,𝑖+1 − 2𝑇𝑚,𝑖) +

𝑈𝐴ℎ

𝐶𝑡𝑜𝑡
(𝑇ℎ,𝑖 − 𝑇𝑚,𝑖) +

𝑈𝐴𝑐

𝐶𝑡𝑜𝑡
(𝑇𝑐,𝑖 − 𝑇𝑚,𝑖)      (3.8) 

For node one, a similar equation can be used; however, conduction from the left will be neglected 

since the left metal surface at node one is assumed to be an adiabatic surface. This means there 

is no heat transfer from the left. The control volume and overall conductance must also be 

divided by two since heat is being transferred over a control volume half the size of the internal 

nodes.  

𝑑𝑇𝑚,1

𝑑𝑡
=

2(𝑁 − 1)

𝑅𝑐𝑜𝑛𝑑𝐶𝑡𝑜𝑡
(𝑇𝑚,2 − 𝑇𝑚,1) +

𝑈𝐴ℎ

𝐶𝑡𝑜𝑡
(𝑇ℎ,1 − 𝑇𝑚,1) +

𝑈𝐴𝑐

𝐶𝑡𝑜𝑡
(𝑇𝑐,1 − 𝑇𝑚,1)      (3.9) 

For node 𝑁, a similar equation can be used; however, conduction from the right will be neglected 

since the right metal surface at node 𝑁 is assumed to be an adiabatic surface. The control volume 

and overall conductance must also be divided by two since heat is being transferred over a 

control volume half the size of the internal nodes.  

𝑑𝑇𝑚,𝑁

𝑑𝑡
=

2(𝑁 − 1)

𝑅𝑐𝑜𝑛𝑑𝐶𝑡𝑜𝑡
(𝑇𝑚,𝑁−1 − 𝑇𝑚,𝑁) +

𝑈𝐴ℎ

𝐶𝑡𝑜𝑡
(𝑇ℎ,𝑁 − 𝑇𝑚,𝑁) +

𝑈𝐴𝑐

𝐶𝑡𝑜𝑡
(𝑇𝑐,𝑁 − 𝑇𝑚,𝑁)      (3.10) 

Now, it is possible to solve for the change in temperature with respect to time for each of the 

metal nodes and therefore, the metal node temperatures are determined at each timestep. 

Equations (3.8), (3.9), and (3.10) are the state equations that must be integrated. The model is 

implemented using MATLAB’s built-in ODE45 solver – which evaluates the state equation by 

integrating through time for each node in the axial direction. The simulation time, 𝑡𝑠𝑖𝑚, is divided 

equally into 𝑀 timesteps. 
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3.3 Model Specification 

To demonstrate model functionality, key graphs are compared for varied inputs and simulation 

conditions for the solution are presented.  

3.3.1 Simulation Conditions 

The inputs in Table 2 are specified for the first set of graphs in the model demonstration section. 

These values are primarily compiled from various sources documenting start-up conditions at the 

recuperators for some examples of sCO2 Brayton cycles. Some were solved for using an implicit 

solver that used an arbitrary mass flow rate, and the values should not be considered to be highly 

accurate for a standard cycle.  

 

These parameters are constants and do not change throughout simulation – meaning there is no 

ramping in the fluid inlet parameters. Later graphs will look at what happens when linear ramping 

parameters are specified for the fluid inlet temperatures and capacitance rates.  

Property Value Units Property Value Units

40 [W/K] 300 [K]

40 [W/K] 875 [K]

80 [J/K] 375 [K]

0.01, 1, 1e6 [K/W] 20 [W/K]

[s] 40 [W/K]

[s] 101 [-]

[s] 121 [-]

Table 2. Simulation Conditions for Constant Inputs



28 
 

3.3.2 Model Demonstration 

The graphs in Figure 9, 10, 11 compare the effects of axial conduction by changing the total axial 

conduction resistance in the metal. This model will include axial conduction to add more 

precision to the resulting graphs. Axial conduction is effectively ignored at high values of 𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡 

since the term in the energy balance would approach zero. The non-dimensionalized x-axis 

position parameter is 𝑥∗ = 𝑥/𝐿. 

 

Figure 9. Temperature profiles for hot flow, cold flow, and metal at 𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡 = 0.01 [𝐾/𝑊]. 
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Figure 10. Temperature profiles for hot flow, cold flow, and metal at 𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡 = 1 [𝐾/𝑊]. 

 

Figure 11. Temperature profiles for hot flow, cold flow, and metal at 𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡 = 1𝑒6 [𝐾/𝑊]. 
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Next, the temperature profile of the metal is examined at various timesteps throughout 

simulation in the graphs in Figure 12, 13, 14. The total simulation time is 12 seconds, so this has 

been split into 5 equal segments of time – which makes each line of the graph separated by 2.4 

seconds. The initial temperature of the metal nodes is constant at each nodal position then 

increases as heat is transferred from the hot fluid to the metal to the cold fluid. The effects of 

changing the total axial resistance to conduction in the metal is demonstrated in the following 

three graphs. Axial conduction is effectively ignored at high values of 𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡 since the term in 

the energy balance would approach zero.  

 

Figure 12. Metal temperature profiles at 𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡 = 0.01 [𝐾/𝑊]. 
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Figure 13. Metal temperature profiles at 𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡 = 1 [𝐾/𝑊]. 

 

Figure 14. Metal temperature profiles at 𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡 = 1𝑒6 [𝐾/𝑊]. 
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The graphs in Figure 15, 16, 17 compare the metal temperature time response. The graphs show 

that the metal temperatures reach an elevated steady-state temperature when axial conduction 

is neglected. The entire temperature profile of the metal is more uniform at lower values of 

𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡 – proving that the inclusion of a massive axial conduction term in the metal has 

significant impacts on the temperature response of the heat exchanger.  

 

Figure 15. Metal temperature time response at 𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡 = 0.01 [𝐾/𝑊]. 
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Figure 16. Metal temperature time response at 𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡 = 1 [𝐾/𝑊]. 

 

Figure 17. Metal temperature time response at 𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡 = 1𝑒6 [𝐾/𝑊]. 
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3.4 Model Verification 

The results of this transient heat exchanger numerical model can be compared to results from 

multiple types of sources including those from analytical solutions. 

3.4.1 Steady-State Analytical Solution (Effectiveness-NTU Model) 

The following graphs in Figure 18, 19, 20 show a comparison of the numerical transient solution, 

when axial conduction resistance in the metal is neglected, after clearly reaching steady-state 

versus the effectiveness-NTU solution. In addition to comparing one against the other, a nodal 

study has also been done to determine the changes in percent difference. The goal in doing this 

study is to minimize changes in percent difference while investigating the relationship between 

temperature profiles at the inlet and outlet versus heat exchanger sizing. The graph in Figure 18 

shows a clear agreement between the transient model at steady-state and the effectiveness-NTU 

solution. 
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Figure 18. Comparison to eff-NTU solution for varied capacitance ratios at 𝑁 = 101. 

The graphs in Figure 19 and Figure 20 show an increased difference in temperatures as the 

number of nodes decreases; therefore, it is important to use a high number of nodes to maximize 

model accuracy. The suggested number of nodes is 101 since this keeps the percent difference 

under 1% for all values of NTU. 
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Figure 19. Percent difference in effectiveness for both solutions when 𝑁 = 101. 

 

Figure 20. Percent difference in effectiveness for both solutions when 𝑁 = 51. 
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Further analysis was done when 𝑁𝑇𝑈 = 1 to examine the number of nodes needed for accuracy 

at a constant value of 𝑁𝑇𝑈. As shown by Figure 21, 22 the percent difference is close to 1% when 

𝑁 = 101.  

 

Figure 21. Comparison to eff-NTU solution for varied capacitance ratios for 𝑁𝑇𝑈 = 1. 
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Figure 22. Percent difference in effectiveness for both solutions when 𝑁𝑇𝑈 = 1. 

3.4.2 Transient Analytical Solution 

The first comparison looks at the following graph in Figure 23 for the intercooler and precooler 

solutions for the case where 𝐶�̅�
∗ > 5, �̇�𝑚𝑖𝑛/�̇�𝑚𝑎𝑥 = 0, and 𝑅∗ = 1. This model uses 𝐶�̅�

∗ =

1𝑒6 [−] to solve.  
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Figure 23. Intercooler and precooler solutions for problems with 𝐶�̅�
∗ > 5 [2]. 

Figure 23 presents the electromechanical analog results analyzing the influence of heat 

exchanger sizing, wall-to-fluid capacity ratio, and dimensionless time, on the normalized 

effectiveness parameter. As shown below, the numerical model presents similar results to that 

of the preceding transient model. The y-axis parameter is a generalized dimensionless parameter 

that normalizes changes in the time-dependent effectiveness for each fluid. This data has been 

digitized from [2], but practically, this means that the y-axis parameter is the ratio of the fluid 

effectiveness at any time to the fluid effectiveness at steady-state, and it can be expressed as  

𝜀𝑓
∗ =

𝜀𝑓

𝜀𝑓𝑠𝑠
      (3.11) 

The transient fluid effectiveness, 
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𝜀𝑓 =
�̇�𝑐

�̇�𝑚𝑎𝑥
→ 𝜀𝑓 =

�̇�𝑐(𝑇𝑐,𝑜𝑢𝑡 − 𝑇𝑐,𝑖𝑛)

�̇�𝑚𝑖𝑛(𝑇ℎ,𝑖𝑛 − 𝑇𝑐,𝑖𝑛)
      (3.12) 

For 𝑅∗ = 1, the steady-state fluid effectiveness, 

𝜀𝑓𝑠𝑠 =
𝑁𝑇𝑈

1 + 𝑁𝑇𝑈
      (3.13) 

The primary transient model comparison comes from [2]. This study models the counterflow heat 

exchanger using these three coupled, linear, partial differential equations: 

{
𝑇ℎ − 𝑇𝑤

𝑅ℎ𝐿
} = − {

𝐶ℎ̅

𝐿

𝜕𝑇ℎ

𝜕𝜃
} + {𝐶ℎ

𝜕𝑇ℎ

𝜕𝑥
}      (3.14) 

{
𝑇𝑤 − 𝑇𝑐

𝑅𝑐𝐿
} = {

𝐶�̅�

𝐿

𝜕𝑇𝑐

𝜕𝜃
} + {𝐶𝑐

𝜕𝑇𝑐

𝜕𝑥
}      (3.15) 

{
𝑇ℎ − 𝑇𝑤

𝑅ℎ
} − {

𝑇𝑤 − 𝑇𝑐

𝑅𝑐
} = {𝐶�̅�

𝜕𝑇𝑤

𝜕𝜃
}      (3.16) 

These equations mimic the energy balances as previously discussed with one discrepancy – the 

model in this thesis does not include a 𝐶ℎ̅ or 𝐶�̅�  value which corresponds to the heat capacity of 

the hot and cold fluid, respectively. Therefore, this model will be verified against situations in this 

model where these values are equal to zero. There are several non-dimensional parameters that 

have been defined in [2], and the most important ones are:  

𝜃∗ =
𝜃

𝜃𝑑𝑚𝑖𝑛
      (3.17) 

𝜃𝑑
∗ =

𝜃𝑑𝑚𝑖𝑛

𝜃𝑑𝑚𝑎𝑥
      (3.18) 
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𝑅∗ =
𝑅𝑚𝑖𝑛

𝑅𝑚𝑎𝑥
      (3.19) 

𝐶�̅�
∗ =

𝐶�̅�

𝐶�̅�𝑖𝑛

      (3.20) 

𝐶𝑅 =
𝐶𝑚𝑖𝑛

𝐶𝑚𝑎𝑥
      (3.21) 

𝜃 is used here to represent time. 𝜃𝑑
∗  and 𝑅∗ may be equal to, greater than, or less than unity – 

the minimum subscript corresponds to the minimum of the fluid capacitance rates, 𝐶𝑐  and 𝐶ℎ [2]. 

Because the model developed here does not include a 𝐶ℎ̅ or 𝐶�̅�  value, the value of 𝐶�̅�𝑖𝑛 must be 

equal to zero; therefore, the wall-to-fluid capacity ratio, 𝐶�̅�
∗  is a large number approaching infinity 

in this model. By simplifying the equations for the non-dimensional parameters, a more obvious 

relationship between 𝐶�̅�
∗  and 𝜃∗ can be derived. The following steps show the derivation. 

𝜃𝑑𝑚𝑖𝑛 =
𝐶�̅�𝑖𝑛

�̇�𝑚𝑖𝑛

      (3.22) 

By rearranging equation (3.22),  

𝐶�̅�𝑖𝑛 = 𝜃𝑑𝑚𝑖𝑛�̇�𝑚𝑖𝑛      (3.23)  

Then, substituting equation (3.23) into equation (3.20),  

𝐶�̅�
∗ =

𝐶�̅�

𝐶�̅�𝑖𝑛

→ 𝐶�̅�
∗ =

𝐶�̅�

𝜃𝑑𝑚𝑖𝑛�̇�𝑚𝑖𝑛

      (3.24) 

By rearranging equation (3.18),  

𝜃𝑑𝑚𝑖𝑛 =
𝜃

𝜃∗
      (3.25) 
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Then, substituting equation (3.25) into equation (3.24),  

𝐶�̅�
∗ =

𝐶�̅�

𝜃𝑑𝑚𝑖𝑛�̇�𝑚𝑖𝑛

→ 𝐶�̅�
∗ =

𝐶�̅�

�̇�𝑚𝑖𝑛

𝜃∗

𝜃
      (3.26) 

By rearranging equation (3.26),  

𝜃∗ =
𝐶�̅�

∗ �̇�𝑚𝑖𝑛𝜃

𝐶�̅�

      (3.27) 

where 𝐶�̅� corresponds to the total heat capacity of the metal, 𝐶𝑡𝑜𝑡 from this model, the minimum 

fluid capacitance rate, �̇�𝑚𝑖𝑛 and 𝜃 is the time parameter in seconds. The x-axis parameter in 

Figure 23 is expressed in terms of 𝜃∗ and 𝐶�̅�
∗  to best understand the impact of the wall-to-fluid 

capacity ratio on the model.  

𝑥 =
𝜃∗

1 + 𝐶�̅�
∗

      (3.28) 

By substituting equation (3.27) into equation (3.28), 

𝑥 =
𝐶�̅�

∗ �̇�𝑚𝑖𝑛𝜃

𝐶�̅�(1 + 𝐶�̅�
∗ )

      (3.29) 

Equation (3.29) shows how the x-axis parameter begins to approach a finite value as 𝐶�̅�
∗  

approaches infinity. For �̇�𝑚𝑖𝑛 = 20 [𝑊/𝐾] and 𝐶�̅� = 𝐶𝑡𝑜𝑡 = 80 [𝑊/𝐾], Table 3 shows how the 

x-axis parameter changes as 𝐶�̅�
∗  approaches infinity. 
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As shown, the x-axis parameter approaches a finite value as 𝐶�̅�
∗  approaches infinity; therefore, 

the analysis that is done for various values of 𝐶�̅�
∗  [2] is valid for this model described in this paper. 

However, for small values of 𝐶�̅�
∗ , it is important to consider how much error may be present. In 

most cases, large values have been used to negate error down to several decimal places. The 

maximum percent difference of roughly 2.5% can be found at approximately 𝑥 = 0.7143 [−]. 

 

Figure 24. Comparison to intercooler and precooler solutions for problems with 𝐶�̅�
∗ > 5. 

       [-] 0 0.5 1 2 5

5 0.000 0.104 0.208 0.417 1.042

20 0.000 0.119 0.238 0.476 1.190

1.00E+06 0.000 0.125 0.250 0.500 1.250

1.00E+15 0.000 0.125 0.250 0.500 1.250

                                               [s]

Table 3. Derivation of x-axis Parameter Results
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The next graph in Figure 25 from the paper looks at the influence of the 𝑅∗ parameter for the 

same case – where 
�̇�𝑚𝑖𝑛

�̇�𝑚𝑎𝑥
= 0, and the faster responses associated with larger values of 𝑅∗ are 

shown.  

 

Figure 25. �̇�𝑚𝑖𝑛/�̇�𝑚𝑎𝑥 = 0 solution, influence of 𝑅∗ [2]. 

The numerical model shows a strong agreement to the analytical solution and electromechanical 

analog test results in Figure 26. 
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Figure 26. �̇�𝑚𝑖𝑛/�̇�𝑚𝑎𝑥 = 0 solution, influence of 𝑅∗. 

The final comparison looks at the following graph for the regenerator solutions for the case 

where 𝐶�̅�
∗ > 10, �̇�𝑚𝑖𝑛/�̇�𝑚𝑎𝑥 = 1, and 𝑅∗ = 1. The model uses 𝐶�̅�

∗ = 1𝑒6 [−] to solve.  
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Figure 27. Regenerator solution for problems with 𝐶�̅�
∗ > 10 [2]. 

There is a clear correlation shown by the graphs in Figure 28; however, values most closely match 

at high values of 𝑁𝑇𝑈. Because 𝑁𝑇𝑈 is a proportionate to the overall thermal conductance 𝑈𝐴 

and inversely proportional to the minimum capacitance rate �̇�𝑚𝑖𝑛, heat is transferred very 

efficiently at high values of 𝑁𝑇𝑈. Source [2] also points out that data at 𝑁𝑇𝑈 = 8 was obtained 

from a computer program due to excessive error in solutions from the electromechanical 

lumped-parameter analog results when 𝑁𝑇𝑈 > 3 at 𝐶𝑅 = 1. 
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Figure 28. Comparison for regenerator solution for problems with 𝐶�̅�
∗ > 10. 

3.5 Model for Ramped Fluid Inlet Properties 

This model takes inputs for both the hot and cold flow inlet conditions as a function of time. The 

user can either create a new function that details inlet conditions or use the existing inlet 

functions as a baseline. To demonstrate model functionality for ramped conditions, key graphs 

are compared for varied inputs and simulation conditions for the solution are presented. This is 

important to consider in the context of start-up for a high-temperature power cycle. First, a 

capacitance ratio of 0.5 will be examined, then an unbalanced condition in the case of a boiler 

and then a balanced condition in the case of a recuperator.  

3.5.1 Simulation Conditions 

The inputs are specified in Table 4 for the first set of graphs in the model demonstration section.  
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The ramping rates, 𝛽, result in changing values of the fluid inlet properties throughout simulation 

– meaning there is ramping in the fluid inlet parameters unlike in the previous graphs. Users may 

specify desired ramp rates, and the function will return this value for each timestep to the 

integration function.  

Because ramping has been introduced, the ramp time must also be considered – this value is 

calculated inside the inlet functions and is found in the main program by calling the function for 

the final timestep, 𝑀. It is required that none of the ramp times exceed the simulation time, 𝑡𝑠𝑖𝑚. 

For the specified inputs: 

 

3.5.2 Model Demonstration 

The following graphs in Figure 29-37 display the three key graphs from section 3.3 – first, looking 

at the temperature profiles for the hot flow, cold flow, and metal, second, looking at the metal 

Property Value Units Property Value Units Property Value Units

40 [W/K] 300 [K] 875 [K]

40 [W/K] 300 [K] 375 [K]

80 [J/K] 10 [W/K] 20 [W/K]

1 [K/W] 20 [W/K] 40 [W/K]

[s] 25 [K/s] 1 [W/Ks]

[s] 5 [K/s] 2 [W/Ks]

[s] 300 [K]

101 [-] 0, 0.5, 1 [-]

121 [-]

Table 4. Simulation Conditions for Ramped Inputs

Property Value Units Property Value Units

23 [s] 10 [s]

15 [s] 10 [s]

Table 5. Inlet Property Ramp Times at            = 0.5
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temperatures at each position for a specified set of timesteps, and third, looking at the metal 

temperature response as a function of time for each specified position.  

 

Figure 29. Temperature profiles for hot flow, cold flow, and metal at 𝐶𝑅 = 0.5 [−]. 

As shown in Figure 29, the hot flow temperature undergoes a larger temperature change through 

the heat exchanger than the cold flow at the final timestep 𝑀. This results in final outlet 

temperatures of 𝑇ℎ,𝑜𝑢𝑡 ≅ 596 [𝐾] and 𝑇𝑐,𝑜𝑢𝑡 ≅ 514.5 [𝐾] and an effectiveness of 𝜀𝑓𝑖𝑛 ≅

0.558 [−]. This is very close to the steady-state effectiveness, from the effectiveness-NTU model, 

of 𝜀𝑓𝑖𝑛,𝑠𝑠 = 0.565 [−], and if 𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡 = 1𝑒6 [𝐾/𝑊], then 𝜀𝑓𝑖𝑛 ≅ 0.565 [−], matching the 

effectiveness-NTU model exactly. The metal temperatures at node 1 and 𝑁 are 𝑇𝑚,1 ≅ 666 [𝐾] 

and 𝑇𝑚,𝑁 = 504.5 [𝐾], respectively.  
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Figure 30. Metal temperature profiles at 𝐶𝑅 = 0.5 [−]. 

 

Figure 31. Metal temperature time response at 𝐶𝑅 = 0.5 [−]. 
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Then, for the unbalanced condition in the case of a boiler, the initial and final capacitance rate of 

the cold fluid is increased to �̇�𝑐,𝑖𝑛,𝑖𝑛𝑖 = 2000 [𝑊/𝐾] and �̇�𝑐,𝑖𝑛,𝑓𝑖𝑛 = 4000 [𝑊/𝐾]. This results in 

a capacitance ratio of 𝐶𝑅 = 0.005 ≈ 0 [−]. To maintain an equal ramp time between the hot and 

cold fluids, the ramp rate of the cold fluid capacitance rate is increased to 𝛽�̇�𝑐,𝑖𝑛
= 200 [𝑊/𝐾𝑠]. 

 

Figure 32. Temperature profiles for hot flow, cold flow, and metal at 𝐶𝑅 ≈ 0 [−]. 

As shown in Figure 32, the cold flow temperature is constant at the final timestep 𝑀. This results 

in final outlet temperatures of 𝑇ℎ,𝑜𝑢𝑡 ≅ 561 [𝐾] and 𝑇𝑐,𝑜𝑢𝑡 ≅ 377 [𝐾] and an effectiveness of 

𝜀𝑓𝑖𝑛 ≅ 0.628 [−]. This is very close to the steady-state effectiveness, from the effectiveness-NTU 

model, of 𝜀𝑓𝑖𝑛,𝑠𝑠 = 0.631 [−], and if 𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡 = 1𝑒6 [𝐾/𝑊], then 𝜀𝑓𝑖𝑛 ≅ 0.631 [−], matching 

the effectiveness-NTU model exactly. The metal temperatures at node 1 and 𝑁 are 𝑇𝑚,1 ≅

599 [𝐾] and 𝑇𝑚,𝑁 = 479 [𝐾], respectively.  
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Figure 33. Metal temperature profiles at 𝐶𝑅 ≈ 0 [−]. 

 

Figure 34. Metal temperature time response at 𝐶𝑅 ≈ 0 [−]. 
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Figure 34 shows interesting behavior 10 and 15 seconds where the capacitance rate of both fluids 

has finished ramping, the cold fluid inlet temperature is almost done ramping, and the hot inlet 

temperature is still ramping. There is the most significant disturbance in the linear trend of the 

metal temperatures at points closest to the hot outlet and cold inlet of the heat exchanger.  

Then, for the balanced condition in the case of a perfectly balanced recuperator, the initial and 

final capacitance rate of the cold fluid is increased to �̇�𝑐,𝑖𝑛,𝑖𝑛𝑖 = 10 [𝑊/𝐾] and �̇�𝑐,𝑖𝑛,𝑓𝑖𝑛 =

20 [𝑊/𝐾]. This results in a capacitance ratio of 𝐶𝑅 = 1 [−]. To maintain an equal ramp time 

between the hot and cold fluids, the ramp rate of the cold fluid capacitance rate is decreased to 

𝛽�̇�𝑐,𝑖𝑛
= 1 [𝑊/𝐾𝑠]. 

 

Figure 35. Temperature profiles for hot flow, cold flow, and metal at 𝐶𝑅 = 1 [−]. 

As shown in Figure 35, the cold flow temperature undergoes a larger temperature change 

through the heat exchanger than the hot flow at the final timestep 𝑀. This results in final outlet 



54 
 

temperatures of 𝑇ℎ,𝑜𝑢𝑡 ≅ 630 [𝐾] and 𝑇𝑐,𝑜𝑢𝑡 ≅ 620 [𝐾] and an effectiveness of 𝜀𝑓𝑖𝑛 ≅

0.491 [−]. This is very close to the steady-state effectiveness, from the effectiveness-NTU model, 

of 𝜀𝑓𝑖𝑛,𝑠𝑠 = 0.5 [−], and if 𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡 = 1𝑒6 [𝐾/𝑊], then 𝜀𝑓𝑖𝑛 ≅ 0.5 [−], matching the 

effectiveness-NTU model exactly. The metal temperatures at node 1 and 𝑁 are 𝑇𝑚,1 ≅ 720 [𝐾] 

and 𝑇𝑚,𝑁 = 530 [𝐾], respectively.  

 

Figure 36. Metal temperature profiles at 𝐶𝑅 = 1 [−]. 
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Figure 37. Metal temperature time response at 𝐶𝑅 = 1 [−]. 

The following table summarizes the values from each of the previous three cases. The table 

shows an increase in the fluid outlet temperatures as well as the metal inlet and outlet 

temperatures as capacitance ratio increases; however, a decrease in the heat exchanger 

effectiveness is observed over the same increase in capacitance ratios. 

 

Response 0 0.5 1

561.0 596.0 630.0

377.0 514.5 620.0

0.628 0.558 0.491

599.0 666.0 720.0

479.0 504.5 530.0

Table 6. Response to Varied Capacitance Ratios

      [-]
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4 Model Deployment 

The existing version of the code that runs this model is implemented in MATLAB. The files and an 

accompanying markdown file explaining the code can be found at the github address: 

https://github.com/uw-esolab/transient-hx. There are four distinct files required to operate this 

model:  

i. CF_HXER_MODEL_v0 

ii. CF_HXER_DTMDT_v0 

iii. CF_HXER_HOT_INLET_v0 

iv. CF_HXER_COLD_INLET_v0 

4.1 CF_HXER_MODEL_v0 

The first file contains the main body of the code, which calls the other three functions. This file 

requires inputs for the following values: 

• Thermal conductance on hot-flow side, 𝑈𝐴ℎ  [𝑊/𝐾] : constant  

• Thermal conductance on cold-flow side, 𝑈𝐴𝑐  [𝑊/𝐾] : constant  

• Total heat capacity of metal (thermal mass), 𝐶𝑡𝑜𝑡 [𝐽/𝐾] : constant  

• Total axial conduction resistance of metal, 𝑅𝑐𝑜𝑛𝑑,𝑡𝑜𝑡 [𝐾/𝑊] : constant 

• Initial temperature of metal nodes, 𝑇𝑚,𝑖𝑛𝑖 [𝐾] : constant 

• Number of nodes, 𝑁 [−] : constant 

• Number of timesteps, 𝑀 [−] : constant 

• Simulation time, 𝑡𝑠𝑖𝑚 [𝑠] : constant, recommended 5 to 10 times multiple of time 

constant, 𝜏 
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Then, the second file, CF_HXER_DTMDT_v0, is called using the specified inputs to integrate 

forward through time using MATLAB’s built-in ODE45 solver – which evaluates the state equation 

by integrating through time for each node in the axial direction. Because this occurs in a function, 

the next step is to call that function to return the specified values for each node and timestep to 

the main code. After this has been done, the user will look to draw various conclusions from 

these values. As the code exists now, the following important values are examined: 

• Metal temperature at inlet and outlet for final timestep 

• Fluid inlet and outlet temperatures at final timestep 

• Fluid inlet arrays for inlet temperatures and capacitance rates at each timestep 

• Ramp times for fluid inlet temperatures and capacitance rates 

• Temperature differentials across the heat exchanger for the inlet and outlet at all 

timesteps 

• Minimum and maximum capacitance rates at each timestep 

• Capacitance ratio at each timestep 

• Heat exchanger sizing, 𝑁𝑇𝑈, at final timestep 

• Actual heat transfer rates for hot and cold fluids at each timestep 

• Maximum heat transfer rate at each timestep 

• Heat exchanger effectiveness calculations for each timestep 

• Effectiveness-NTU calculations for final timestep at steady-state for model confirmation 

There are three primary graphs existing in the main body. 
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1. Metal temperatures at specified node for all timesteps, plotted temperature vs. 

simulation time 

2. Metal temperatures at specified timestep for all nodes, plotted temperature vs. node 

position 

3. Temperature profiles at final timestep for all nodes, plotted temperature vs. node 

position 

Based on the user’s inputs, each specified timestep may be altered in both the plot command 

line as well as in the legend command. Additionally, the user may alter the axes as needed. Each 

figure is currently automatically sized to be the full-size of the user’s screen and a font-size of 16 

is used. The figure size has been chosen this way to allow for the user to easily save each graph 

with a distinct file name to the working directory. The final two lines in each graph code block 

may be commented out to avoid saving every time the code is run. These are the lines starting 

with saveas and export_fig. Additional graphs may be added as needed to perform various 

analyses and/or verifications.  

4.2 CF_HXER_DTMDT_v0 

The second file contains the energy balances to be integrated in the finding of the complete 

temperature profiles. There are no required inputs for this file, and it can be left completely alone 

by the user. The first calculation performed in this function is the equal split of the total axial 

conduction resistance in the metal. Then, each energy balance is performed to find the 

temperature profiles, starting with the hot flow, then going to the cold flow, then finally, the 

metal nodes. It is important to note that the capacitance rate for the inlet has been assumed to 
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be constant throughout the heat exchanger – meaning the capacitance rate of each flow is the 

same at the fluid inlet and outlet.  

4.3 CF_HXER_HOT_INLET_v0 

The third file allows the user to specify the hot inlet properties for the temperature and 

capacitance rate for each timestep in the main body – for a total of 𝑀 timesteps. Depending on 

the application the user has chosen, this file requires different inputs. By setting the variable, 

𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛, equal to a value of 1, 2, or 3, the option will automatically be selected. For options 

where a non-constant value is provided for the inlet conditions, it is recommended that the time 

taken for this change to occur is less than the simulation time in the main window. This will allow 

the model to reach steady-state within the specified simulation time. The following options are 

available for the user: 

1. Constant hot inlet properties 

2. Ramped hot inlet properties 

3. Alternatively specified hot inlet properties 

For the first option – constant hot inlet properties – the user is required to input the following 

values: 

• Hot inlet temperature, 𝑇ℎ,𝑖𝑛 [𝐾]  

• Hot inlet capacitance rate, �̇�ℎ,𝑖𝑛 [𝑊/𝐾]  

• Hot inlet temperature total ramp time, 𝑡𝑟𝑎𝑚𝑝𝑇ℎ,𝑖𝑛
= 0 [𝑠] 

• Hot inlet capacitance rate total ramp time, 𝑡𝑟𝑎𝑚𝑝�̇�ℎ,𝑖𝑛
= 0 [𝑠]  
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For the second option – ramped hot inlet properties – the user is required to input the following 

values: 

• Hot inlet temperature ramp rate, 𝛽𝑇ℎ,𝑖𝑛
 [𝐾/𝑠]  

• Hot inlet initial temperature, 𝑇ℎ,𝑖𝑛,𝑖𝑛𝑖 [𝐾] 

• Hot inlet final temperature, 𝑇ℎ,𝑖𝑛,𝑓𝑖𝑛 [𝐾] 

• Hot inlet capacitance rate ramp rate, 𝛽�̇�ℎ,𝑖𝑛
 [𝑊/𝐾𝑠]  

• Hot inlet initial capacitance rate, �̇�ℎ,𝑖𝑛,𝑖𝑛𝑖 [𝑊/𝐾] 

• Hot inlet final capacitance rate, �̇�ℎ,𝑖𝑛,𝑓𝑖𝑛 [𝑊/𝐾] 

In turn, the function will return each of these values to the second file, CF_HXER_DTMDT_v0, for 

each timestep, 𝑀. Additionally, this file for the hot inlet properties can be called from the main 

code to find the ramp times for each specified property. 

• Hot inlet temperature total ramp time, 𝑡𝑟𝑎𝑚𝑝𝑇ℎ,𝑖𝑛
 [𝑠] 

• Hot inlet capacitance rate total ramp time, 𝑡𝑟𝑎𝑚𝑝�̇�ℎ,𝑖𝑛
  [𝑠]  

For the third option – alternatively specified hot inlet properties – it is entirely up to the user how 

to specify the variance in the inlet conditions as a function of time. If the user were to select 

something like a step input, then variables should be modified in the function return to specify 

the proper return times to the main window. There is code in the main window that calls this 

function that would also need to be modified to reflect the new return variables. 
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4.4 CF_HXER_COLD_INLET_v0 

The fourth file allows the user to specify the cold inlet properties for the temperature and 

capacitance rate for each timestep in the main body – for a total of 𝑀 timesteps. Depending on 

the application the user has chosen, this file requires different inputs. By setting the variable, 

𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛, equal to a value of 1, 2, or 3, the option will automatically be selected. For options 

where a non-constant value is provided for the inlet conditions, it is recommended that the time 

taken for this change to occur is less than the simulation time in the main window. This will allow 

the model to reach steady-state within the specified simulation time. The following options are 

available for the user: 

1. Constant cold inlet properties 

2. Ramped cold inlet properties 

3. Alternatively specified cold inlet properties 

For the first option – constant cold inlet properties – the user is required to input the following 

values: 

• Cold inlet temperature, 𝑇𝑐,𝑖𝑛 [𝐾]  

• Cold inlet capacitance rate, �̇�𝑐,𝑖𝑛 [𝑊/𝐾]  

• Cold inlet temperature total ramp time, 𝑡𝑟𝑎𝑚𝑝𝑇𝑐,𝑖𝑛
= 0 [𝑠] 

• Cold inlet capacitance rate total ramp time, 𝑡𝑟𝑎𝑚𝑝�̇�𝑐,𝑖𝑛
= 0 [𝑠]  

For the second option – ramped cold inlet properties – the user is required to input the following 

values: 
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• Cold inlet temperature ramp rate, 𝛽𝑇𝑐,𝑖𝑛
 [𝐾/𝑠]  

• Cold inlet initial temperature, 𝑇𝑐,𝑖𝑛,𝑖𝑛𝑖 [𝐾] 

• Cold inlet final temperature, 𝑇𝑐,𝑖𝑛,𝑓𝑖𝑛 [𝐾] 

• Cold inlet capacitance rate ramp rate, 𝛽�̇�𝑐,𝑖𝑛
 [𝑊/𝐾𝑠]  

• Cold inlet initial capacitance rate, �̇�𝑐,𝑖𝑛,𝑖𝑛𝑖 [𝑊/𝐾] 

• Cold inlet final capacitance rate, �̇�𝑐,𝑖𝑛,𝑓𝑖𝑛 [𝑊/𝐾] 

In turn, the function will return each of these values to the second file, CF_HXER_DTMDT_v0, for 

each timestep, 𝑀. Additionally, this file for the cold inlet properties can be called from the main 

code to find the ramp times for each specified property. 

• Cold inlet temperature total ramp time, 𝑡𝑟𝑎𝑚𝑝𝑇𝑐,𝑖𝑛
 [𝑠] 

• Cold inlet capacitance rate total ramp time, 𝑡𝑟𝑎𝑚𝑝�̇�𝑐,𝑖𝑛
  [𝑠]  

For the third option – alternatively specified cold inlet properties – it is entirely up to the user 

how to specify the variance in the inlet conditions as a function of time. If the user were to select 

something like a step input, then variables should be modified in the function return to specify 

the proper return times to the main window. There is code in the main window that calls this 

function that would also need to be modified to reflect the new return variables.  

Additionally, the user may create their own function file with time as the only input titled as 

specified for the hot and cold fluid inlet properties. This allows for the user to create an entirely 

new function and run the model without ever opening the code described in this thesis.  
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5 Conclusion 

5.1 Summary 

A model has been created for a transient counterflow plate heat exchanger with axial conduction 

in the separating wall between the fluids. This model can be used in various situations requiring 

a counterflow heat exchanger. For example, one especially relevant application is the modeling 

of cycle start-up in high-temperature power cycle applications. The model has been verified 

against multiple types of transient simulations from different authors in addition to verification 

against the conventional effectiveness-NTU model at steady-state. This model is useful when 

looking at a more detailed analysis of what is actually happening within the heat exchanger when 

non-steady-state conditions exist. Another advantage of this model is that it is not so complicated 

that users are unable to draw useful conclusions without the knowledge of advanced power cycle 

characteristics, complex heat exchanger geometry, and complicated fluid properties.  

5.2 Future Work 

This model would be useful in making comparisons to experimental work. A great example would 

be one that includes a heat exchanger material that may be 3D printed with properties such as 

conductivity specified by the manufacturer. For cycle start-up, the outputs of this model could 

be either compared to experimental results or used as a precursor to analyze anticipated 

behavior given the properties of the actual heat exchanger and fluids. In addition to some 

possible model improvements relating to accuracy, users may also include more graphs of 

interest. It would be really interesting to see this model expanded to calculate specific properties 

of fluids from a property library, although that was deemed unnecessary for the purpose of this 
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model at this time. It would also be interesting to compare the outputs of this model to a 

computationally intensive and hyper-focused model like NPSS [3]. A comparison to a unit-step 

increase in the inlet temperatures as shown by F. E. Romie [5] could serve as a useful 3rd condition 

for inlet properties as specified in sections 4.3 and 4.4.  

While some users may be content with the tabulated outputs for each variable in MATLAB, there 

may also be a way to streamline the connection between this model and another model housed 

outside of MATLAB. For a user modeling each component in a specified cycle, this model may be 

more useful if it was housed entirely in a different solver. However, MATLAB’s ODE45 solver is 

implemented, so the integration technique would have to be modified in a different solver. This 

model has value in providing improved characterization of counterflow heat exchangers within 

an operating power cycle undergoing transient conditions, and the effects of that behavior may 

lead to a better understanding of the effects on other cycle componentry. Additional model 

verification using experimental data would be beneficial, as well. 
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